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Abstract

Most algorithms used in preconditioned iterative methods are generally applicable to complex valued linear systems, with real valued linear systems simply being a special case. However, most iterative solver packages available today focus exclusively on real valued systems, or deal with complex valued systems as an afterthought. One obvious approach to addressing this problem is to recast the complex problem into one of a several equivalent real forms and then use a real valued solver to solve the related system. However, well-known theoretical results showing unfavorable spectral properties for the equivalent real forms have diminished enthusiasm for this approach.

At the same time, our experience has shown us that there are situations where using an equivalent real form can be very effective. In this paper, we explore this approach, giving both theoretical and experimental evidence that an equivalent real form can be useful for a number of practical situations. Furthermore, we show that by making good use of some of the advance features of modern solver packages, we can easily generate equivalent real form preconditioners that are computationally efficient and mathematically identical to their complex counterparts.

Using our techniques, we are able to solve very ill-conditioned complex valued linear systems for a variety of large scale applications. However, more importantly, we shed more light on the effectiveness of equivalent real forms and more clearly delineate how and when they should be used.

1 Introduction

This work addresses the problem of solving a complex valued linear system

\[ Cw = d \]  

iteratively, where \( C \) is an \( m \)-by-\( n \) known complex matrix, \( d \) is a known right hand side and \( w \) is unknown. Although most preconditioners and iterative methods are directly applicable to complex valued linear systems [4], most preconditioned iterative solver packages deal only with real valued systems. There are some notable exceptions, including QMRPACK [6] and PETSc [3, 2, 1]. This work explains when and how to leverage existing real-valued solver packages for use with complex-valued systems.

1.1 The K1 and K2 Formulations

It is well known that if we write \( Cw = d \) separated into real and imaginary parts, i.e.,

\[ (A + iB)(x + iy) = b + ic \]

then the solution is equivalent to that of the system:

\[ \begin{pmatrix} A & -B \\ B & A \end{pmatrix} \begin{pmatrix} x \\ y \end{pmatrix} = \begin{pmatrix} b \\ c \end{pmatrix} \]
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An alternate formulation is:

\[
\begin{pmatrix}
  A & B \\
  B & -A
\end{pmatrix}
\begin{pmatrix}
  x \\
  -y
\end{pmatrix}
=
\begin{pmatrix}
  b \\
  c
\end{pmatrix}
\]  

(4)

For future reference, we call Equation 3 the Komplex-1 or K1 formulation (and denote the matrix by \(K_1\)) and Equation 4 the Komplex-2 or K2 formulation.

The K1 and K2 formulations have been studied before (see [7]) and the common belief is that these approaches are generally a bad idea. This is primarily because if \(\lambda\) is an eigenvalue of \(C\), then \(\bar{\lambda}\) is an eigenvalue of \(K_1\). If \(C\) has all eigenvalues on one side of the imaginary axis, then the spectrum of \(K_1\) should not present a major problem to iterative methods such as GMRES. However, if \(C\) has eigenvalues on both sides of the imaginary axis, a property that causes difficulty for GMRES, then \(K_1\) will have twice as many bad eigenvalues. Furthermore, the convex hull containing the eigenvalues of \(K_1\) will contain the origin, an additional bad property for convergence of GMRES.

The situation for the K2 formulation is even worse. If \(\lambda\) is an eigenvalue of \(K_2\), then \(\{-\lambda, \bar{\lambda}, -\bar{\lambda}\}\) are all eigenvalues of \(K_2\). Thus, no matter how well we precondition the K2 problem, the convex hull of the eigenvalues will always contains the origin.

Because of the above properties, the K1 and K2 formulations have been justly criticized. Particularly, the K2 formulation does not appear to be usable. However, we have found that a variation of the K1 formulation does indeed have merit, if a sufficiently good preconditioner is applied to problem, something that we found is generally required to achieve convergence, even when using a complex solver on the original complex system. In fact, our experience shows that for the classes of problems we are solving, if a good preconditioner is used, then the iteration count of the K formulation discussed below is generally comparable (within 50%) to that of solving the original complex problem with a true complex preconditioned iterative solver, and has the same robustness as a true complex solver. Given the wide availability of good real valued solver packages, we view our results as noteworthy.

2 Approaches to Solving Real Equivalent Systems

In trying to solve the original complex system in Equation 1 via the K1 formulation in Equation 3, the most interesting question is how to precondition \(K_1\). Applying standard real valued preconditioners such as Jacobi, Gauss-Seidel or ILU directly to \(K_1\) brings a variety of problems. Generally we found that they were not robust enough for our needs. Furthermore, applying ILU to \(K_1\) was complicated by its unusual sparsity pattern.

Another approach we tried was to focus on preconditioning just the (1,1) and (2,2) blocks in Equation 3 by using a standard real valued preconditioner, denoted \(M_A\), applied to \(A\), the real part of \(C\). The preconditioner then became:

\[
\begin{pmatrix}
  M_A & 0 \\
  0 & M_A
\end{pmatrix}
\]  

(5)

Again, we found that this approach was not robust enough for our problems, providing a large degradation in iteration count or an outright failure to converge, while the solution of the complex system via a complex solver succeeded. Furthermore, the related approach of putting \(B\) and \(-B\) (by swapping block rows in Equation 3) also failed.

2.1 The K Formulation

The final approach that we tried, one which consistently gives us good results, was to make the following observation: If \(c_{ij} = a_{ij} + \sqrt{-1} b_{ij}\) is a nonzero entry of \(C\) then we can apply the K1 formulation directly to each entry of \(C\) to generate a 2-by-2 block entry of the form

\[
\begin{pmatrix}
  a_{ij} & -b_{ij} \\
  b_{ij} & a_{ij}
\end{pmatrix}
\]  

(6)
This leads to the K formulation where the matrix $K$ is a $2m$-by-$2n$ real matrix partitioned in to 2-by-2 blocks and each $(i,j)$ block entry of $K$ is of the form in Equation 6 corresponding to $c_{ij}$. For example, if

$$C = \begin{pmatrix} c_{11} & 0 & c_{13} & 0 & c_{15} \\ 0 & c_{22} & c_{23} & 0 & 0 \\ c_{31} & 0 & c_{33} & c_{34} & 0 \\ 0 & 0 & c_{43} & c_{44} & 0 \\ c_{51} & 0 & 0 & 0 & c_{55} \end{pmatrix}$$

then

$$K = \begin{pmatrix} a_{11} & -b_{11} & 0 & 0 & a_{13} & -b_{13} & 0 & 0 & a_{15} & -b_{15} \\ b_{11} & a_{11} & 0 & 0 & b_{13} & a_{13} & 0 & 0 & b_{15} & a_{15} \\ 0 & 0 & a_{22} & -b_{22} & a_{23} & -b_{23} & 0 & 0 & 0 & 0 \\ 0 & 0 & b_{22} & a_{22} & b_{23} & a_{23} & 0 & 0 & 0 & 0 \\ a_{31} & -b_{31} & 0 & 0 & a_{33} & -b_{33} & a_{34} & -b_{34} & 0 & 0 \\ b_{31} & a_{31} & 0 & 0 & b_{33} & a_{33} & a_{34} & -b_{34} & 0 & 0 \\ 0 & 0 & 0 & 0 & a_{43} & -b_{43} & a_{44} & -b_{44} & 0 & 0 \\ 0 & 0 & 0 & 0 & b_{43} & a_{43} & a_{44} & -b_{44} & 0 & 0 \\ a_{51} & -b_{51} & 0 & 0 & 0 & 0 & 0 & 0 & a_{55} & -b_{55} \\ b_{51} & a_{51} & 0 & 0 & 0 & 0 & 0 & 0 & b_{55} & a_{55} \end{pmatrix}$$

### 2.2 Implementation within Existing Software Packages

The K formulation defined above has several nice properties that allow us to implement efficient and robust preconditioned iterative solvers for complex linear systems. It allows us to efficiently compute and apply the exact equivalent of a complex valued preconditioner and it has sufficiently good spectral properties that, when properly preconditioned, allow for good convergence relative to a true complex solver.

Several full-featured solver packages, e.g., Aztec [12] and PETSc [2], support block entry matrices. Matrices of this form are sparse, but each entry of the matrix is a dense matrix itself. The matrix $K$ in the Komplex formulation has a natural 2-by-2 block structure that can be exploited by using block entry data structures. By using the block entry features of these packages we get the following benefits:

1. Applying 2-by-2 block Jacobi scaling to $K$ corresponds exactly to applying point Jacobi scaling to $C$.
2. The block sparsity pattern of $K$ exactly matches the point sparsity pattern of $C$. Thus, any pattern based preconditioners such as BILU(k) applied to $K$ correspond exactly to ILU(k) applied to $C$.
3. Any drop tolerance based complex preconditioner has a straight-forward K formulation since the absolute value of a complex entry equals the scaled Frobenius norm of the corresponding block entry in $K$.

Thus, by using these block entry features, we can easily and efficiently construct preconditioners for $K$ that are equivalent to those we would form for $C$ if we used a true complex formulation. As a result, our preconditioned matrix operation is identical to the true complex preconditioned operator up to a permutation. This implies that solving the real equivalent form via the K formulation using a preconditioned iterative method is identical to solving the original complex system using a corresponding preconditioned complex solver, except that they are using different inner product spaces.

### 3 Properties of the K Formulation

This section is a mathematical justification of the K formulation that takes into account the essential role of preconditioning in iterative solution methods. The K formulation uses an equivalent real form of the
preconditioner as well as the coefficient matrix. A K1 formulation transforms the eigen- and singular value decompositions adversely, from the perspective of an iterative linear solver. In this section we show that the K formulation transforms in preconditioned complex linear system in the same way that the K1 formulation transforms the coefficient matrix. In contrast to the unpreconditioned case though, preconditioned iterative linear solvers are insensitive to the K formulation. Iterative methods applied to poorly preconditioned systems do not converge in either formulation and, if applied to a well preconditioned systems, converge at essentially the same rate.

We use the following framework to comparing preconditioned iterative linear solvers. For clarity a zero initial guess is assumed. A left-preconditioned Krylov solver is an algorithm that determines a sequence of approximations to $z$ from the corresponding expanding Krylov subspaces

$$K^k(M^{-1}C, M^{-1}d) = \text{span}(M^{-1}d, \ldots, (M^{-1}C)^{k-1}M^{-1}d)$$

Right-preconditioning is similar. A preconditioned Krylov solver succeeds to the extent that the algorithm converges in a small number of iterations.

Characterizing good preconditioners is hard. A crude measure of the quality of the preconditioner $M$ is the maximum ratio of singular values,

$$\text{cond}(M^{-1}C).$$

The convergence rate of GMRES is bounded in terms of the eigenvalues and condition number of the matrix of eigenvectors of $M^{-1}C$ [11]. In this section we show that in our approach the Krylov subspace, (9), and the condition number, (10), of complex preconditioned linear system are preserved. Additionally, the condition number of the matrix of eigenvectors is also preserved.

We use the function $f()$ to denote the matrix $K$ that corresponds to an arbitrary complex matrix $C$ in the K1 transformation,

$$f(C) = K$$

The K formulation of a preconditioned Krylov subspace method with preconditioner $M$ applies the preconditioner $f(M)$ to $f(C)$. The matrix $K = f(C)$ is formed explicitly, but linear systems

$$f(M) \begin{bmatrix} x \\ y \end{bmatrix} = \begin{bmatrix} u \\ v \end{bmatrix}$$

are only solved implicitly by solving $M(x + iy) = u + iv$ in (simulated) complex arithmetic.

The key to understanding the $K$ formulation is that $f$ is a homomorphism,

$$\begin{cases} f(I) = I \\ f(XY) = f(X)f(Y) \end{cases}$$

This observation appears not to have been made before in this context. From this one can deduce relations such as $f(X^{-1}Y) = f(X)^{-1}f(Y)$.

The proposed method preserves Krylov subspaces in the sense that

$$f((M^{-1}C)^kM^{-1}) = (f(M)^{-1}f(C))^k f(M)^{-1}$$

This statement applies to left preconditioning. A similar statement applies if right preconditioning is used. A prerequisite to discussing condition numbers is to relate the singular values decomposition (SVD) of $C$,

$$C = U\Sigma V^*$$

to the SVD of $f(C)$. Problem 8.6.4 in [8] is to show that if $U = U_r + iU_u$ and $V = V_r + iV_u$, where $U_r, U_u, V_r, V_u$ are real then $f(C)$ has the SVD

$$K = \begin{bmatrix} U_r & -U_u \\ U_u & U_r \end{bmatrix} \begin{bmatrix} \Sigma & 0 \\ 0 & \Sigma \end{bmatrix} \begin{bmatrix} V_r & -V_u \\ V_u & V_r \end{bmatrix}^T$$

In particular $f$ preserves condition numbers. This implies the second property, that conditioning is preserved from the complex case:

$$\text{cond}(M^{-1}C) = \text{cond}(f(M^{-1}C)) = \text{cond}(f(M)^{-1}f(C))$$
For clarity we discuss eigenvalues in the unpreconditioned case. But as above these results to extend to the preconditioned case. As mentioned in the introduction, eigenvalues of $K$ are either eigenvalues of $C$ or their conjugates. More precisely, Proposition 5.1 of [7] states that if $C$ has Jordan normal form,

$$C = XJX^{-1}$$

then $K = f(C) = W\text{diag}(J)W^{-1}$ for

$$W = \begin{bmatrix} X & \bar{X} \\ -iX & iX \end{bmatrix}$$

An observation not made explicitly in [7] though, is that it immediately follows that

$$\text{cond}(W) = \text{cond}(X)$$

### 3.1 Convergence of the K Formulation

In this section the sensitivity of the convergence rate of an iterative method to a K formulation is quantified for certain classes of model problems. For Hermitian linear systems the K formulation preserves the convergence rate. For linear systems with asymmetric preconditioned spectrum (see Figure 1), the convergence rate degrades mildly in a K formulation.

The most important difference between $K$ and $C$ is that the eigenvalues of $K$ are to eigenvalues of $C$ together with their conjugates; $\sigma(K) = \sigma(C) \cup \sigma(C)$ where $\sigma()$ denotes the matrix spectrum. The asymptotic convergence factor for polynomial based methods, including preconditioned Krylov subspace methods, is $\kappa$ if the residual norms decrease like $\kappa^n$. Successful preconditioning transforms the spectrum into a disk far from 0. In the K formulation the asymptotic convergence factor is the same if this disk is centered on the real axis. In this section we determine the influence on the convergence rate of preconditioners that map the spectrum to a disk not centered on the real axis. Fortunately in practice preconditioners cluster the spectrum about 1. For example if $C$ is Hermitian, then $\sigma(K) = \sigma(C)$, and the asymptotic convergence factors are the same in the complex and Komplex formulations. But if $C$ is skew-Hermitian, then $\sigma(C)$ is a subset of the imaginary axis, and in the K formulation iterative linear solution methods can converge much more slowly. In the skew Hermitian case, the slower convergence is avoided by using the K formulation of the Hermitian linear system $\sqrt{-1}Cw = \sqrt{-1}d$.

A sharp upper bound for the 'asymptotic convergence factor' can be determined using the complex Greens function for the convex hull of the spectrum. Following [5] pages 90-93, an iterative method for $Cw = d$ (hopefully) determines $\{w_i\}$ that converge to $w$ and residual, $\mathbf{r}_i = d - Cw_i$ that converge to zero. Consider the polynomial based iterative solution method

$$r_n = p_n(C)r_0, \quad p_n(0) = 1$$

where each $p_n \in \Pi_n$, the space of $n$th degree polynomials. Next let $\Omega$ be a set containing $\sigma(C)$, and define

$$||p_n||_{\Omega} = \max_{\omega \in \Omega} |p_n(\omega)|$$

Common choices for $\Omega$ are the convex hull of $\sigma(C)$, a disk, or an ellipse with major axis along a ray through the origin. For clarity, let's assume that $C$ is diagonalizable, $CV = VA$. The reduction in the residual norm

$$||r_n||_2 = ||p_n(C)r_0||_2 \leq \text{cond}(V)||p_n||_{\sigma(C)}||r_0||_2 \leq \text{cond}(V)||p_n||_{\Omega}||r_0||_2$$

is bounded above by the spectral condition number of $V$ and $||p_n||_{\Omega}$. A residual polynomial $p_n$ that minimizes $||p_n||_{\Omega}$ is an optimal polynomial $P_n(t; \Omega, 0)$ and solves

$$||P_n(t; \Omega, 0)||_{\Omega} = \min\{||p||_{\Omega} : p \in \Pi_n, p(0) = 1\}, \quad 0 \notin \Omega$$

The convergence of an iteration $r_n = p_n(C)r_0$ is related to the asymptotic convergence factor for the polynomial iteration method induced by $p_n$,

$$\kappa(C;p_n) = \limsup_{n \to \infty} \left( \sup_{r_0 \neq 0} \frac{||r_n||_2}{||r_0||_2} \right)^{1/n}$$
The asymptotic convergence factor for \( \Omega \) is defined by

\[
\kappa(\Omega) = \inf_{P^c} \sup_{\sigma(C) \subset \Omega} \kappa(C; p_n)
\]

The asymptotic convergence factor corresponding to the K formulation is \( \kappa(\Omega \cup \overline{\Omega}) \).

Next we determine the asymptotic convergence factor for \( C \) and \( K \) in several characteristic cases. \( \kappa(\Omega) \) is determined from the the Green's function \( G(z; \Omega^c) \) for the complement \( \Omega^c \) of \( \Omega \) with pole at infinity

\[
\kappa(\Omega) = |G(0; \Omega^c)|
\]

If \( \Omega \) is connected, then \( G \) is a conformal mapping from \( \Omega^c \) to the open unit disk such that \( G(\infty) = 0 \). In general \( G \) has the following properties:

- \( G(z; \Omega^c) \) is an analytic function on \( \Omega^c \) with single valued modulus \( |G(z; \Omega^c)| < 1 \) in \( \Omega^c \).
- \( G(z; \Omega^c) \) has precisely one zero at \( \infty \).
- If \( z \in \partial \Omega \), then \( |G(z; \Omega^c)| = 1 \).

We give four examples of evaluating \( \kappa(\Omega) \) using Green's functions. Examples one and three come from [5]. Example two is classical and reviewed here in detail. Example four appears to be new. The first two examples correspond to the case in which \( C \) is Hermitian positive definite and \( \sqrt{iC} \) is Hermitian positive definite. In these examples, \( J \) denotes the interval \([-1, 1]\).

**Example 1.** If \( C \) is Hermitian positive definite, then the convex hull of \( \sigma(C) = \sigma(K) \) is \( \Omega = [\alpha, \beta] \) for \( 0 < \alpha < \beta \). The first step is to derive the Green's function for the complement of the interval \( G(z; J^c) \), an inverse of the Joukowski map \( \phi(z) = (z + z^{-1})/2 \). We select the square root function with branch cut along the negative real axis and

\[
\phi^{-1}(z) = \begin{cases} 
  z + \sqrt{z^2 - 1} & 0 \leq \arg(z) \leq \pi \\
  z - \sqrt{z^2 - 1} & \pi < \arg(z) < 2\pi
\end{cases}
\]

Note that the branch cut for the argument function is along the positive real axis, and for \( \rho > 1 \),

\[
\lim_{z \to \partial \Omega, \Re(z) < 0} \arg(z^2 - 1) = 2\pi
\]

Here \( \Re(z) \) denotes the imaginary part of the complex number \( z \). In this case the singularity in \( \phi^{-1} \) along \([1, \infty]\) has been removed, and because \( \phi^{-1} \) is odd, \( \phi^{-1} \) is analytic on \( J^c \). To show that \( \phi^{-1} \) maps \( J^c \) to the open unit disk, note that the equation \( \phi(z) = w \) is a quadratic polynomial in \( z \) and \( \phi(z) = \phi(z^{-1}) \).

Now for \( \Omega = [\alpha, \beta] \) such that \( 0 < \alpha < \beta \), \( G(z; \Omega^c) = \phi^{-1}(\ell(z)) \) for \( \ell(t) = (2t - \alpha - \beta)/(\beta - \alpha) \) and

\[
\kappa([\alpha, \beta]) = |G(0)| = \frac{1}{-\ell(0) + \sqrt{\ell^2(0) - 1}} = \frac{\beta - \alpha}{\beta + 2\sqrt{\beta\alpha} + \alpha}
\]

**Example 2.** If \( iC \) is Hermitian positive definite, then the convex hull of \( \sigma(C) = [i\alpha, i\beta] \) for \( 0 < \alpha < \beta \) and \( \kappa(i[\alpha, \beta]) = \kappa([\alpha, \beta]) \). But \( \sigma(K) \subset [-i\beta, -i\alpha] \cup [i\alpha, i\beta] \) and \( \kappa([-i\beta, -i\alpha] \cup [i\alpha, i\beta]) = \kappa([-\beta, -\alpha] \cup [\alpha, \beta]) \).

The first step is to derive the Green's function for the complement of symmetric intervals \( \Omega = [-1, -\eta] \cup [\eta, 1] \) for \( \eta = \alpha/\beta < 1 \). The Green's function is a branch of the solution of

\[
\psi^2 + 2\frac{z^2 + (1 + \eta^2)}{1 - \eta^2} \psi + 1 = 0
\]

The two branches

\[
\psi_{\pm} = \frac{2}{1 - \eta^2} \left( \pm \sqrt{(z^2 - 1)(z^2 - \eta^2)} - z^2 + \frac{1 + \eta^2}{2} \right)
\]

satisfy \( \psi_{\pm} \psi_{\pm} = 1 \), and we seek a branch whose range is the open unit disk. We choose the branch of \( \pm \sqrt{(z^2 - 1)(z^2 - \eta^2)} \) that is nearest to \( z^2 \). The branch cut for \( \sqrt{\cdot} \) is along the negative real axis and

\[
\arg((z^2 - 1)(z^2 - \eta^2)) = \pm \pi \leftrightarrow z = x + iy \text{ and } x^2 - y^2 = \frac{1 + \eta^2}{2}
\]
This gives us the Green's function

\[ G(z) = \begin{cases} \frac{2}{1-\eta^2} \left( \sqrt{(z^2 - 1)(z^2 - \eta^2)} - z^2 + \frac{1+\eta^2}{2} \right) & z^2 - y^2 \geq \frac{1+\eta^2}{2} \\ \frac{2}{1-\eta^2} \left( -\sqrt{(z^2 - 1)(z^2 - \eta^2)} - z^2 + \frac{1+\eta^2}{2} \right) & z^2 - y^2 < \frac{1+\eta^2}{2} \end{cases} \]

To show that the range of \( G \) is the open unit disk, note that \( \psi \) is a quadratic polynomial and \( |\psi_\pm| = 1 \) if and only if \( \eta^2 \leq z^2 \leq 1 \). In this case \( \kappa(\Omega) = (1 - \eta)/(1 + \eta) = (\beta - \alpha)/(\beta + \alpha) \).

Examples one and two quantify the difference between the \( K_1 \) and \( K_2 \) formulations for the special case of a Hermitian positive definite linear system with eigenvalues in \([\alpha, \beta]\). In the \( K_1 \) formulation,

\[ \kappa_1 \approx 1 - 2 \sqrt{\frac{\alpha}{\beta}} \]

while for the \( K_2 \) formulation the factor is much larger:

\[ \kappa_2 \approx 1 - 2 \frac{\alpha}{\beta} \gg \kappa_1 \]

Example 3. For a disk \( \Omega = \{z : |z - w| < r\} \) not containing 0 (i.e. \( r < |w| \)) a conformal mapping onto the open unit disk is \( G(z; \Omega) = \frac{r}{z - w} \) and

\[ \kappa(\Omega) = \frac{r}{|w|} \]

Example 4. Here \( \Omega \) comes from rotating the disk \( \{z : |z - \rho| < r\} \) with center \( \rho > 0 \) by \( \theta \) and then reflecting through the real axis. I assume that circles intersect, \( \sin \theta < \eta = r/\rho \). This is illustrated in figure 1.

The conformal mapping of the exterior of two intersecting circles to the open unit disk is given by

\[ G(z) = \frac{\left( \frac{z-\rho}{z+\rho} \right)^{\psi/\alpha} - 1}{\left( \frac{z-\rho}{z+\rho} \right)^{\psi/\alpha} + 1} \]
Figure 2: Conformal mapping in three steps

where

$$\mu = \cos \theta - \sqrt{\eta^2 - \sin^2 \theta} \quad \nu = \cos \theta + \sqrt{\eta^2 - \sin^2 \theta} \quad \alpha = \pi - 2 \tan^{-1} \left( \frac{\sin \theta}{\sqrt{\eta^2 - \sin^2 \theta}} \right)$$

Also \( w^{\pi/\alpha} = \exp \left( \frac{\pi}{\alpha} \log w \right) \) for \( \log w = \log |w| + i \text{arg} \ w \) and the branch for the argument function is placed along the negative real axis, \(-\pi < \text{arg} \ w \leq \pi\). In this case

$$\kappa(\Omega) = \frac{(1 - (\mu/\nu)^{\pi/\alpha})/(1 + (\mu/\nu)^{\pi/\alpha})}{r + \frac{\theta}{\pi} (1 - r^2) \log \left( \frac{1 + r}{1 - r} \right)} + O(\theta^2)$$

3.2 Summary of K Formulation Properties

Based on the previous results of this section, we see that the K formulation differs from a true complex iterative solver only in the inner product space used by the iterative method. In other words, by utilizing the block entry data structures mentioned in Section 2.2, we are able to provide the identical preconditioned matrix multiply computations using the K formulation as we would for a true complex solver.

Furthermore, for complex Hermitian problems, there is no difference in asymptotic convergence rates. In fact, as is well known (e.g., see Problem 8.3.6 in [8]), if a complex matrix \( C \) is Hermitian (positive definite), the corresponding K matrix \( K = f(x) \) is symmetric (positive definite) with identical eigenvalues having twice the multiplicity. Given the ability of the conjugate gradient method to resolve multiple identical eigenvalues simultaneously, we observe in practice that K formulation has identical convergence properties as a true complex solver for complex Hermitian problems.

For the non-Hermitian case, we saw from Examples 3 and 4 above that, if the disk enclosing the spectrum of the preconditioned matrix \( C \) is not far from the point (1,0) in the complex plane, then the asymptotic convergence rate of the K formulation is close to the convergence rate of a true complex solver, with the
rate dictated by the size of the angle $\theta$ in Figure 1. As we will see in the next Section 3.3, a high quality preconditioner tends to move the spectrum of $C$ toward $(1,0)$, setting up very favorable conditions for the K formulation.

### 3.3 Spectral Case Study

For the problem M3D2 listed in Table 1, we computed the spectrum of the original and preconditioned matrix using the `eig` function of Matlab. Figure 3 shows the distribution of eigenvalues for the original matrix$^1$. Figure 4 shows the eigenvalues for the $K$ matrix and, as expected, the eigenvalues of the $K$ matrix are the eigenvalues of the complex matrix plus their reflection about the real-axis.

Figure 5 shows the spectrum of preconditioned matrix using `luinc(A, 1e-1)` from Matlab. This is an incomplete LU preconditioner that uses a drop tolerance of $10^{-1}$. Note that the eigenvalues start to cluster around the point $(1,0)$ in the complex plane. Figure 6 shows the spectrum using `luinc(A, 1e-2)`. With the exception of one outlier, the eigenvalues are becoming very closely clustered around $(1,0)$.

Coupling this observation with the analysis from Section 3.1, we see that high quality preconditioning, which tends to cluster the eigenvalues around the point $(1,0)$, additionally minimizes the differences in asymptotic convergence rates between the true complex formulation and the K formulation. Thus, it simultaneously improves the convergence of both formulations and reduces the differences in convergence rates between them.

### 4 Experimental Results

We have used the K formulation to solve complex linear systems coming from two application areas (see Table 1): molecular dynamics and linear stability analysis. Each linear system comes from a real application and is very ill-conditioned. In addition, because some of these users are solving eigenvalues problems via shift-and-invert methods, the solution of the complex system must be very accurate. We have found that the K formulation with a strong ILU preconditioner has been very effective.

$^1$A note of thanks to Tom Wright and Nick Trefethen. They analyzed pseudospectra of this matrix and determined that the eigenvalues of this matrix obtain via `eig` would be accurately computed.
Figure 4: Eigenvalues of the K formulation matrix in problem M3D2.

Figure 5: Eigenvalues of the complex matrix in problem M3D2, preconditioned by luinc(A,1e-1).
Figure 6: Eigenvalues of the complex matrix in problem M3D2, preconditioned by $\text{luninc}(A, 1e-2)$.

<table>
<thead>
<tr>
<th>Problem</th>
<th>Dim</th>
<th># Nonzeros</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>M3D2</td>
<td>1024</td>
<td>12480</td>
<td>Computational Chemistry Model I, Sherry Li, LBL/NERSC</td>
</tr>
<tr>
<td>M4D2</td>
<td>10000</td>
<td>127400</td>
<td>Computational Chemistry Model II, Sherry Li, LBL/NERSC</td>
</tr>
<tr>
<td>LINSTAB1</td>
<td>10590</td>
<td>276979</td>
<td>MPSalsa Linear Stability Analysis, Andrew Salinger, Rich Lehoucq, Cayley Transform Approach</td>
</tr>
<tr>
<td>LINSTAB2</td>
<td>10590</td>
<td>276979</td>
<td>MPSalsa Linear Stability Analysis, Andrew Salinger, Shift = 33*sqrt(-1)</td>
</tr>
</tbody>
</table>

Table 1: Test Problem Descriptions.
Table 2: MATLAB Test Results Using GMRES(\(\infty\)) with luinc(droptol) Preconditioning.

| Problem | droptol | \(nz(ILU)/nz(A)\) | \(||r||/||b||\) | C Iters | K Iters |
|---------|---------|-------------------|----------------|---------|---------|
| M3D2    | \(1 \times 10^{-3}\) | 5.8 | \(3 \times 10^{-11}\) | 12      | 12      |
| M3D2    | \(1 \times 10^{-2}\) | 4.5 | \(8 \times 10^{-11}\) | 30      | 40      |
| M3D2    | \(1 \times 10^{-1}\) | 0.5 | \(5 \times 10^{-11}\) | 107     | 181     |
| M4D2    | \(1 \times 10^{-4}\) | 13.1 | \(5 \times 10^{-11}\) | 17      | 23      |
| M4D2    | \(1 \times 10^{-3}\) | 6.7 | \(6 \times 10^{-11}\) | 72      | 109     |
| LINSTAB1| \(1 \times 10^{-3}\) | 10.7 | \(9 \times 10^{-11}\) | 71      | 93      |

The first set of results (in Table 2) come from a Matlab code where we compare a true complex preconditioned iterative solver to the K formulation. For these problems, the preconditioned operators are exactly equivalent, i.e., using the notation from Section 3, if \(MC\) and \(MK\) are the complex and Komplex preconditioners respectively, then \(MK = f(MC)\). Thus, what we are comparing are the differences due to having a complex inner product over \(n\)-space versus a real inner product over \(2n\)-space. Note that as the quality of the preconditioner improves, the difference in iteration counts between the two approach diminishes.

Our Matlab results did not have any relevant solution time statistics, so we cannot get precise measurement of relative costs. However, the results in Table 3 show that the higher quality preconditioners also provide the best time to solution. These results are from the Komplex Solver Package [9], an add-on module to Aztec. We used a Block ILU preconditioner with 8-by-8 blocks and non-restarted GMRES. The best time to solution comes from BILU with a level fill of 2. This result suggests a general observation that a high quality preconditioner provides both the best time to solution and makes the difference in iteration counts between the true complex and the K formulations minimal.

The final set of results (in Table 4) comes from using the Komplex Solver package to solve linear stability problems in computational fluid dynamics. The primary purpose of these results is to illustrate that, with minimal new software development, we are able to provide a full-featured parallel preconditioned iterative solver for complex valued linear systems by leveraging existing real valued solvers. Results are given for 1, 2 and 4 processors of a PC-based Beowulf [10] cluster.

Table 3: Aztec Test Results for M4D2 Using GMRES(\(\infty\)) with Block ILU Preconditioning, 8-by-8 blocks.

| Problem | levfill | \(||r||/||b||\) | K Iters | Time(s) |
|---------|---------|-----------------|---------|---------|
| M4D2    | 0       | \(1 \times 10^{-11}\) | 322     | 354     |
| M4D2    | 1       | \(1 \times 10^{-11}\) | 179     | 182     |
| M4D2    | 2       | \(1 \times 10^{-11}\) | 75      | 95      |

Table 4: Aztec Test Results Using GMRES(\(\infty\)) with ILUT Preconditioning.

| Problem | \(nz(ILU)/nz(A)\) | \(||r||/||b||\) | \# Proc | K Iters | Time(s) |
|---------|-------------------|----------------|---------|---------|---------|
| LINSTAB1| 4.8               | \(4 \times 10^{-13}\) | 1       | 61      | 115.0   |
| LINSTAB1|                   |                | 2       | 58      | 51.4    |
| LINSTAB1|                   |                | 4       | 67      | 35.8    |
| LINSTAB2| 3.0               | \(3 \times 10^{-12}\) | 1       | 73      | 79.0    |
| LINSTAB2|                   |                | 2       | 67      | 34.8    |
| LINSTAB2|                   |                | 4       | 72      | 29.1    |
5 Conclusions

In this paper we presented a discussion of how to solve complex valued linear systems via equivalent real forms. We listed approaches that failed, and presented the K formulation which works very well. Although it is clear from our results that the K formulation is not superior to a true complex solver, and clearly if you have easy access to a complex valued solver you should use it, we do think that equivalent real forms should receive more attention than they have in the past.

For many challenging problems, a high-quality preconditioner is a requirement for convergence. Such a preconditioner has the tendency to map the spectrum around the point (1,0) in the complex plane. This in turn, as the analysis in Section 3.1 shows, minimizes the spectral difference between a true complex valued iterative solver and the K formulation, and leads to our observation that the requirement of a high quality preconditioner simultaneously provides the best solution times and diminishes the convergence differences between a true complex iterative solver and the K formulation.

Finally, for application such as linear stability analysis where all operators are real valued except for the presence of complex shift value, the equivalent real form can be very attractive since it utilizes the native real valued solver and installation of the K formulation usually involves minimal extra effort on the part of the application developer.
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