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Foreword

Arthur C. Upton

Few developments are likely to affect human beings more profoundly in the long run than the discoveries resulting from advances in modern genetics. The increasingly powerful diagnostic, predictive, and life-enhancing tools generated by molecular genetics and biotechnology have already begun to revolutionize medicine, science, agriculture, animal husbandry, and a growing number of industries.¹

Exemplifying the power of the new technologies are their uses to: (1) identify the specific strains and sources of microorganisms responsible for certain outbreaks of tuberculosis² and Legionnaire's disease;³ (2) implicate the human papilloma virus in causation of the majority of cancers of the uterine cervix;⁴ (3) elucidate many other aspects of carcinogenesis;⁵ (4) clarify the causal mechanisms of certain allergic reactions;⁶ and give rise to increasing numbers of new and improved varieties of disease-and pest-resistant animal and plant species.⁷

Although the developments in genetic technology promise to provide many additional benefits to mankind in the years to come, their application to genetic screening poses ethical, social, and legal questions, many of which are rooted in issues of privacy and confidentiality. Still to be resolved, for example, is the extent to which the highly personal information contained in
one's genome differs in kind from other medical and legal information and, consequently, deserves greater protection against disclosure to one's employer, health insurer, family members, or others.8

Concerns about the disclosure of genetic information are prompted in large part by the fear that it could stigmatize the affected person and also, perhaps, even members of his or her family, causing such persons to be barred from employment, denied insurance, or subjected to other forms of discrimination.9 Such concerns are heightened, moreover, by the fact that protection of the confidentiality of genetic information is being rendered increasingly difficult by the computerization and electronic transfer of medical records, coupled with the rapid growth of managed care and other sweeping changes in the organization of the health care delivery system.10

Also complicating the issue is the tension that exists under certain circumstances between the desire to respect the confidentiality of genetic information and the competing need and/or responsibility to share the information: e.g., (1) a parent who possesses a disease-causing gene may be under the moral obligation to share the information with his or her child if the health of the child would otherwise be jeopardized;11 (2) newborn infants in most states are required by law to undergo genetic screening for phenylketonurea;12 (3) members of the military are required to contribute specimens of their DNA to a central armed forces repository, in order to facilitate their
identification if killed in the line of duty;\(^3\) (4) criminal offenders are required in many states to contribute DNA to databases maintained for forensic purposes by law enforcement agencies;\(^4\) and (5) persons in all walks of life are being called upon increasingly to contribute to DNA data banks for research purposes.\(^5\) While most DNA banks and DNA databases are generally acknowledged to serve important and beneficial purposes, the adequacy of existing safeguards for protecting the confidentiality of the genetic information they contain is not without question.\(^6\)

Also subject to question are the circumstances under which genetic information should, or should not, be disclosed to the affected individual himself.\(^7\) For example, should a person who is found on genetic testing to carry a gene that may predispose him or her to a disease of uncertain likelihood, for which no methods of treatment or prevention are known, be told of the condition, even if the disclosure under such circumstances might possibly do the person more harm than good? Also, by extension, if the same gene might pose a risk to other members of the person’s family, who also happened to be carriers of the same mutation, should they too be notified?\(^8\)

The ethical, practical, and legal ramifications of these and related questions (which are at the forefront of contemporary medicine and medical research) are explored in depth. The broad range of topics (ult with in these chapters to follow) includes: the privacy and confidentiality of
genetic information, considered from an ethical standpoint and also in the framework of the patient-physician relationship, public health, the family, and society at large; the challenges to privacy and confidentiality that may be projected to result from the emerging genetic technologies; the role of informed consent in protecting the confidentiality of genetic information in the clinical setting; the implications of changes in the health care delivery system for privacy and confidentiality; relevant national and international developments in public policies, professional standards, and laws; recommendations addressing problems in each of these subjects; and the identification of research needs. The chapters that follow address the privacy and confidentiality of genetic information of all types, considering the full range of their social, ethical, and legal ramifications.
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Deciphering human heredity will allow one to glimpse into the innermost workings of ourselves. Two pioneering scientific endeavors laid the framework for this venture, perhaps the most far-reaching scientific exploration ever undertaken. In 1953, Jim Watson and Francis Crick elucidated the structure of DNA, the informational molecule of human heredity. From this work came the fundamental insight that DNA employs a digital code, similar to that used by computers, except that a four-letter language, G, C, A and T is employed rather than the two-letter language of computers, 0 and 1. Thirty-seven years later, in 1990, the Human Genome Project was initiated, a 15-year program to decipher the human DNA digital code by mapping and sequencing the 23 pairs of human chromosomes that reside in the nucleus of every human cell (Figure 1). These chromosomes contain the DNA code that directs the marvelous process of human development wherein each of us goes from one cell (the fertilized egg) at conception to $10^{14}$ cells as an adult.

Three Types of Biological Information

There are three types of biological information that function in living organisms. The first type is the digital or linear information of the DNA backbone of our chromosomes (Figure 2). Its unit of information is the gene; it is estimated that
human chromosomes contain perhaps 100,000 units of information or genes. Genes are expressed in a differential manner; that is, in different cells (e.g. muscle and brain) different combinations of the genes are expressed and this leads to the different appearances and behaviors or phenotypes of these cells. The DNA molecules are made up of two strands oriented in opposite directions where the G/C and A/T letters always pair or exhibit molecular complementarity across the strands (Figure 2). If chromosomes are broken into small pieces and the two strands are separated from one another, even in a complex mixture of DNA fragments, the correct partners can find one another through molecular complementarity and "zipper" back together. This molecular complementarity is the basis for the DNA diagnostics that will be discussed later. Each gene is expressed as messenger RNA, also exhibiting a four-letter language closely related to that of DNA. This mRNA molecule is processed by a specialized complex cellular machine, the ribosome, to generate the second type of biological information--the protein molecule--initially formed as a linear string of protein letters (Figure 2). The genetic code dictionary connects the DNA and protein languages (e.g. three adjacent DNA letters encode one protein letter).

The molecular language of proteins is more complex than that of DNA, with 20 different letters rather than four. The particular order of these letters in each protein string directs it to fold into a unique three-dimensional shape (Figure 3). Each protein is a three-dimensional molecular machine; these machines
catalyze the chemistry of life and give the body shape and form. As we shall see later, deciphering the DNA code may give us new insights into two of the most fundamental problems of proteins. (1) How does the order of the protein letters direct the three-dimensional folding into a precise shape (the protein folding problem)? (2) How does the three-dimensional structure of a protein permit it to execute its function (the structure-function problem)? Proteins and other biological macromolecules assemble together to create the functional units of living organisms, their cells (Figure 1).

The third type of biological information resides in the complex systems and networks arising from complex cellular interactions. For example, the human brain is composed of a 3x10^{12} nerve cells that form 10^{15} connections (synapses) to create an incredibly complex network (Figure 4). The interactions of these nerve cells lead to the so-called emergent properties of the brain (e.g. memory, consciousness, and the ability to learn). One could study one particular nerve cell for 20 years to learn everything it could do. Yet, this study would provide no insights into these emergent properties because they arise as a consequence of the network interactions of many different cells. The information of complex systems and networks, or biological complexity, is, in a sense, four-dimensional--it changes both in time and space.

Studying complex systems and networks is very difficult: (1) the components and their connections must be defined; (2)
biological experiments must probe how emergent properties arise from the network; (3) mathematical modeling will probably be necessary to thoroughly define complex systems; and (4) these models must ultimately be tested against biological reality by experimentation. Interestingly enough, many of the powerful new tools that scientists need to analyze biological complexity are emerging from technologies developed by the human genome project, as we shall see shortly.

Deciphering Biological Information

The Human Genome Project has catalyzed a quantum jump in our ability to decipher the one-dimensional biological information of DNA. However, the deciphering of biological information actually has two different meanings for each of the three types of information. For DNA, it is one thing to determine the order of DNA letters across each of the different chromosomes (e.g. the DNA sequence) and quite another to decipher the biological meaning that 3.7 billion years of evolution has inscribed in our DNA. For protein, it is one thing to identify a threedimensional structure and quite another to understand how this structure carries out its function. For a network, it is one thing to define the components and their connections and something different to understand how the emergent properties arise from these biological networks. Applied mathematicians and computer scientists will play a critical role in deciphering each of these types of biological information because they will create the powerful tools needed for complex analyses of large data sets.
Deciphering the biological information of complex systems and networks will be the major challenge in biology and medicine as we move into the 21st century. Analyzing biological complexity will require breaking the systems down into more experimentally tractable subsystems whose properties still reflect those of the system as a whole. One will also have to identify key bottlenecks or control points in the complex systems, both to understand their biology and manipulate the system for 21st century medicine. The tools of the Human Genome Project or genomics are beginning to allow us to tackle biological complexity.

The Human Genome Project

The Human Genome Project is the enterprise to map and sequence the 24 different human chromosomes (22 autosomes and the two sex chromosomes, X and Y). Humans have 46 chromosomes, half come from one’s mother, and the other half from one’s father. Homologous chromosomes differ on average by one in 1,000 letters of the DNA sequence. These variations within the human population are called polymorphisms. Since humans have three billion (3x10^9) DNA letters in the maternal or paternal complement of chromosomes, typically three million (3x10^6) polymorphisms distinguish the maternal and paternal chromosome sets. However, the genes may occupy only 3-5 percent of the DNA; hence, most of the polymorphisms will lie outside genes and, presumably, have little effect on the functioning or appearance (phenotype) of the organism. However, a few polymorphisms will predispose to human genetic diseases like cystic fibrosis or certain kinds of cancer.
and are, therefore, medically important.²

The Human Genome Project is creating three types of maps for each chromosome (Figure 5). The genetic map has identified approximately 6,000 polymorphic markers spread evenly across all human chromosomes (except the Y).³ A polymorphic marker is, typically, a particular site on an individual chromosome where a single DNA letter or small group of letters varies among members of the human population (Figure 6). The genetic map can then be used to identify genes that predispose to disease. The perfect co-segregation or passage of adjacent pairs of genetic markers through families together with a disease trait allow the localization of the disease-predisposing gene between the two polymorphic markers. Genetic markers further away from the disease gene do not co-segregate in families because their association is lost by chromosomal recombination, that is, apparently random breakage and reunion between the paternal and maternal chromosomes which scrambles the associations between particular forms of genetic markers. (In other words, the further the markers are away from the disease gene, the more likely it is that recombination will have unlinked an association). Genes predisposing to disease are crudely localized by first analyzing them against ~400 genetic markers scattered across the genome. Once the general location is identified, more genetic markers in that region can be studied to further narrow the disease gene location. This process is termed genome-wide genetic mapping. It provides an approximate localization of disease-predisposing
genes (to a region of perhaps one million DNA letters; the gene may only be 50,000 letters long). The actual gene must then be localized by other methods (e.g. DNA sequencing).

The physical map is made up of overlapping human DNA fragments that, taken together, span the length of the chromosomes (Figure 5). These DNA fragments can be used to physically localize disease genes. These fragments are also the source of material for the final map, the sequence map.

The sequence map for each chromosome represents the order of the letters of the DNA language all the way along each chromosome—this is termed the DNA sequence of the chromosome. The average human chromosome contains 130,000,000 DNA letters. The current DNA sequencing machines can only read about 500 letters in each DNA fragment at one time. Hence, the DNA sequence maps constitute by far the largest challenge the Human Genome Project faces. Indeed, the genetic and physical maps are nearing completion; the next ten years of the project will be spent on the sequence maps. As the sequence maps are completed, computational approaches and biological experiments will allow the identification of the 100,000 human genes.

Model Genomes

The Human Genome Project also proposes to map and sequence the genomes of five model organisms (Table 1). Four are simple organisms with significantly smaller genomes than humans. The bacterium, yeast, simple roundworm (nematode) and the fly (Drosophila) all have genes that are similar to a subset of human
genes. Hence, one can use these simple model organisms to gain insights into how the evolutionarily related counterpart genes in humans may function. The sequence of the yeast genome has recently been completed,\(^5\) as have the sequences of three prokaryotic genomes.\(^6\)

The mouse genome is as complex as that of human. Accordingly, the mouse can serve as a valid model organism to study the function of many genes that control complexities not found in the simple model organisms. The mouse can also serve as a model for studying disease genes--how they cause pathology and as a vehicle to search for drugs to prevent the disease. Experiments can be done in mouse that are impossible or impermissible in humans.

The Human Genome Project will have a profound impact on biotechnology, biology and medicine as we move into the 21st century.

**Technology Development for Genomics: Implications for Biology and Medicine**

The study of genomes has, necessarily, led to the development of technologies that have the capacity to decipher large amounts of biological information from DNA. In the past, biologists tended to focus on the analysis of one gene or protein for extended periods of time. Today, the tools of genomics permit the analysis of thousands to billions of units of information per day (Table 2). For example, the Genome Center in the Department of Molecular Biotechnology at the University of Washington has 10
DNA sequencers that provide the capacity to sequence 360,000 (10 x 36,000) DNA letters per day. Likewise, our four genetic mappers can analyze more than 4,000 genetic markers per day.

Our large-scale DNA arrayer can place 20,000 human DNA fragment clones in one hour on a filter about the size of this page. DNA fragments can be obtained from two different sources. First, DNA from chromosomes can be fragmented and cloned into a recombinant DNA vector which can be grown in an appropriate host (e.g., bacteria). This is called a genomic library. Second, mRNA can be copied into DNA to make copies of all the genes expressed in a tissue, cell type or even tumor. This is called a copy DNA (cDNA) library. The presence of an mRNA in a tissue indicates that the gene coding for that mRNA is expressed in that tissue, that is, is used to produce a protein. Hence, for example, to examine the differences between the genes expressed in normal and tumor cells, 20,000 cDNA clones from a normal prostate gland can be arrayed on a filter and used to analyze the cDNA information present in hundreds of prostate tumors by molecular complementarity or hybridization. Ten identical normal cDNA filters can easily be prepared in one day and compared against the cDNA libraries from 10 tumors, thus making 200,000 comparisons of informational units (e.g., 20,000 x 10 hybridizations). A second approach to DNA arrays is the synthesis of a 100,000 oligonucleotide (e.g., a string 20 DNA letters long) arrays on a glass or silicon chips the size of your thumb nail (Figure 7). In time, the expression patterns of all 100,000
human genes can be studied with these DNA chips. From these studies, insights into which proteins play key roles in cellular development, both normal and cancerous, will be obtained on a scale not heretofore possible.

Very powerful computational analyses can also be carried out on DNA sequences. For example, the 360,000 DNA letters per day coming from 10 DNA sequencers can be matched against the more than 600,000,000 letters in the genome data base to determine whether any of the new sequences match the preexisting sequences. The DNA sequence in the data base comes mostly from very short stretches of experimental human genes or from the genomes of other organisms, e.g., the model organisms. Only about 0.39% of the human genome has been sequenced to date.

The important point about these large-scale instruments is they can be used to study complex biological systems and networks. Indeed, the Human Genome Project is already beginning to revolutionize the practice of biology and medicine--and will have even more of an impact as we move toward completion of the human and model organism genomes early in the 21st century.

**Genomics and Biology**

The major challenge genomics presents to biology is the identification of the functions of all of the 100,000 human genes (Figure 8). This is very hard. The functions of a few of these genes are understood to varying levels of sophistication. The functions of some others can be guessed at because they resemble genes whose functions are known. The functions of many genes are
unknown. In the past, biologists would study a function, develop an assay for it (e.g. a way to measure it), through the assay purify the protein, and through the protein obtain the gene. Thus, function was tied to gene identification. Genomics has inverted this pathway (Figure 8). There are three discrete challenges: (1) correlating genes with their proteins; (2) determining the three-dimensional structures of proteins; and (3) understanding how particular three-dimensional protein structures execute their functions. There may be shortcuts in correlating genes with presumptive functions. For example, computational methods can be used to determine whether the gene (or its protein translation via the genetic code dictionary) is similar to a gene (or protein) previously studied. If so, this may give a clue as to function. If not, one may use large-scale DNA arrays to identify the cells or tissues in which the gene is expressed.

The localization of the gene product to particular cells may also give additional clues as to function. Then biological experiments must be done to elucidate the function. For example, the gene can be rendered non-functional ("knocked out") in a mouse to determine whether it has any noticeable effect on the phenotype (appearance or behavior) of the mouse. Indeed, experiments are now underway to knock out each of the 6,000 different yeast genes to determine their effect on yeast biology. Genes and their proteins can now be readily linked in yeast (because the entire genome is sequenced). For example, two-dimensional protein separation gels, those which separate
complex protein mixtures in one dimension by size and in a second dimension by charge, isolate relatively pure yeast protein spots (Figure 9). Individual proteins can be extracted from gels, cut with protein cutting enzymes, the fragment sizes analyzed in a mass spectrometer and, because the entire yeast genome has been sequenced, the corresponding gene can be identified from computational comparisons of predicted and experimental protein fragment sizes. The behavior of particular proteins (levels of expression, chemical modifications that alter function) can be followed on two-dimensional gels over the time necessary for a cell or organism in order to carry out a complex function to correlate protein behavior with particular functions. Thus, the worlds of DNA and protein can be joined. It will be some time before we can use similar tools to analyze human genes (at least until most of the genome is sequenced).

There are several computational approaches that may facilitate understanding the gene/protein/function relationships. The regulatory sequences (usually lying immediately to one side or even within the gene) determine when in development (time), where in the tissues (space) and how much of the gene is to be expressed (magnitude). As we develop systems analyses for the problems of gene regulation (studying, for example, the interactions of DNA regulatory sequences and the proteins that operate on these sequences to trigger the control decisions for gene expression of time, space, and magnitude), we will begin to decipher the regulatory code. Perhaps there will be a time when
this code can be deciphered directly from the gene sequence to predict for every gene these three parameters of gene expression (Figure 10).

A second computational approach will be to attempt to identify the lexicon of motifs that are the fundamental building blocks of genes and proteins (Figure 11). A motif is a segment of protein sequence that causes a particular fold and/or facilitates a particular function. An analogy is a train. The train is made up of many different cars that have discrete functions (e.g. caboose, engine, box car). So a protein is often made up of several domains each with a discrete function. Each car in the train has smaller components that facilitate function (e.g. the windows, stove, chimney, doors, and walls of the caboose). So a protein domain has as its building block motifs which may vary in size from a few letters to 100 or more letters (Figure 11). Perhaps a few hundred motifs out of a possible $10^3-10^4$ have been identified (e.g. the zinc finger motif found in proteins which bind DNA). These motifs correlate with defined structure and sometimes can actually facilitate a function. Motifs can be difficult to identify because many of them are highly degenerate; that is, out of 10-30 amino acid letters, perhaps only a few are conserved or partly conserved.

Two advances will facilitate the identification of the entire lexicon of motifs. The first is finishing the sequences of the genomes of the human and other model organisms. The cross-species comparisons can be useful in identifying motifs as
can the identification and cross comparisons of all the individual members of gene families within a species. Gene families arise when one gene has been very successful. Often many copies of that gene are made at the same chromosomal site and the individual genes diverge to carry out distinct but related functions. This group of genes is termed a gene family. Really successful gene families can make copies of themselves which move to different chromosomal sites (Figure 12). Second, the determination of many more three-dimensional structures for proteins will permit the cross comparisons of one-dimensional patterns and threedimensional structures to facilitate motif identification. This lexicon of protein motifs could play a key role in solving the protein-folding problem and in linking three-dimensional structures of proteins to their functions.

Thus, the tools of genomics will let us approach in new and powerful ways the analysis of complex biological systems and networks. Areas such as immunity, development, and nervous system function can all be approached from the systems viewpoint using many of the powerful tools of genomics. Virtually every area of biology can be attacked with these new tools and approaches.

Finally, it has been said that the history of much of our past evolution is buried in our genomes. The complete genome sequence will, indeed, let us identify all of the families of related genes and delineate the nature of their molecular archeology (Figure 12). Comparisons with the genome sequences of the model organisms will enormously enrich our understanding of
molecular evolution. As a product of evolution, the digital information of human chromosomes actually contains many different languages, some discrete and others overlapping. For example, the coding regions of genes represent one language; the regulatory code a second; the major features of genome evolution a third; the chromosomal machinery necessary for rapid DNA replication from many sites a fourth; etc. The initial efforts to decipher the multiplicity of languages present in human chromosomes have proved challenging. For example, Figure 13 is a schematic illustration of the 700,000 letters of the DNA alphabet spanning one important gene family of immune receptors. The vertical bars on the first line indicate the 94 gene elements found in this family. The lower colored bars all represent distinct types of digital information present in the longest contiguous stretch of human sequence analyzed to date. Knowing all the members of this gene family permits one to interrogate and manipulate the immune system with striking new strategies. This is moving us toward a preventive medicine of the 21st century.

Genomics and Medicine

The tools of genomics provide the large-scale capacity to study human polymorphisms to determine which are irrelevant, which cause variations within the range of normal physiology (e.g. height and longevity variations), and which correlate with diseases or the predisposition to diseases. As we identify all 100,000 human genes, we will have the tools to study variation in large human populations (using large-scale DNA sequencing or even
large-scale DNA arrays or chips to detect polymorphisms) (Figure 7). Indeed, with the use of DNA chips to study polymorphisms, it should be possible to increase the throughput of genetic marker analyses one hundred-fold. Thus, genes that cause or predispose to disease could, given appropriate numbers of families with the disease, rapidly be identified.

Some sequence variations (polymorphisms) within genes invariably cause disease. For example, some defects in the structure of collagen, a protein required for building bones, have been traced to small deletions in the DNA coding for the protein.11 A person who inherits this mutation from either parent will suffer from osteogenesis imperfecta, a bone disease. Such a situation of so-called autosomal dominance is rare. More commonly, a defective version of a gene inherited from one parent can be fully or partially compensated by the normal version of the gene inherited from the other parent. Thus, many diseases will be caused only if the same defective gene is inherited from both parents.

Alternatively, inheritance of a defective gene may result in a continuous gradient of phenotype ranging from no effect to explicit disease. For example, the severity of some diseases such as Huntington’s disease or fragile X syndrome, which causes mental retardation, has been correlated with an increase in the number of consecutive repeats found in a group of three DNA letters tied to a specific location within the gene.12 Below a certain number of consecutive repeats, no disease symptoms are
manifested. Above this, as the number of repeats increase, so does the severity of the disease.

Finally, some polymorphisms are associated with a probability of getting a disease. In these cases, terms such as 'susceptibility' or 'predisposition' may be used to describe the propensity to disease. For example, when the mutant (altered) form of the breast cancer 1 gene (BRCA1) is present in one defective copy, this gene predisposes a 60 year-old woman to a 70 percent chance of getting breast cancer. The 70 percent probability figure may arise from one or both of two possibilities. First, women with the defective BRCA1 gene may require one or more environmental factors to trigger the disease process. Presumably, the overall probability that women with the defective gene will experience those factors is 70 percent. Second, perhaps other genes have the ability to modify the expression (or function) of the BRCA1 gene so as to enhance or limit its ability to cause cancer. By this alternative, the overall probability of having the requisite "bad" set of genes, without an offsetting collection of "good" genes, is 70 percent.

Complicating matters even further, when larger numbers of families with a particular disease phenotype are studied by genetic analyses, it often turns out that multiple genes can predispose to the same apparent disease. For example, the BRCA1 and BRCA2 genes both can cause breast cancer and four different genes have been identified as predisposing to Alzheimer's disease. In essence, some diseases, such as
cancers and dementias, appear to result from any number of different defective genes, possibly in combination with environmental triggers. Along this same line, some diseases, such as multiple sclerosis, are likely to be multigenic in origin, requiring that two or more separate genes be defective, in order for the disease to occur.

Thus, sequence variations in genes can lead to diseases that have an all-or-none symptamatology, a degree in the severity of symptoms, or a likelihood of causing symptoms if other genetic or environmental factors exacerbate or fail to ameliorate the effects of the defective genes.

If we look 25-30 years into the future (or perhaps less), we can imagine a time when perhaps one hundred (or more) polymorphic variations in genes will have been identified as predisposing to common diseases--cancer, cardiovascular diseases, autoimmune diseases, etc. It will certainly be possible to identify these defective genes in individuals and deduce a future "probable health history" complete with numerical assignments to the probabilities. Many of these "probable health histories" can be quite complex and, thus, difficult to interpret. In the future, there will be therapeutic interventions or preventive measures that will circumvent the effects of many of these disease predisposing genes.

Today, however, there exists a gap between the ability to diagnose the predisposition to diseases such as breast cancer and the ability to prevent the disease. The debate on whether to use
DNA diagnostic tests to identify susceptible women is framed in terms of this gap between diagnostic capacities and the ability to intervene therapeutically. For complex diseases, this gap may span decades. The preventive measures will, in all likelihood, employ the manipulation of the three types of biological information (Table 3). In this scenario, one of the major functions of medicine would be to keep people well (today medicine generally treats the sick). That is, preventive intervention would be given before the disease symptoms manifest in persons whose genes conduce to a high probability of causing a disease.

Thus, genomics will provide powerful tools for correlating DNA polymorphisms with disease followed by subsequent manipulations of biologic information and/or environmental factors (such as diet) to prevent disease. This approach is not likely to change the natural life span. Rather, it will reduce the toll of chronic illnesses which often strike in middle age. It will presumably let individuals live well into their 70s and 80s mentally alert and physically healthy. Society will then, as it is now, be challenged to deal with an expanding population of 70 and 80 year-old people capable of contributing to society in a productive and creative manner.

Ethical and Social Implications of Human Variation

The tools of genomics will provide powerful and large-scale means for deciphering human polymorphisms that predispose to disease. This biological information must be acquired, stored,
analyzed, and distributed from computers. As we learn more about how human polymorphisms correlate with disease--increasingly comprehensive knowledge can be gained about the predicted health history of each individual if appropriate DNA tests are carried out. If preventive or therapeutic measures were available to circumvent the deleterious effects of disease-predisposing genes (readily available to all), then the question of privacy of genetic information would not be quite so compelling. However, we do not now have preventive measures or therapies for most genetic diseases, nor will we in the near future. DNA testing has begun and presumably will continue. Databases are now accumulating DNA testing information. Accordingly, the issue of genetic privacy presents a compelling challenge. Since other chapters of this book consider these and related issues in considerable detail, after the following reflection on values, we will briefly outline a few of the major issues surrounding the deciphering and use of biological information.

Values and Policy Making

How does one, either an individual or a society, decide whether a particular action (to test or not?; to abort or not?; to inform or not?) is the right thing to do? Typically, the rightness or wrongness of actions is evaluated in light of probable consequences. Will the action cause the most good and/or the least harm to self and others? Will the action cause immediate good but long term harm, or vice-versa? Will the action benefit many or only a privileged few? What might be the
unintended consequences of a course of action? How are benefits and costs to be defined and assessed? What happens when different assumptions about what is best for individuals and/or society dictate different and conflicting courses of action? What is more important -- the benefits to individuals or the benefits to society, if there is a conflict between the two? What benefits are most important to the long term health of a society -- fairness?; optimal distribution of resources?; protection of the individual’s rights?; prevention of harm to others? Judgments such as these are difficult to make for highly informed and reflective individuals. They are even harder for persons who lack the necessary background of information required for sensibly evaluating contrasting viewpoints or who lack the will or ability to think critically about ethical issues. Nonetheless, decisions regarding the uses of genetic information must and will be made, and many of these decisions will be embodied in public policy.

Policy decisions about genetic information are complicated by the following factors: legal precedents already in place, to which analogies will be made; current and future social, economic, and political realities that play into the content of various policies, and into the processes by which consensus regarding the content of policies is achieved; and the inherent complexity of the issues posed by the future explosion of genetic data, techniques, and concepts.

The precedents in place surrounding issues such as testing and consent (e.g. testing newborns for phenylketonuria, a disease
whose deleterious effects can be largely ameliorated by dietary modifications, or testing blood donations for hepatitis and HIV) may apply well to some genetic disease-causing polymorphisms but not others. Determining the validity of the analogical reasoning that ties precedents to new situations requires both an understanding of the ethical, political, and social issues at stake and an understanding of the scientific and technical nuances that pertain to a particular disease and its predisposing genes. Attaining the required depth and breadth of understanding is difficult, especially when such understanding is frequently not held or agreed upon even by the experts in the field. Because of an urgent need to make policy (so that industries such as insurance companies can be regulated, and laws can be consistently applied to individual cases) decisions will be made in the absence of complete information and social reflection about the underlying values. As a result, new precedents may be set that turn out to be shortsighted or deleterious but which will be extremely difficult to overturn.

Factors inherent to social, economic, and political reality affect policy formation. For example, while American citizens may all be created equal in terms of possessing certain rights, we are not all created equal in terms of life circumstances, and our genes comprise an important and irreversible component of our life circumstances. In the arena of genetic information, many policy decisions will require a clarification of the application of the concept of a 'right.' Do citizens have a right to privacy
of information about their genes even if the withholding of that information causes harm to others? Do citizens have a right to health care, even if the care is expensive? Who is obligated to pay for the care? Do fetuses have a right to life, even if the life they have will be miserable, due to some genetically caused disease? Does society have the right to say that certain fetuses must be aborted, because the care of individuals with debilitating genetic diseases is too great a burden for its limited resources, resources which should instead be placed where they will do the most good? Addressing these questions and others will force an examination of our social values and commitments. Ideally, a consensus will emerge that optimizes benefits for both individuals and society over the long term. There will be costs, however, perhaps to individual liberty, perhaps to a conception of the sanctity of life, perhaps to our resources in the form of increased obligations towards those who, through no fault of their own, bear the burden of genetic diseases.

Finally, the data and concepts emerging from the Human Genome Project will challenge many of our beliefs about human nature. We will discover the ways in which we humans are special, gifted with abilities not had by other species. We will also discover how very similar we are to other species inhabiting our planet. We believe that two fascinating issues will dominate social policy discussions in the 21st century. One is our capacity to shape our own evolution as a species. Decisions may be made about who should live to adulthood and who should die,
either through permissible or mandatory abortion or through the withholding of therapeutic intervention for life-threatening genetic diseases in the interest of rationing the precious resources of health care. Policies may be considered regarding the regulation of who should be allowed to bear children. Lastly, it may become possible to develop and implement techniques aimed at altering the DNA in the chromosomes passed on through inheritance, thus potentially eliminating some disease-causing genes from the gene pool, at least for several generations.

The second issue concerns the age-old free-will versus determinism and nature versus nurture debates. A vastly increased understanding of the relationships between genes and behavior will bring these debates to the fore, with social implications for education, therapeutic intervention, and legal adjudications. Distinctions between normal and deviant behavior might be drawn, in part, along the lines of genetic polymorphisms. Just as with genetic diseases, some polymorphisms may promote an all-or-none phenotype with regard to a particular behavioral trait, and some may affect degrees of expression of a behavioral trait. Decisions may be made that certain behaviors are intolerable for society and, thus, that therapeutic intervention modifying the behavior will be mandatory. It will take will, resourcefulness, and soul-searching on the part of society’s policy makers to find an ethical path through the thorny issues created by the notion that there might be identifiable genetic predispositions to certain behaviors.
We will turn now to a brief listing of specific issues arising from the deciphering and use of biological information.

**Screening.** Who should get genetic tests? When is it advisable to screen the members of a family with genetic disease? When is it appropriate to use genetic screening for prenatal diagnostics? When is it appropriate to carry out populationwide genetic screening?

**Privacy.** Who should or will have access to genetic information beyond the patient and his or her physician? Does your insurance company or employer? Does your family or future husband or wife? There are complex questions. It appears a priori obvious that only an individual and his or her physician should know about one's genetic information. Yet, this approach creates complications. For example, if the entire population knew who had good and bad genes, but the insurance companies did not, would it not be possible for those with more bad genes to carry far more insurance than those with few bad genes, thus placing insurance companies at a disadvantage? Alternatively, suppose an individual knowingly chooses to work for a company with an environment unhealthy for him or her because of a defective gene. If the individual becomes sick, is the company responsible if it had no right to deny employment based on defective genes? This relates to the complex question of how responsible an individual is for his or her choices. Several bills are now in Congress addressing the issue of genetic privacy.

**Counseling.** How does one explain to the lay public genetics
and probability? Where are we going to get the trained experts to handle the volume of potential future patients?

Physicians. How can one effectively train all physicians about the complexities of human genetic disease and biological information? The training of physicians will have to change dramatically as we move into preventive medicine of the 21st century; it will need to be more analytic and conceptual; training in the use of computers will be critical; and training in how to educate and communicate with patients will become important.

Abortion. As the 100,000 human genes are identified, it will be possible to screen in utero for increasing numbers of human genetic diseases. How can the boundary conditions for permissible therapeutic abortions be determined? Will wrongful life suits be permissible if a fetus with a genetic defect is not aborted? In some cases, most reasonable individuals could agree that abortion is not appropriate (e.g., to obtain the desired sex). In other cases, most reasonable individuals, apart from those with religious convictions against abortion, would agree that abortion is appropriate when a severe, untreatable disease is involved (e.g., Tay-Sachs disease is a rapid and progressive neurological disease that generally kills infants within the first year of life). How can society set the boundary conditions between these extremes (assuming that abortion is legal)?

Genetic Engineering. Genetic engineering or gene therapy involves the replacement of defective genes by good ones. There
are two types of genetic engineering--gene replacement in the cells of the body (somatic cell engineering) and gene replacement in the sex cells, the sperm and egg cells (germ cell engineering). Somatic cell engineering is, in one sense, just an extension of contemporary medical therapies. Changes made in genes die with the individual. Limited somatic cell engineering has been carried out, but many technical problems remain to be solved.

Germ cell engineering modifies the human gene pool. Consequently, these changes can alter human heredity. Germ cell genetic engineering is unlikely to be practiced (in humans) for a long while, if ever. First, enormous technical difficulties must be solved before it is safe in just the technical sense. Second, most interesting human traits (e.g., intelligence, emotional stability, and physical attractiveness) are complex multigenic traits that will probably not be completely understood in our lifetimes. Hence, they could not be engineered. However, there may come a time when society could engineer human heredity to modify fundamentally human traits. Society will then have to determine whether this is appropriate and, if so, establish reasonable rules and guidelines.

**Genes and behavior.** Genes do appear to influence behavior. For example, genes appear to contribute to homosexual behavior and thrill seeking. A Johns Hopkins scientist recently created a strain of mice in which the gene synthesizing an important neural transmitter (the signal molecules brain cells
use to communicate with one another) was destroyed. Mutant male mice, if placed in a cage with normal males, killed them. If placed in a cage with females, the male mice brutally attacked them. It would appear that the loss of this neural transmitter caused mice to become extremely violent. A similar observation has been made for humans. Several years ago, a Dutch geneticist reported on a large family with eight males predisposed to extremely violent behavior (armed robberies, brutal assaults, rapes, etc.). The violent males all had defects in a gene which breaks down a particular neural transmitter. None of the normal family members tested had this defect. Accordingly, it does appear likely that genes may influence some aspects of behavior. This poses an interesting challenge for our society and its judicial system. Since our system of law is based on free will and individual responsibility, could a future criminal argue extenuating circumstances because his genes made him commit the criminal act?

Forbidden Science. Are there some types of biological research that are considered so dangerous (e.g. connections between genes and behavior) or so socially inappropriate (to some) such as the use of fetuses for investigation, that the research should be banned? We would argue that the fundamental knowledge of how our genes and human development work is so important to dealing with some of humanity’s most deadly and devastating diseases that few, if any, restrictions should be placed on fundamental research. Society should control the
application of this knowledge in the form of technologies, not
the acquisition of this basic knowledge.

Scientists and Society

Never have the research opportunities been greater in the
biological and medical sciences. Yet, scientists face a skeptical
general public. The public wonders whether science has really
brought benefits as they are surrounded by pollution, disease
(cancer and AIDS), and poorly understood new technologies that
appear to have a science fiction cast (e.g., Jurassic Park). They
are vaguely aware of the ethical issues emerging from human
genetics often without sufficient knowledge of this science to
think rationally about them. We believe the fundamental contract
between scientists and society has changed markedly, even in the
last five to ten years. Scientists must reach out to society and
educate them as to the opportunities (wonders) and benefits of
science, as well as the ethical challenges.

When we moved to the University of Washington to create the
first Department of Molecular Biotechnology, one of us (LH) had
two objectives: (1) to create an interdisciplinary environment
for developing and applying tools to study systems complexity to
biology and medicine; and (2) to create an environment to
encourage scientists to spend five to ten percent of their time
bringing science to society. The most effective way we have found
to do this is to catalyze system change in K-12 schools in
Seattle. For example, we have an elementary program, recently
funded by a $4.25 million grant from the National Science
Foundation to bring hands-on, inquiry-based science through 100 hours of instruction to each of the 1,400 elementary teachers in the Seattle Public School District over the next five years. This effort is a collaboration including the School District, Boeing Co., the Fred Hutchinson Cancer Research Center, and our Department, together with nine other departments at the University of Washington. In addition, we are also teaching high school students and teachers how to sequence the human genome. Twenty schools are participating in an endeavor to sequence an unknown gene causing deafness in a large Costa Rican family. We also have the students break up into groups of four and imagine that they are a family with Huntington's disease. The students are taught how to analyze the situation ethically and then they are asked to decide whether they want to know if they (hypothetically) have the defective gene. Needless to say, the experience is a challenging and educational adventure. These students, we hope, will realize that science is not about answers, but rather about asking questions. We hope they will be excited by challenges, curious about the world, and aware that learning is a life-long commitment. As such children become citizens, they will be uniquely capable of dealing with the complexities of the world in which they live.

We would argue that scientists (and other academicians) should make a commitment to bring science (and the benefits of education) to the public. It is perhaps the only way we can make our case to society about the fundamental importance of science
to society's future. We can, at the same time, prepare tomorrow's citizens to appreciate and deal with the opportunities and challenges coming from the recent and exponentially increasing explosion in deciphering biological information.
Table 1.
Genome Sizes of Model Organisms

<table>
<thead>
<tr>
<th></th>
<th>Megabases (Millions of Bases)</th>
</tr>
</thead>
<tbody>
<tr>
<td>E coli</td>
<td>5</td>
</tr>
<tr>
<td>Yeast</td>
<td>15</td>
</tr>
<tr>
<td>Nematode (Worm)</td>
<td>100</td>
</tr>
<tr>
<td>Drosophila (Fly)</td>
<td>180</td>
</tr>
<tr>
<td>Mouse</td>
<td>3,000</td>
</tr>
<tr>
<td>Human</td>
<td>3,000</td>
</tr>
<tr>
<td>Tools</td>
<td>Throughput</td>
</tr>
<tr>
<td>-------------------------------</td>
<td>-----------------------------------</td>
</tr>
<tr>
<td>Large-scale DNA sequencer</td>
<td>36,000 DNA letters per day</td>
</tr>
<tr>
<td>Genome-wide genetic mapping</td>
<td>1,200 genetic markers per day</td>
</tr>
<tr>
<td>Large-scale DNA arrays</td>
<td>2000, hybridizations per day</td>
</tr>
<tr>
<td>Computational (similarity anlyses)</td>
<td>$3 \times 10^{12}$ DNA letters per day</td>
</tr>
</tbody>
</table>
Table 3

Molecular Therapies*

1° Anitsense
   Gene Therapy

3° Protein Engineering
   Applied Molecular Evolution
   Hormones
   Neurotransmitters

4° Stem Cells
   Immunomanipulation

* 1°, 3°, and 4° dimensional indicate the three types of biological information (see text).
Figure 1. A drawing of the cell, its nucleus and chromosomal strand extending from the nucleus. (From The Human Genome Project: From Maps to Medicine. Department of Health and Human Services, Public Health Service National Institutes of Health, NIH Publication No. 96-3897).

Figure 2. A schematic illustration of the flow of biological information from DNA to messenger RNA to protein.

Figure 3. The three-dimensional structure of an enzyme, lysozyme, that cleaves sugar molecules.

Figure 4. A photograph of stained nerve cells and their communicating extensions.

Figure 5. A schematic illustration of the three types of maps being determined by the Human Genome Project.

Figure 6. An illustration of a hypothetical polymorphic site or genetic marker on a human chromosome. Similar portions of the same chromosome are given for the maternal and paternal chromosomes for two individuals. One of these four chromosomes has a single letter substitution or polymorphism.

Figure 7. A schematic of a DNA chip or oligonucleotide array. Different short DNA sequences (e.g. ~20 letters) can be synthesized on a glass or silicon chip and then used to detect messenger RNA (or their DNA copies) or DNA fragments that are complementary in sequence by hybridization (9).

Figure 8. A schematic diagram illustrating the challenge presented by the Human Genome Project through the identification of the 100,000 or so human genes. The challenges include correlating genes with their proteins, proteins with their structures and protein structures with their functions.

Figure 9. A two-dimensional protein gel. The proteins (dark spots) are separated in one dimension by size and in a second dimension by electrical charge.

Figure 10. A schematic illustration of the DNA regulatory code governing the expression of particular genes in different tissues. The long rectangles represent genes and the squares, triangles, and circles various regulatory elements. (Adapted from Figure 19, page 150, in The Code of Codes, Scientific and Social Issues in the Human Genome Project. Eds. Kevles, D.J. and L. Hood. Harvard University Press, Cambridge, MA, 1992).

Figure 11. A schematic illustration of the domains and motifs of a hypothetical protein (see text). (Adapted from
Figure 12. Members of a related set (the immunoglobulin super family) of a very successful proteins that are encoded by genes and gene families scattered across the human genome. (From Hunkapiller, T. and L. Hood. Diversity of the Immunoglobulin Gene Superfamily. Advances in Immunology 44, 1-63, 1989).

Figure 13. A schematic illustration of the human B T cell receptor gene family. The vertical bars represent genes. The colored patterns represent various other types of biological information. Adapted from L. Rowen et al., Science, in press).


