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ABSTRACT

The Markov Chain Monte Carlo (MCMC) technique provides a means to generate a random sequence of model realizations that sample the posterior probability distribution of a Bayesian analysis. That sequence may be used to make inferences about the model uncertainties that derive from measurement uncertainties. This paper presents an approach to improving the efficiency of the Metropolis approach to MCMC by incorporating an approximation to the covariance matrix of the posterior distribution. The covariance matrix is approximated using the update formula from the BFGS quasi-Newton optimization algorithm. Examples are given for uncorrelated and correlated multidimensional Gaussian posterior distributions.
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1. INTRODUCTION

In Bayesian data analysis the posterior probability distribution characterizes the uncertainty in the model estimated from a given set of data. One way to explore the posterior and hence characterize parameter uncertainty is to employ the Markov Chain Monte Carlo (MCMC) technique, which effectively generates a random sequence of model realizations that sample the posterior.

The usefulness of MCMC in Bayesian inference is well established. In our own work we solved the difficult problem of tomographic reconstruction from two views by basing the reconstruction on deformable boundaries and showed how samples from the posterior can be used to estimate uncertainties in the location of the boundary of the reconstructed object. MCMC provided the means to verify the reliability of the reconstruction. Conventional approaches to uncertainty estimation are inadequate to treat this problem because of the nonlinear relation between the data and the model parameters and, hence, the potential non-Gaussian nature of the posterior distribution.

Statistical efficiency is the central issue in MCMC, particularly when the evaluation of the posterior requires a lengthy calculation. Our ultimate goal is to treat problems involving large simulations, for example, ocean or atmospheric models, 3D tomographic reconstruction, aerodynamics and hydrodynamics. Thus, it is essential to reduce the number of steps taken by an MCMC algorithm to reach a specified degree of accuracy in estimating the uncertainties in these models.

The simplest MCMC approach is to use the Metropolis algorithm to construct the sequence. In the Metropolis algorithm, one tries to move from the current position in parameter space by randomly selecting a trial step from a symmetric probability distribution. That trial step is either accepted or rejected on the basis of the probability of the new position relative to the previous one. This algorithm is widely employed because of its simplicity. Most commonly, the steps are chosen independently for each parameter. However, most posterior distributions possess some degree of correlation between the parameters. By not taking these correlations into account, the independent step distribution can lead to substantial calculational inefficiency. Our purpose is to improve the efficiency of the Metropolis algorithm by using information about the correlations.

Our approach to improving the efficiency of MCMC calculations is to obtain an approximation of the covariance matrix of the posterior probability distribution. The approximate covariance is then used to generate trial steps. The covariance matrix is developed with the aid of the gradient of \(\varphi = -\log(\text{posterior})\). The gradient can be efficiently calculated using the Adjoint Differentiation In Code Technique (ADICT), which can be implemented...
for any computational code for which the output pdf is differentiable with respect to the variables in the problem. Many other schemes for improving the efficiency of MCMC exist, most of which are adaptive. One that is related to our approach is called reparameterization in which the parameters are translated, rotated, and scaled into a different coordinate system with the purpose of making the covariance matrix in the reparameterized coordinate system uncorrelated and isotropic.

2. BAYESIAN INFERENCE WITH MARKOV CHAIN MONTE CARLO

Bayesian inference is related to the characterization of the posterior probability, which summarizes uncertainty about model parameters. Essentially all inference about uncertainties in models, the reliability of their potential predictions, and so forth, stems from the posterior. The MCMC technique provides a means to generate a set of random samples from an arbitrary probability density function (pdf), which in Bayesian analysis is the posterior. Given a set of $N_k$ random parameter vectors $\{x_k\}$ drawn from a pdf $p(x)$, one can estimate the expectation value of any function $f(x)$

$$
\langle f(x) \rangle = \int f(x) p(x) \, dx \approx \frac{1}{N_k} \sum_{k=1}^{N_k} f(x_k). 
$$

(1)

For example, the mean value of the parameters $\langle f(x) = x \rangle$ is an estimator for the parameters $x$. Furthermore, the variance of the estimate \( \hat{x} \) is

$$
\text{var}(\hat{x}) = \langle (x - \hat{x})^2 \rangle = \int (x - \hat{x})^2 p(x) \, dx \approx \frac{1}{N_k} \sum_{k=1}^{N_k} (x_k - \hat{x})^2 ,
$$

(2)

is a measure of its uncertainty. Correlations between the uncertainties in the components of \( \hat{x} \) are crucial for making inferences and these can also be estimated from the sequence \( \{x_k\} \).

The MCMC technique makes it feasible to perform some of the difficult technical calculations required by probability theory (normalization of pdfs, marginalization, computation of expectation integrals, model selection) in a computer. The MCMC technique has opened up the possibility of applying Bayesian analysis to complex analysis problems. A desirable attribute of MCMC is that there are generally no restrictions on the types of pdfs that can be sampled; no functional form for the pdf is required. In its basic form, MCMC only requires that one be able to calculate $\varphi = -\log(\text{posterior})$, although sometimes the gradient of $\varphi$ is needed, as in the case of the present algorithm.

2.1. Statistical Efficiency of a MCMC Sequence

The uncertainty in estimates of quantities derived from an MCMC sequence of random samples is a central issue. Suppose that we are given a sequence of $N_k$ samples $v_k$ representing a pdf of a scalar quantity $v$ and that the samples are assumed to be drawn from that pdf by a stationary process. The estimated value of $v$ is given by the sample mean,

$$
\hat{v} = \frac{1}{N_k} \sum_{k=1}^{N_k} v_k.
$$

(3)

The expected variance in $\hat{v}$ is the expectation over the ensemble of all such sequences:

$$
\sigma^2_v = \text{var}(\hat{v}) = E\{(\hat{v} - E\{\hat{v}\})^2\} = E\left\{ \frac{1}{N_k} \sum_j (v_j - \hat{v}) \frac{1}{N_k} \sum_k (v_k - \hat{v}) \right\} = \frac{1}{N_k^2} \sum_{j,k} E\{(v_j - \hat{v})(v_k - \hat{v})\} ,
$$

(4)

where $\hat{v} = E\{v\} = E\{\hat{v}\}$. The autocovariance of a sequence is defined as $E\{(v_k - \hat{v})(v_{k+l} - \hat{v})\}$. The normalized autocovariance is $\rho(l) = (\sigma^2)^{-1} E\{(v_k - \hat{v})(v_{k+l} - \hat{v})\}$, where $\sigma^2$ is the variance of $v$ and $\rho(l)$ does not depend on $k$, by stationarity. When the sequence is long compared to the length of the nonzero normalized autocovariance values,

$$
\sigma^2_v = \frac{1}{N_k} \sum_{l} \sum_{k=1}^{N_k-l} E\{(v_k - \hat{v})(v_{k+l} - \hat{v})\} = \frac{\sigma^2}{N_k} \sum_{l=-\infty}^{\infty} \rho(l) ,
$$

(5)
because the $v_k$ are from a stationary sequence. We note that the normalized autocovariance is a symmetric function, i.e., $\rho(-l) = \rho(l)$.

If the sequence has sufficiently converged to the target pdf, the variance of the distribution is approximately the variance of the samples:

$$\sigma^2 \approx \sigma^2 = \frac{1}{N_k - 1} \sum_{j=1}^{N_k} (v_k - \bar{v})^2,$$

and the normalized autocovariance may be estimated from the sequence:

$$\rho(l) \approx \frac{1}{\sigma^2} \frac{1}{(N_k - l - 1)} \sum_{k=1}^{N_k-l} (v_k - \bar{v})(v_{k+l} - \bar{v}),$$

for lag $l \geq 0$.

The statistical efficiency of an MCMC sequence is defined as the reciprocal of the ratio of the number of MCMC trials needed to achieve the same variance in an estimated quantity as are required for independent draws from the target probability distribution. For the estimation of the mean, the variance for independent sampling would be $\sigma^2/N_k$ in our present case. We see that the statistical efficiency is

$$\eta = \left[ \sum_{l=-\infty}^{\infty} \rho(l) \right]^{-1} = \left[ 1 + 2 \sum_{l=1}^{\infty} \rho(l) \right]^{-1}.$$

For stationary Markov chains, because the value $v_k$ depends in a probabilistic way only on the value of the preceding element in the chain, i.e., $v_{k-1}$, the normalized autocovariance function has an exponential behavior.

### 2.2. Gaussian Probability Distributions

We recall a few important relationships for a multivariate Gaussian pdf. Writing the pdf as

$$p(x) = Z^{-1} \exp(-\varphi(x)),$$

then for a Gaussian distribution

$$\varphi(x) = \frac{1}{2} (x - x_0)^T B (x - x_0),$$

where $B$ is the Hessian, i.e., the second derivative matrix of $\varphi$ with respect to the vector of parameters $x$, and $x_0$ is the central position of the Gaussian.

The connection between the Hessian and the covariance matrix $C$ of the probability distribution $p(x)$ is:

$$C = \langle (x - x_0)(x - x_0)^T \rangle_p = B^{-1}.$$

### 3. Metropolis Algorithm

In MCMC the objective is to generate a sequence of parameter sets that mimic a specified target pdf, let's call it $q(x)$, where $x$ is a vector of parameters in the relevant parameter space. MCMC is resorted to in cases in which the functional nature of $q(x)$ is unknown for which analytic methods of analysis are precluded. This situation often occurs when complex models are required to predict the measurements. To clarify further, the only thing that one can know from a complex simulation is the value of $q(x)$ for a specific $x$, or perhaps the gradient of $- \log[q(x)]$ with respect to $x$. The process of exploring an unknown pdf is somewhat like feeling one's way in the dark; nothing is known until one tries to take a step.

The goal of the MCMC algorithm is to create a sequence that is in statistical equilibrium with the target pdf $q(x)$. This goal can be achieved when the MCMC sequence satisfies the condition of detailed balance:

$$q(x) T(x \rightarrow x') = q(x') T(x' \rightarrow x),$$

where $T(x \rightarrow x')$ is the transition probability of moving from $x$ to $x'$. Detailed balance essentially requires that, in a very long sequence, the number of moves from $x$ to $x'$ is identical to the number from $x'$ to $x$. 
Two important practical issues in MCMC are convergence and burn in. Since sequences may be started from an arbitrary point, any particular sequence may take some time to equilibrate with the target pdf, that is, reach convergence. Therefore, one must try to determine when the sequence has reached convergence, a process that is often carried out by monitoring the sequence itself. This “burn in” period must be discarded for subsequent analysis as it does not represent the pdf. One very good way to determine convergence is to run multiple sequences starting each with disparate parameter values. The sequences are taken to have converged when they coalesce into a common distribution. For more detailed information about MCMC, the reader is referred to the excellent book edited by Gilks et al.

3.1. Metropolis Algorithm

One of the simplest algorithms used in MCMC calculations is due to Metropolis et al. This algorithm ensures detailed balance for each step in the sequence. One starts at an arbitrary point in the vector space to be sampled, \( x_0 \). The general recursion at any point in the sequence \( x_k \) is to repeat the following cycle many times:

1. Select a new trial position \( x^* = x_k + \Delta x \), where \( \Delta x \) is randomly chosen from a symmetric step distribution.
2. Calculate the ratio \( r = q(x^*)/q(x_k) \).
3. Accept the trial position, that is, set \( x_{k+1} = x^* \), if \( r \geq 1 \), or with probability \( r \), if \( r < 1 \), otherwise, stay put, \( x_{k+1} = x_k \).

This algorithm is used in the majority of current MCMC research and works remarkably well.

3.2. Various Approaches to MCMC

The choice of the best MCMC technique for a specific target pdf is a balancing act. In general, it is desirable to incorporate what is known about the target pdf in the design of the MCMC sampling method but that must be done with caution, lest the prior information be false. The Metropolis approach is quite flexible, allowing for fairly general unimodal target pdfs. Target pdfs with multiple modes often require special treatment.

In the Metropolis algorithm, trials are limited to steps taken away from the present position, which must be drawn from a symmetric pdf. Almost any symmetric step distribution will work, but some choices will enhance the statistical efficiency of the MCMC process for a particular target pdf. The use of a Gaussian step distribution is standard and will permit the sequence to converge to most nonpathological target pdfs.

Hastings suggested an extension to the basic Metropolis algorithm to permit use of an asymmetric step distribution. The Hastings' form permits arbitrary proposal distributions. As an example, if the target pdf is known to be Gaussian, one can draw trials from a fixed Gaussian pdf that approximates the target pdf. If the proposal distribution matches the target pdf well, nearly all trial moves will be accepted. The resulting behavior will be similar to drawing independent samples from the pdf and the statistical efficiency can approach 100%. However, if the target pdf is not Gaussian, this approach may result in terrible inefficiency. If the target pdf were an exponential, for example, the use of a fixed Gaussian proposal distribution would make it difficult to adequately sample the tails of the exponential.

It is potentially useful to monitor the MCMC process with the goal of detecting departures from the assumptions on which the MCMC method is based.

4. EXAMPLES OF STANDARD USE OF METROPOLIS ALGORITHM

We now present some examples of the use of the Metropolis algorithm to generate MCMC sequences, starting with the case of a 1D Gaussian distribution. For multidimensional target pdfs, the step distribution most often used in the Metropolis version of MCMC is an uncorrelated, isotropic (same variance for every variable) Gaussian distribution. We demonstrate the performance of this standard choice for the simplest of target pdfs in multidimensions, namely an uncorrelated, isotropic Gaussian. The difficulty with this choice for nonisotropic Gaussians is also described. We emphasize that the choice of Gaussian target pdfs for these examples is only for simplicity of presentation. The Metropolis-MCMC technique is robust and will handle most other pdfs. The advantages that we claim for our adaptive technique, presented in the next section, should apply to other kinds of pdfs as well.
4.1. Two-dimensional Gaussian Target Distribution

Figure 1 shows examples of the MCMC sequences generated for an uncorrelated two-dimensional problem with the Metropolis algorithm for various widths of the step distribution $\sigma_T$. For a modest change of the width of the step distribution by only a factor of four, these sequences show quite different behavior. When $\sigma_T$ is small compared with the width of the target distribution $\sigma_0$, the steps are small relative to $\sigma_0$. The behavior mimics that of Brownian motion, that is, an unconstrained random walk. The curve actually has a fractal nature, although this realization doesn’t seem to have been used to benefit for understanding MCMC. It obviously takes many steps to sample the full width of the target distribution. It is exactly this situation that practitioners of MCMC must guard against, lest they believe that they have reached convergence too early in the sequence. When $\sigma_T \approx \sigma_0$, the movement through the target distribution appears to be much more efficient, approaching that expected for samples drawn independently from the target distribution. When $\sigma_T$ is somewhat larger than $\sigma_0$, the behavior is entirely different again. Because the proposal distribution so much broader than the target distribution, the trial steps are often not accepted, so the movement is sticky. On the other hand, the trial steps that are accepted are usually large enough to jump clear across the target distribution.

The normalized autocovariance functions for the sequences from which the three segments in Fig. 1 are taken are shown in Fig. 2. The normalized autocovariance functions are very nearly exponential, reflecting the property of Markov chains that each state depends only on the previous state. As shown in Sect. 2.1, the statistical efficiency of a MCMC sequence is reciprocally related to the sum under the normalized autocovariance of the sequence. Thus, the efficiency is approximately $\left(1 + 2\tau \right)^{-1}$, where $\tau$ is the decay length of exponential that describes the normalized autocovariance dependence. From the sum under the normalized autocovariance functions, we find the efficiency is 1.3% for $\sigma_T = 0.25$, 10.1% for $\sigma_T = 1$, and 7.3% for $\sigma_T = 4$. The fraction of proposed steps that are accepted in these cases is 88%, 57%, and 12%, respectively. For this 2D problem, the highest statistical efficiency of 14% is achieved for $\sigma_T = 2$ with an acceptance probability of 31%.

4.2. Uncorrelated, Isotropic Multidimensional Gaussian Target Distributions

Proceeding in the same vein as the preceding section, we now consider the behavior of the Metropolis algorithm over a range of dimensions from one to 64. In all cases the target pdf is an isotropic Gaussian with unit variance in all directions and without any correlation among the parameters. Figure 3 summarizes the results of this study in terms of the statistical efficiency. In these examples, we do not experience any problems of convergence and so it is not necessary to burn in the sequences. The boxes in Fig. 3 show the expected efficiencies and optimum widths of the step distribution derived from Langevin diffusion theory as a function of the dimension of the problem $n$. These operating points, which obey the scaling laws $\eta = 0.3n^{-1}$ and $\sigma_T = 2.4n^{-1}$, agree well with our numerical results. The challenge for dealing with very large problems is to find a way to overcome this lamentable $n^{-1}$ drop off in statistical efficiency.

During the MCMC procedure, the easiest thing to monitor is the jump or acceptance probability, that is, the fraction of trials steps that are accepted. We show the efficiency as a function of the acceptance for this study in Fig. 4, which confirms the rule of thumb that for a moderate number of dimensions the best operating point for the Metropolis-MCMC algorithm is at an acceptance of about 25%.

4.3. Nonisotropic Gaussian Target Distributions

Consider a two-dimensional problem in which the pdf is an uncorrelated 2D Gaussian, but with the rms width in one direction four times larger than in the other. Because the pdf is uncorrelated, the behavior in one direction is largely uncoupled from the other direction. From the earlier example in 2D, we recognize that if one were to use an isotropic 2D Gaussian for the step distribution, a major difficulty will ensue. The rms width for the best performance in the narrower direction will be too small to achieve good efficiency in the wider direction. In fact, the normalized autocovariance function will have a different behavior in the two directions. Hence, the efficiency in this conceptual problem will differ for each component. To generalize this observation, the statistical efficiency of an estimate derived from an MCMC sequence depends on the components on which that estimate depends and their possibly different efficiencies.

In all of these previous examples, we have dealt with uncorrelated Gaussian distributions. Clearly, correlations between parameters will complicate matters further. However, these correlations are tremendously important in making inferences so that it is crucial for us to learn how to deal with them. An adaptive approach provides a way to cope with asymmetric and correlated target pdfs.
Figure 1. Examples of MCMC sequences generated for a two-dimensional Gaussian target distribution of unit rms width, showing 1000 consecutive values for a step distribution of rms width (a) $\sigma_T = 0.25$, i.e., one quarter the width of the target distribution; (b) $\sigma_T = 1$ and (c) $\sigma_T = 4$.

5. AN ADAPTIVE APPROACH TO MCMC

The basic idea behind the proposed algorithm is to use an approximation to the covariance matrix of the target probability distribution for the step distribution in a Metropolis algorithm. This algorithm is adaptive in the sense that an early phase of the MCMC sequence is used to approximate the covariance matrix borrowed from an optimization algorithm described next. The full covariance matrix is approximated, including off-diagonal elements, i.e., correlations between various parameters. The trial steps are then drawn from a Gaussian with the approximated covariance. In the present approach, the proposed steps are centered on the present position $x_k$. Other possibilities exist, of course, and they may be useful. For example, one alternative approach is to use the gradient of $\varphi$ to offset the step distribution so that it coincides better with the target pdf, as in the so-called Langevin-Hastings algorithm.10

Adaptive approaches are employed in many MCMC algorithms.10,11 Furthermore, it has been shown that adaptive Monte Carlo algorithms simulating particle transport can be constructed in which the variance drops exponentially with the number of iterations $n^{18}$ instead of with the usual $n^{-1}$ behavior.
Figure 2. The normalized autocovariance function (or autocorrelation of fluctuations from the mean) for the three MCMC sequences represented in Fig. 1. The solid line is for a width of the step distribution $\sigma_T$ equal to 1, the dashed line for 0.25, and the dotted line for 4. As the efficiency of the MCMC algorithm is inversely proportional to the sum under the normalized autocovariance from $-\infty$ to $\infty$, $\sigma_T = 1$ is the most efficient choice of these widths in this situation.

Figure 3. The efficiency of the Metropolis algorithm for sampling an uncorrelated, isotropic multidimensional Gaussian probability distribution of unit variance as a function of the rms width of the step distribution. The dimension of the problem varies by factors of two from 1 for the top curve to 64 for the bottom. The scaling law discussed in the text, indicated by the boxes, correctly predicts the efficiency at the optimum operating points.
Figure 4. The efficiency of the Metropolis algorithm for sampling an uncorrelated, isotropic multidimensional Gaussian probability distribution of unit variance as a function of the acceptance probability for proposed steps. The dimension of the problem varies by factors of two from 1 for the top curve to 64 for the bottom.

5.1. BFGS Optimization Algorithm

There are a variety of optimization techniques that make use of the gradient of the function to be optimized \( \phi \). The general idea behind the so-called quasi-Newton optimization techniques is to build up an approximate expression for the Hessian (the second-derivative matrix of \( \phi \) with respect to all the variables), or the inverse Hessian, and use it to take an approximate Newton step. The most recently developed version of the quasi-Newton methods is the BFGS (Broyden-Fletcher-Goldfarb-Shanno) algorithm, which has largely replaced the earlier Davidon-Fletcher-Powell (DFP) algorithm. The BFGS algorithm has the advantage over DFP in that it does not require accurate line minimizations along the quasi-Newton directions to build up the approximate Hessian. Thus, BFGS potentially reduces the number of function evaluations required to complete an optimization procedure.

In the \( k \)th iteration of the BFGS optimization procedure, the change in the parameter vector from its present value \( x_k \) is based on the gradient \( g_k = \frac{\partial \phi}{\partial x_k} \), and the present estimate of the inverse Hessian \( C_k \), which is the covariance matrix of the corresponding Gaussian probability distribution, as indicated in Sect. 2.2. The position of the minimum is estimated by the Newton formula:

\[
x^*(\alpha) = x_k - \alpha C_k g_k.
\]

Starting with \( \alpha = 1 \), a line search is conducted to find the value of \( \alpha = a_k \) that minimizes \( \phi(x^*) \), which yields the new estimate of the position of the minimum \( x_{k+1} = x^*(\alpha_k) \). Designating the change in position by \( s_k = x_{k+1} - x_k \) and the corresponding change in the gradient by \( y_k = g_{k+1} - g_k \), the BFGS update formula for the covariance matrix is

\[
C_{k+1} = V_k^T C_k V_k + c_k s_k y_k^T,
\]

where \( V_k = I - c_k y_k s_k^T \) and \( c_k = (s_k^T y_k)^{-1} \). It is easy to show that \( C_{k+1} \) satisfies the Newton condition for the last step \( C_{k+1} y_k = s_k \), but this relation may not necessarily hold for earlier steps, i.e., \( C_{k+1} y_j = s_j \) for \( j < k \). The process usually begins by taking \( C_1 \) as a diagonal matrix, often just the identity matrix.

Important to note for applications involving many variables is that the covariance matrix does not have to be stored explicitly as a matrix. Rather, whenever the product of the covariance matrix with a vector is desired, for example to estimate the next step, the expansion (13) may be used. Therefore, only the parameter vector and the gradient at each iteration of the optimization need to be stored. However, the present approach to MCMC requires making random draws from the correlated Gaussian distribution with the estimated covariance matrix. For this, the square root of the covariance matrix is needed, as described below. Thus, an algorithm for finding that square root needs to be found in the case that one has only an expansion for the covariance matrix. When the number of
terms in the BFGS expansion (13) is not too large, the square root can be obtained for the subspace spanned by the displacement vectors \( \{s_b\} \) using the approach we relate below, that is, by SVD.

5.2. Adjoint Differentiation

The BFGS update equation requires the derivatives of \( \varphi \) with respect to all the parameters. Fortunately, there is a technique to efficiently calculate these gradients, even for complicated forward calculations. The technique, which we have called Adjoint Differentiation In Code Technique (ADICT), essentially evaluates the chain rule for differentiation through the use of an auxiliary code that effectively reverses the data flow of the forward calculation. This approach typically generates the gradient of \( \varphi \) in a computation time comparable to the forward calculation. A new application called the Tangent linear and Adjoint Model Compiler (TAMC) developed by Ralf Giering\(^20\) provides an automatic means to create the adjoint code for FORTRAN programs. TAMC has successfully been used to generate sensitivities for a 1D hydrodynamics code\(^21\) and for an ocean-modeling code.\(^7\)

5.3. Random Draws from a Correlated Gaussian Distribution

Once one has an approximate covariance matrix \( C \), generation of a random vector \( \gamma \) with a Gaussian distribution that possess that covariance is accomplished by the well-known means of evaluating

\[
\gamma = C^{\dagger} \xi ,
\]

where \( \xi \) is a vector whose components are random numbers independently drawn from a unit-variance Gaussian distribution and \( C^{\dagger} \) is the unique square-root matrix\(^22\) satisfying \( C^{\dagger} C^{\dagger} = C \). This matrix is calculated by performing a Singular Value Decomposition (SVD) on \( C \):

\[
C = U \Lambda U^T ,
\]

where \( U \) is an orthogonal matrix and \( \Lambda \) is a diagonal matrix with the singular values on the diagonal, i.e., \( \Lambda = \text{diag}(\lambda_1, \lambda_2, \lambda_3, \ldots) \). The square root of the covariance matrix is then:

\[
C^{\dagger} = U \Lambda^{\dagger} U^T ,
\]

where \( \Lambda^{\dagger} = \text{diag}(\sqrt{\lambda_1}, \sqrt{\lambda_2}, \sqrt{\lambda_3}, \ldots) \).

5.4. Example - Nonisotropic, Correlated Multidimensional Gaussian

To demonstrate the usefulness of our adaptive MCMC approach, we present an example consisting of a target distribution that is a 16-dimensional Gaussian distribution with a high degree of correlation. This example is motivated by a typical type of regularization used in solving ill-posed problems. The kind of constraint considered is often used to promote smoothness for an inversion problem, namely the integral over the square of the second derivative of the field being reconstructed. In the context of one dimension, consider a function \( y(x) \). The smoothness of \( y \) is promoted by trying to minimize

\[
\pi(y) = \int \left| \frac{d^2y}{dx^2} \right|^2 dx .
\]

In a Bayesian analysis, this kind of function would be thought of as the \(-\log(\text{prior})\). In a discretely sampled representation, for which the vector \( y \) represents samples of \( y \) as a function of \( x \), (17) becomes

\[
\pi(y) = \frac{1}{2} \sum_i \left| \frac{1}{2} y_{i-1} - y_i + \frac{1}{2} y_{i+1} \right|^2 ,
\]

This expression is similar to the smoothness constraint that we used to control the deformable boundary in our reconstruction of shape from two views.\(^6\)

The second derivative of (18) is a Hessian with values \([0.25, -1, 1.50, -1, 0.25]\) centered on the diagonal element of each row. For simplicity we construct the Hessian to be circulant, which is appropriate for a periodic sequence \( y_k \). The inverse of the Hessian yields the covariance matrix. The singularity of this Hessian is avoided by adding a small value (0.05) to the diagonal, which may be thought of as arising from an additional contribution to \( \pi(y) \) from \( |y|^2 \).
A 5x5 piece from the 16x16 covariance matrix for this problem is:

\[
\begin{pmatrix}
4.97 & 3.98 & 2.50 & 1.24 & 0.42 \\
3.98 & 4.97 & 3.98 & 2.50 & 1.24 \\
2.50 & 3.98 & 4.97 & 3.98 & 2.50 \\
1.24 & 2.50 & 3.98 & 4.97 & 3.98 \\
0.42 & 1.24 & 2.50 & 3.98 & 4.97
\end{pmatrix}
\]

There is clearly a high degree of correlation, which, from our earlier discussion, should lead to inefficiencies for a standard Metropolis-MCMC calculation. In fact, after adjusting the width of an isotropic step distribution to obtain the highest efficiency $c_T = 0.5$, the best achievable efficiency for this problem is 0.11%. This efficiency is a lot smaller than predicted by the Langevin scaling law, $0.3/16 = 1.9\%$, presumably because of the high degree of correlation in the target pdf. The rms difference between the covariance matrix estimated directly from a 100000-long MCMC sequence based on this adaptive technique is 0.27, or 5.4% relative to the maximum elements.

For the learning phase of our adaptive MCMC algorithm, we used the first 100 distinct steps of an MCMC sequence based on an isotropic Gaussian step distribution with an assumed rms width of two in each variable. The initial covariance is taken to be $C_1 = \text{diag}(4, 4, 4, \ldots)$. A 5x5 piece from the full 16x16 covariance matrix estimated using the BFGS updating formula is

\[
\begin{pmatrix}
3.79 & 2.93 & 1.78 & 0.92 & 0.34 \\
2.93 & 4.07 & 3.40 & 2.22 & 1.12 \\
1.78 & 3.40 & 4.63 & 3.72 & 2.25 \\
0.92 & 2.22 & 3.72 & 4.59 & 3.49 \\
0.34 & 1.12 & 2.25 & 3.49 & 4.34
\end{pmatrix}
\]

We observe that this estimated matrix is not the same as the actual known covariance matrix given above, but it does possess a similar amount of correlation, as determined by the off-diagonal elements. The rms deviation of the estimated covariance matrix from the actual one is 0.28, or 5.6% of the maximum elements. For the principal MCMC run, we draw random steps from this estimated covariance matrix in the Metropolis algorithm and multiply them by a factor of 0.5 to obtain the best efficiency. The efficiency with this adaptive approach is 1.62%, a vast improvement over the standard nonadaptive Metropolis algorithm by over an order of magnitude. This efficiency is almost the same as for uncorrelated Gaussians, which makes sense because the use of the approximate covariance matrix essentially removes the effect of correlation in the target pdf. The rms difference between the covariance matrix estimated directly from a 100000-long MCMC sequence based on this adaptive technique is 0.070, or 1.4% relative to the maximum elements, which is about four times more accurate than for the nonadaptive approach for the same number of sequence samples, consistent with the ratio of the efficiencies.

For a visual comparison of the functioning of these two MCMC calculations, Fig. 5 displays a portion of the sequences. The long-range correlations as a function of sequence number (displayed in the horizontal direction) in the results using the standard Metropolis algorithm are obvious. These correlations are drastically reduced in Fig. 5(b) through the use of the estimated covariance matrix for the step distribution. Of course, the best efficiency (100% by definition) is obtained by drawing independent samples directly from the known pdf, as shown in Fig. 5(c), which cannot normally be done because the pdf is not usually known. Otherwise, MCMC would not be needed.

6. DISCUSSION

We have shown that it is possible to estimate the covariance matrix that characterizes a pdf by using a formula from the BFGS optimization algorithm. This approach requires evaluations of the gradient of $-\log$ (posterior) at a set of parameter coordinates. Use of the approximate covariance matrix for the step distribution in the Metropolis algorithm can improve its efficiency compared to the standard approach of using an isotropic, uncorrelated distribution.

We noted above that the BFGS update formula for the covariance matrix only satisfies the Newton condition for the last update. Thus, after 100 learning steps in our example above, the covariance matrix is only approximately determined. In fact, 16 linearly independent steps should be sufficient to completely determine the covariance matrix. Obviously, our algorithm could be improved by determining the covariance matrix that satisfies the Newton condition for all the learning steps by solving the set of linear equations implied by the corresponding Newton conditions.
Figure 5. A gray-scale display of portions of MCMC sequences representative of a 16-parameter pdf with high correlations between parameters. The 16 parameter values are displayed vertically while the sequence numbers run horizontally. Every tenth step from a 5000-step portion of each sequence is displayed for (a) the standard nonadaptive Metropolis algorithm ($\eta = 0.11\%$), (b) our adaptive Metropolis algorithm ($\eta = 1.62\%$), and (c) independent random samples drawn directly from the pdf ($\eta \equiv 100\%$).

Even though the correlations in a target pdf may be taken into account with our adaptive approach, the version of the Metropolis algorithm that employs a symmetric pdf to take trial steps from the present position is severely flawed for high-dimensional problems. The best that one seems to be able to do is to attain the efficiency from Langevin diffusion theory, $\eta = 0.3/n$, for $n$ parameters, applicable for uncorrelated, isotropic target pdfs. New approaches are required for many dimensions.

One way to beat the Metropolis performance is to place the proposal distribution at estimated peak position, which could lead to much higher efficiency. If the target distribution is truly Gaussian and the covariance matrix and peak position are accurately estimated, the efficiency of a Metropolis-Hastings algorithm approaches 100%. Of course, if these conditions do not hold, the efficiency may drop tremendously. However, corrective action may be taken on the basis of what one learns in the course the MCMC sequence. Alternatively, the proposal distribution may be placed somewhere between the peak position and present location, which would help avoid the difficulties that might obtain when these conditions didn’t hold.

The hybrid Monte Carlo method\textsuperscript{23} seems worth investigating. That algorithm requires calculation of the gradient of $\varphi = -\log$ (posterior), just as our adaptive algorithm does. The claim for the hybrid algorithm is that it can take large steps through the target probability distribution and still maintain high acceptance probabilities. It is an extension of the Hastings-Langevin MCMC algorithm\textsuperscript{19} in which the gradient of $\varphi$ is used to offset the proposal distribution. Approximate knowledge of the covariance matrix might improve the efficiency of these algorithms.
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