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Summary

The four chapters that are described in this report cover a variety of subjects that not only give insight into the understanding of multiphase flow in fractured porous media, but they provide also major contribution towards the understanding of flow processes with in-situ phase formation. In the following, a summary of all the chapters will be provided.

Chapter I addresses issues related to water injection in water-wet fractured porous media. There are two parts in this chapter. Part I covers extensive set of measurements for water injection in water-wet fractured porous media. Both single matrix block and multiple matrix blocks tests are covered. There are two major findings from these experiments: 1) co-current imbibition can be more efficient than counter-current imbibition due to lower residual oil saturation and higher oil mobility, and 2) tight fractured porous media can be more efficient than a permeable porous media when subjected to water injection. These findings are directly related to the type of tests one can perform in the laboratory and to decide on the fate of water injection in fractured reservoirs.

Part II of Chapter I presents modelling of water injection in water-wet fractured media by modifying the Buckley-Leverett Theory. A major element of the new model is the multiplication of the transfer flux by the fractured saturation with a power of $\frac{1}{2}$. This simple model can account for both co-current and counter-current imbibition and computationally it is very efficient. It can be orders of magnitude faster than a conventional dual-porosity model. Part II also presents the results of water injection tests in very tight rocks of some 0.01 md permeability. Oil recovery from water imbibition tests from such at tight rock can be as high as 25 percent.

Chapter II discusses solution gas-drive for cold production from heavy-oil reservoirs. The impetus for this work is the study of new gas phase formation from in-situ process which can be significantly different from that of gas displacement processes. The work is of experimental nature and clarifies several misconceptions in the literature. Based on experimental results, it is established that the main reason for high efficiency of solution gas drive from heavy oil reservoirs is due to low gas mobility.

Chapter III presents the concept of the alteration of porous media wettabillity from liquid-wetting to intermediate gas-wetting. The idea is novel and has not been introduced in the petroleum literature before. There are significant implications from such as proposal. The most direct application of intermediate gas wetting is wettabillity alteration around the wellbore. Such an alteration can significantly improve well deliverability in gas condensate reservoirs where gas well deliverability decreases below dewpoint pressure. Part I of Chapter III studies the effect of gravity, viscous forces, interfacial tension, and wettability on the critical condensate saturation and relative permeability of gas condensate systems. A simple phenomenological network model is used for this study. The theoretical results reveal that wettability significantly affects both the critical gas saturation and gas relative permeability. Gas relative permeability may increase ten times as contact angle is altered from $0^\circ$ (strongly liquid wet) to $85^\circ$ (intermediate gas-wetting). The results from the theoretical study motivated the experimental investigation described in Part II. In Part II we demonstrate
that the wettability of porous media can be altered from liquid-wetting to gas-wetting. This part describes our attempt to find appropriate chemicals for wettability alteration of various substrates including rock matrix.

Chapter IV provides a comprehensive treatment of molecular, pressure, and thermal diffusion and convection in porous media. Basic theoretical analysis is presented using irreversible thermodynamics. The developments presented in Part I are used to estimate thermal diffusion factors and to calculate compositional variation in hydrocarbon reservoirs, both fractured and unfractured media. The ultimate goal is to characterize fractured reservoirs through analysis of PVT data.

Part II uses the concepts presented in Part I to estimate thermal diffusion factors – a key parameter for the calculation of compositional variation in hydrocarbon reservoirs. For the first time, we present a model for the estimation of thermal diffusion coefficients in a ternary and higher component mixtures. We were pleasantly surprised that the estimated coefficients describe measured data well.

Part III presents features of convection and diffusion in porous media for a binary mixture. It is interesting to note that permeability affects the composition variation in different ways.

Part IV studies the compositional variation in a rectangular two-dimensional \((x,y)\) fractured porous medium. The work examines the effects of various fracture parameters: fracture permeability, fracture aperture, fracture intensity, and connectivity. Numerical results show that due to high fracture permeability, a pronounced convection motion within the fracture network takes place. As a result, composition in the entire media can be very uniform above a certain permeability.

Part V is the study of compositional variation in porous media for a multicomponent mixture. Both binary and multicomponent mixtures are considered. The results include compositional variation calculation in a field in Colombia which is in good agreement with data. Various cross effects are rigorously accounted for in our multicomponent study.
Chapter I – Water Injection in Fractured Porous Media

Part I – Experimental Study of Water Injection in Water-Wet Fractured Porous Media

MEHRAN POOLADI-DARVISH AND ABBAS FIROOZABADI

Summary

For predicting the performance of water injection in naturally fractured reservoirs, scale-up of the recovery data from immersing an oil-saturated core into water is commonly used. Oil recovery from some of the naturally fractured reservoirs of the North Sea has been better than what is predicted using the immersion laboratory experiments. In the field, the matrix blocks do not become surrounded by water at once; they experience an advancing fracture-water level (FWL).

In this paper, the results of experiments of water injection in fractured porous media comprising a number of water-wet matrix blocks are reported for the first time. The blocks experienced an advancing fracture-water level (FWL). Immersion-type experiments were performed for comparison; the dominant recovery mechanism changed from co-current to counter-current imbibition when the boundary conditions changed from advancing FWL to immersion-type. We performed single block experiments of co-current and counter-current imbibition and found that co-current imbibition leads to more efficient recovery.

Kansas chalk and Berea sandstone were investigated. A column of three blocks of Berea sandstone \((\phi = 0.22, k=0.62 \, \mu m^2, PV=8800\times10^6 \, m^3)\) and a stack of 12 blocks (4 rows and 3 columns) of an outcrop Kansas chalk \((\phi = 0.30, k=0.002-0.005 \, \mu m^2, PV=13,900\times10^6 \, m^3)\) were used. Breakthrough recoveries were 0.2-0.4 for the Berea and 0.2-0.6 of PV for the chalk experiments. Corresponding ultimate recoveries were around 0.5 and 0.65 of PV; oil recovery from low permeability chalk was better than that of high permeability Berea. Fracture apertures in all the above experiments were in the range of 150-200 \(\mu m\).

An approximate mathematical model was developed for counter-current imbibition. It was found that the late-time matrix-fracture transfer function simplifies to an exponential function. Hence, the physical significance of the empirical transfer function of Aronofsky et al. was demonstrated. The exponential transfer function was incorporated in a model, which was used to match the water injection experiments performed on a stack of very low permeability Austin chalk \((\phi = 0.05, k=0.00001-0.00005 \, \mu m^2, PV=287\times10^6 \, m^3)\). These experiments were dominated by counter-current imbibition.

Introduction

Water injection is known as an important method for oil recovery from some fractured reservoirs. In water-wet fractured reservoirs, the capillary pressure contrast between the fracture and the matrix media provides the main driving force for water imbibition, which can be an efficient recovery mechanism. Field application of water injection in fractured reservoirs has been implemented since the early fifties. Many issues, however, remain unresolved in the understanding of this process. Since the early studies, it was
understood that recovery behaviour from a block totally covered by water is different than the same block in contact with water from some faces and with oil from other faces. However, the majority of studies have centred on immersion-type boundary conditions. Intuitively, if a block is surrounded by water, oil is forced to flow in the opposite direction of water flow, hence by counter-current imbibition. If the block is partially covered by water, water is imbibed into the rock and oil can flow downstream of the water-front and through the faces which are in contact with oil. In the latter case, water and oil might flow in the same direction and the process is called co-current imbibition. Experimental and modelling studies have indicated that boundary conditions other than immersion change the dominant flow mechanism from counter-current to co-current imbibition, and that the latter mechanism can be more efficient than the former. In a detailed experimental study, Bourbiaux and Kalaydjian reported that the half recovery time for co-current imbibition was 7.1 hr., and that for counter-current imbibition was 22.2 hr. for one set of experiments. In the modelling studies of Pooladi-Darvish and Firoozabadi it was found that recovery by co-current imbibition was 4 to 8 times faster than that by counter-current imbibition.

In a fractured reservoir subjected to water injection, the fracture network does not become flooded at once — the fracture-water level has an advancing behaviour. Some of the early studies have examined the recovery performance of a matrix block under advancing fracture-water level. Differences were observed between rising water level and immersion experiments. These studies do not use a stack of blocks. Despite the differences observed between behaviour of the imbibition process with advancing fracture-water level (FWL) and those with immersion boundary conditions, recent studies have focused on the latter process. We are unaware of any experimental study of water imbibition in a stack of matrix blocks with advancing FWL.

In this work, the results of water injection in an aggregate of matrix blocks are reported. Berea sandstone and Kansas chalk outcrops were used. In these laboratory experiments, the fracture-water level is advancing and the matrix blocks experience the two types of boundary conditions mentioned earlier, i.e., partially covered and immersion type. By increasing the injection rate, the velocity of the FWL is increased and the effect of changing the contribution of each boundary condition is examined. Immersion-type tests are performed and the results are compared with advancing FWL experiments.

The paper is presented along the following sequence. The experimental apparatus and procedure are first described. Experimental results and their interpretation follow. Development of a mathematical model for counter-current imbibition is then presented, and a set of experimental data dominated by this process is modelled. A physical and mathematical basis for the empirical model of Aronofsky et al., i.e. exponential transfer function is also presented.

**Apparatus**

Figure 1 shows the schematic diagram of the apparatus. The central part is the visual core-holder that houses the matrix blocks. Its body is made of 12-mm thick clear polycarbonate sheet that is pushed against the rocks using an external frame. The rocks and the polycarbonate sheets are sandwiched between two 25-mm thick aluminium caps. The inlet and outlet, as well as vacuum and fluid charge fittings are mounted on the two caps. The application of clear polycarbonate sheets permits measurement of fracture-water level data, and identification of the active imbibition mechanisms, discussed later.

In addition to the multi-block apparatus, which was used for advancing FWL experiments, two single-block apparatuses were built to study the differences between immersion-type boundary condition and advancing FWL. The roughness of the rock surface created a small gap of 150-200 μm between the rock surface and
the body of core-holder and/or another rock surface that it came in contact with. These gaps act as fractures. Hence, the column of Berea sandstones had four vertical and four horizontal fractures, and the multi-block chalk column had six vertical and five horizontal fractures. For the immersion tests, spacers were used to allow a larger fracture width and to assure complete coverage of the matrix block by water (see Figure 1b).

A unique feature of the apparatus used in our advancing FWL experiments was small fracture width; the fracture PV was around 0.5% of the total fracture and matrix PV. The importance of small fracture volume can be understood by realising that under a constant rate of water injection, the rate of FWL advance is determined by the rate of water imbibition inside the matrix. The smaller the fracture width the more pronounced the change in FWL, when the imbibition rate in the matrix changes. In our experiments, measurement of the FWL provides the rate of water imbibition in the matrix block. This was not possible in the previous studies, where fracture width was very large.

**Rock and Fluid Data**

Three matrix-fracture assemblies were made, one comprising three blocks of Berea sandstone, another twelve blocks of Kansas chalk, and the other a single block of Kansas chalk. The Kansas chalk blocks are from the Upper Cretaceous Niobrara Formation, northern Ellis County, west-central Kansas. The chalk sample is white and appears homogeneous, lacking evidence of stratification. Analysis of the samples indicate 99% calcite and 1% quartz, which resembles that of "clean" North Sea chalks, which lacks significant chert and clay minerals. Kansas chalk shows close similarities with reservoir chalk from some of the North Sea reservoirs with regards to capillary pressure behaviour. The main difference between the two rock-types is that the Kansas chalk does not show evidence of tectonic structures such as fractures.

Figure 2 shows the rock assemblies and the dimensions of the blocks. The permeability and porosity of the Berea sandstone blocks were approximately 0.620 μm² and 22 percent. The chalk permeability is in the 0.002-0.005 μm² range with porosity close to 30 percent.

In order to estimate the properties of vertical fractures, the total permeability of the fracture-matrix media was calculated by measuring the single-phase flow rate of normal decane (nC₁₀) under gravity force. The fracture permeability and aperture were calculated knowing the matrix and total system permeability. All fractures were assumed to be of equal aperture, and the cubic law was assumed valid. Fracture apertures were in the range of 150-200 μm.

The total volume of the horizontal and vertical fractures including the dead volumes was estimated after each test by measuring the volume of liquid drained from the system during a short period of time. Table 1 gives the rock and fracture data.

Deaerated solution of 1 w% NaCl in distilled water and normal decane were the aqueous and oleic phases, respectively. In this paper, the term water is used to refer to the brine solution.
Test Procedure

We first removed the in-situ fluid and the adsorbed material on the pore surface by exerting a high vacuum for one to two weeks. The matrix-fracture system was then saturated with normal decane, and a period of two days was allowed for saturation at atmospheric pressure. The volume of nC19 was recorded for pore volume measurement. In the advancing FWL experiments, gravity driven single-phase flow of nC19 was performed for permeability measurement.

Each test started by injection of the brine solution using a constant flow rate pump, and the mass of the produced oil was measured and was continuously recorded. The outlet valve was at the same level as the top of the blocks and was opened to the atmosphere. In our tests, the compressibility effect is negligible and the oil production rate before breakthrough is equal to the injection rate. Before water breakthrough, the data of primary importance are the fracture-water levels. A fine interface curvature was detected at the water-oil contact in the four edge fractures, which was recorded as the fracture-water level.

As the test progressed, the FWL rose to the top of the column. Breakthrough was detected when water appeared in the outlet tubing at the top of the column. The produced fluid was then directed to a separator and the water-oil interface in the separator was recorded by a video camera. Brine injection was continued until production rate dropped to very low values. The injection was then stopped, and was started after a period of 24 to 48 hrs, to measure the oil produced, if any. The collected data were FWL before breakthrough and oil production data at all times.

For the immersion-type tests, spacers were used to increase the fracture aperture to about 0.01 m, ensuring complete coverage of the block by water. After complete saturation of the matrix-fracture system with nC19, water was flowed through the system, and the oil in the fracture was displaced upward. Water flow was continued until all the oil around the block was displaced and the water-oil interface rose to the top of a graduated cylinder which was connected to the top of the core-holder using an acrylic pipe with large diameter (see Figure 1b). At this time water flow was stopped. The total time required for displacing the oil in the fractures by water was approximately four minutes. As soon as water came in contact with the block, the imbibition process became active. However, almost all of the oil that was expelled during this early time remained attached to the rock surface. The total volume of oil separated from the rock before oil production rate could be measured, is estimated to be less than 0.1% of matrix pore volume and is neglected.

Oil production was measured by monitoring the oil-water interface in the graduated cylinder. The large diameter of the connecting pipe permitted free flow of produced oil blobs from the top of the core-holder into the graduated cylinder. At the end of the test when oil production rate had reduced to nearly zero, air was flowed through the fracture spacing to remove the oil blobs remaining on the surface of the block.

Scope of Experimental Study

The objective of the experimental study is the examination of the effectiveness of oil recovery by water injection in water-wet fractured porous media. A stack of multiple blocks with small fracture width is used to represent realistic conditions. Berea sandstone (k = 0.620 μm²) and a Kansas chalk (k = 0.002-0.005 μm²) are employed. Water injection rate is changed from one run to the next. When the injection rate increases, the FWL rises faster. This in turn creates a larger surface area between the matrix and the water in the fracture, and the rate of matrix oil production increases. As injection rate is increased further, there will be little time for imbibition before the blocks are covered by water. After blocks are covered, oil production is through the two-phase region by counter-current imbibition. In our tests, this is confirmed by visual observation. An infinitely high injection rate is equivalent to immersing a block in water. Immersion
experiments are performed on the single block set-up. In one test, by tilting the column of twelve chalk blocks to an angle of 60 degrees from the vertical axis, the gravity effects were evaluated.

In the following, first the test results performed on Berea are presented. Then, the single-block and multi-block chalk tests follow.

**Experimental Result and Analysis**

**a- Berea Experiments (3 Blocks)**

**Test 1 – Injection rate = $190\times10^4$ m$^3$/hr (0.022 PV/hr)**  
A low flow rate was chosen for the first test. Upon injection, oil production started from the top of the column, and water started to rise in the fractures. The rate of FWL rise was high for about half of the height of the first block. Once enough exchange area between the matrix and the water in the fracture was established, the rate of FWL advance declined. Figure 3 shows the FWL for Test 1 (as well as Tests 2 to 4). The horizontal lines show the location of the horizontal fractures. The data for each test include multiple readings from different fractures around the column. Figure 3 indicates that the FWL along the four edges of the column are nearly the same. Careful study of Figure 3 suggests that the velocity of FWL seems to increase after the level passes a horizontal fracture. (For example, see the change in the slope at 1.215 m.) When this happens and water covers the lower block, water will be imbibed into the rock from all the faces and oil is produced through the two-phase region by counter-current imbibition. At an earlier time some of the boundaries of the block are in contact with the oil, and the oil production can be through the single-phase region, by co-current imbibition. One explanation for the increase of the rate of FWL rise after it passes a horizontal fracture is that oil production by counter-current imbibition is slower than that by co-current imbibition, leaving more water to rise in the fracture. This is in line with the modelling studies of Pooladi-Darvish and Firoozabadi.

Water breakthrough in Test 1 occurred at about 0.38 PV water injected at $t = 17.5$ hrs, corresponding to an average velocity of FWL 2.5 m/day. Figure 4 shows the recovery data of Tests 1 to 4. Ultimate recovery after 66 hours was about 50%.

**Test 2 and 4 – Injection rate = $380\times10^4$ m$^3$/hr (0.043 PV/hr)**  
Tests 2 and 4 were duplicates and were performed at the same injection rate. Figures 3 and 4 indicate that the two tests are in agreement.

At this flow rate, as the FWL was rising, small blobs of oil, comparable to the grain size, could be observed below the FWL on the rock surface. This oil flowed opposite to the direction of water flow into the matrix. Visual observation indicated that the contribution of this amount of oil to the total production was negligible.

Figure 3 shows that similar to Test 1, a fast rise was followed by a slower period; although in Tests 2 (and 4) the injection rate was double of that in Test 1, little difference between the recovery behaviour vs. PV injected was observed (see Figure 3, also Figure 4). Recovery at breakthrough was roughly the same for the three tests while FWL velocity doubles from Test 1 to Tests 2 (and 4). For the injection range of $190\times10^4 - 380\times10^4$ m$^3$/hr, the imbibition rate is high and the performance is not sensitive to the injection rate. Note that about 20% of the recoverable oil for both injection rates is recovered after water breakthrough. Hence, these two tests are performed above the critical rate of Kleppe and Morse. The recovery performance is not, however, adversely affected by increasing the injection rate from $190\times10^4$ to $380\times10^4$ m$^3$/hr.
Test 3 – Injection rate $= 840 \times 10^6$ m$^3$/hr (0.095 PV/hr) The high injection rate resulted in a high velocity of the fracture-water level, and little time for oil production from the blocks before they were immersed in water. Extensive flow of discontinuous oil blobs was observed below the FWL. This was significant before breakthrough and remained active afterward. Oil recovery at breakthrough is only half of the other runs. It is interesting to note that even at a high velocity of FWL of about 22 m/day imbibition is very efficient, and oil recovery at 1 PV injection is 45%. The high recovery is believed to be related to blocks with a small width. The recovery at the end of all the tests was around 0.5 of PV (see Figure 4).

b- Chalk Experiments (Single Block)

A single block of Kansas chalk was placed in a visual core-holder. The block was surrounded by top, bottom, and four side-fractures. Five tests were performed. In three of the tests the injection rate was varied and the last two tests were immersion experiments. The same core was used for all the tests, but the core-holder for the immersion tests had a much larger fracture width. The results are presented next.

Test 5 – Injection rate $= 22 \times 10^6$ m$^3$/hr (0.021 PV/hr) In the first test on the single chalk block, water was injected at a low rate of $22 \times 10^6$ m$^3$/hr. Figure 5 shows the plot of oil recovery vs. PV of injected water. Before breakthrough, nCIO production and water injection rates are the same. Oil recovery at breakthrough is 60 percent. Very little oil was produced after water breakthrough.

Figure 6 depicts the FWL in the vertical fractures between the chalk blocks and the polycarbonate sheets. As the figure shows, the FWL moves faster initially in two of the fractures. For PV of injected water > 0.15, the FWL in all four fractures advances with the same speed. FWL reaches the top at PV $= 0.6$ at an average velocity of 0.24 m/day, and afterwards only water is produced. Before breakthrough, except in the beginning of the test, water was observed to be moving on the surface of the matrix about 0.005 m (0.5 cm) above the FWL. Before and after breakthrough, we did not observe any oil production below the FWL. Both observations imply that the imbibition is co-current.

Test 6 – Injection Rate $= 140 \times 10^6$ m$^3$/hr (0.13 PV/hr) In Test 6, the rate of injection was increased to $140 \times 10^6$ m$^3$/hr, which resulted in an average FWL velocity of 2.4 m/day. Figure 5 depicts the recovery data; breakthrough occurred at 0.39 PV injection. Oil production rate decreased continuously after breakthrough and recovery at 1 PV injection was close to 60 percent. The FWL data are shown in Figure 6, which shows that similar to the previous tests, FWL moves fast initially and rises slowly afterwards.

In this test, while the FWL was rising, very small droplets of oil were visible forming on the matrix surface, and then flowing towards the water-oil contact in the fracture.

Test 7 – Injection Rate $= 276 \times 10^6$ m$^3$/hr (0.26 PV/hr) The injection rate in this test was set at twice the rate in Test 6, which roughly quartopled the average rate of FWL. Figure 5 shows the recovery data. The breakthrough occurred at 0.20 PV injection. Oil production rate decreased continuously after breakthrough. The ultimate recovery is 60 percent – very similar to the previous two tests. Recovery is over 50% at 1 PV injection.

Figure 6 shows the FWL vs. PV injected. Initially the FWL moves very fast; the level moves to 0.15 m height at 0.04 PV injection. The FWL then moves at a lower speed. At this high injection rate, very small droplets of oil were visible, forming on the rock surface. We also observed oil production in the form of small droplets underneath the block flowing to the FWL. When the injection rate is increased the FWL rises fast and water covers a large portion of the block surface before much of the oil is produced. As time
passes, water-front moves inward and displaces the oil. When the level is already high in the fracture, before being able to displace the oil in the inner-lower parts of the block, the capillary pressure driving force may not be enough to push the oil to be produced above the FWL. In turn, oil may be produced below the FWL in the opposite direction of water flow. This explains why in all of our tests with increased injection rate, more oil was produced below the FWL. Detailed discussion and modelling of this phenomenon is given elsewhere.

Tests 8 and 9 – Immersed Block In these duplicate tests, the block was immersed in water in a short time. Water was imbibed into the rock and oil was expelled from all the surfaces. Oil blobs formed and grew on the rock surface. The process was very similar to sweating. Once the blobs were large enough they detached from the surface and moved towards the oil-water contact. Figure 7 shows the oil recovery vs. time for Tests 6 to 9. The initial rate of imbibition for the immersion tests is very high. This is due to the large contact area between the block and the fracture water. Later on, however, the production rates for Tests 8 and 9 is much slower than those of Tests 6 and 7 (see Figure 7). Immersion leads to counter-current imbibition, whereas oil production under rising FWL is dominated by co-current imbibition. The low production rate by counter-current imbibition as evidenced by Figure 7 is an experimental verification of our previous modelling study, and is in line with experimental data of Bourbiaux and Kalaydjian.

Note that if the data of Test 5 were plotted in Figure 7, they would fall below the recovery data of the other tests; always a low enough injection rate can be chosen such that the oil recovery rate from co-current imbibition is less than counter-current imbibition. Of course, such an injection rate will not be operationally attractive.

c- Chalk Experiments (12-Blocks)
We conducted five tests on a stack of 12 matrix blocks, which were placed in four rows and three columns (see Figure 2 and Table 1). The blocks were the same size and type as that in single-block tests. In the first four tests the column was vertical and water was injected from the bottom. Water injection rate was varied by more than one order of magnitude from 0.011 to 0.16 PV/hr. In the last test, water was injected at the high rate of 0.16 PV/hr and the column was at 60 degrees angle from the vertical axis. In the following, Tests 10 to 13 are presented collectively, and then Test 14 is discussed.

Tests 10 – 13 – Injection rates 151x10^-6 – 2200x10^-6 m³/hr (0.011 – 0.16 PV/hr) Test 10 was performed at a low injection rate of 151x10^-6 m³/hr. The advance of FWL was very uniform in all the fractures at a velocity of 0.49 m/day as depicted in Figure 8. Before breakthrough, the rock surface was wet 0.005 to 0.025 m (0.5 – 2.5 cm) above the FWL. The oil displaced by water is produced above the water level in the fracture, i.e., by co-current imbibition. Furthermore, it was observed that the distance between the FWL and the water-front on the block surface reduced to about zero, when the water level approached the top of each block. In other words, flow of water from one block to the one above the horizontal fractures was limited during the time available.

At this low injection rate, the blocks had enough time for imbibition and after FWL reached the top of the block at about 64% recovery (matrix recovery = 60%), there was no more oil production (see Figure 9).

For Test 11 the injection rate was increased to 445x10^-6 m³/hr, which resulted in an average FWL velocity of 1.5 m/day. Similar to what was observed in Tests 1 and 2, increasing the injection rate had little effect on the recovery behaviour in the range of 151x10^-6 – 2200x10^-6 m³/hr.
In the stacked blocks, there are three blocks in each row; each block will see one third of the total injection rate, in average. This is nearly equal to the condition of Test 6 on the single block (Injection rate = 150\times 10^4 m^3/hr) which resulted in about 40% oil recovery at breakthrough.

Figure 8 indicates that FWL reached the top of the first row of blocks at about 0.12 of total PV injection. Accounting for the dead volume at the inlet, and the fracture volume, matrix recovery at this time is about 40%, equal to that of Test 6. Figures 8 and 9 indicate that by the time of water breakthrough at the top of the column, oil recovery is 0.63 (average matrix recovery of 0.6). This indicates that before water breakthrough, oil recovery behind the FWL increases with injected pore volume. It is interesting to note that this behaviour is different than what is experienced in the Buckley-Leverett solution of oil displacement in a homogeneous medium, where average water saturation behind the front is independent of injection time. In water injection in fractured porous media, however, the rock left behind the FWL may continue to imbibe water and to enhance recovery. This of course does not happen if the water injection rate has been slow enough that ultimate recovery is achieved as the FWL advances (Test 10).

In Test 11, some oil flow in the form of droplets patched between the rock surface and the body of the core-holder below the FWL was observed. Contribution of this oil to the total produced oil was very small. Oil production after breakthrough was less than 2% of total recovery.

In Tests 12 and 13, the water injection rate was increased to 1114\times 10^4 and 2200\times 10^4 m^3/hr (0.08 and 0.16 PV/hr), respectively. Figure 8 shows the FWL advanced fast initially and slowed down subsequently. Figure 9 indicates that breakthrough recovery for Tests 13 and 14 was 0.55 and 0.45 at average FWL velocity of 4.4 m/day and 11 mm/day, respectively. Ultimate recovery for all the tests at 1.5 PV injected and beyond was around 0.64.

Test 14 – Injection rate = 2200\times 10^4 m^3/hr, tilted In Test 14 the stacked-block system was tilted 60 degrees from the vertical axis; the effect of the gravity was reduced by half. The tilt was such that one of the edges of the column was closest to the ground, two of the edges were at the same height from the ground and the last edge was at the highest point. The outlet at the top of the column was close to the highest edge such that the volume of the rock at the very top corner of the column, which was not contacted by water at the end of the test, was very small. The water injection rate in this test was equal to that of Test 13. Figure 8 shows very similar recovery behaviour between Tests 13 and 14. Breakthrough recovery was 0.43 (breakthrough recovery of Test 13 was 0.44).

Figure 10 depicts the FWL of Tests 13 and 14. For Test 14, the distance of oil-water contact in four edges from the base is plotted. The behaviour of FWL in the middle edges is very similar to that of Test 13. FWL in the lower edge showed a faster advance and that in the high edge showed a slower advance. The recovery and the FWL data clearly indicate that gravity effects are not important.

Summary of Experimental Results

The experimental results reveal that oil recovery by water injection in the Berea and chalk tests reported in this paper was governed by very efficient capillary-dominated flow, and the effects of gravity and viscous forces during the course of the tests were minimal. The negligible effect of viscous forces can be demonstrated by calculating the pressure drop across the blocks knowing the permeability of the vertical fractures and the velocity of the FWL.
The tests showed that depending on the injection rate, both mechanisms of co-current and counter-current imbibition could be active. However before a block is fully covered by water, the dominant recovery mechanism is co-current imbibition. As the injection rate increases, the rate of matrix oil recovery increases due to increased contact area between the matrix and the water in the fracture. With further increase in injection rate, water breakthrough occurs earlier, and the portion of oil to be recovered by counter-current imbibition increases. Tests 8 and 9 showed that when injection rate approaches infinity, (immersion case) oil recovery is dominated by counter-current imbibition and this is slower than oil recovery from Tests 6 and 7 which are dominated by co-current imbibition. The fact that Tests 6 and 7, in which contact area between the rock and the water was less than (or equal to) the contact area of Tests 8 and 9, resulted in a more efficient recovery, suggests that for equal area of water contact, co-current imbibition is more efficient than counter-current imbibition, provided everything else is the same. Another interesting feature of the tests is the high recovery efficiency of low permeability chalk compared with the high permeability Berea sandstone. This is believed to be due to high imbibition capillary pressure of the outcrop chalk. The results of the tests also show that in contrast with the Buckley-Leverett displacement in homogeneous porous media, where oil recovery behind the front is independent of the injected PV, in fractured porous media, oil recovery behind the front increases with the injected PV.

Mathematical Modelling

Recently, Terez and Firoozabadi presented a mathematical model that was based on an extension of the Buckley-Leverett solution for two-phase flow in fractured porous media. A source term was incorporated in the model to account for fluid transfer between the matrix and the fracture. Based on the experimental results presented in this paper and fine grid simulation, the authors included two transfer functions to account for co-current and counter-current imbibition. The transfer terms were in the form of exponential function. The solution was based on the method of characteristics, and the model solved for fracture water saturation.

In the following, the physical significance of the exponential transfer function is demonstrated in terms of late-time solution of the counter-current imbibition. The function is then incorporated in a simple mathematical model to calculate the fracture-water level and the imbibition rate. The model is then used to match a set of experimental data of water injection in fractured porous media, which were dominated by counter-current imbibition.

Formulation and Approximate Solution

Counter-current imbibition can be described by a nonlinear diffusion equation, given in Appendix A. The Heat Integral Method (HIM) is used to find an approximate solution for saturation (see Equations A-10 to A-12.) The solution is obtained for a constant diffusion coefficient, i.e. the diffusion equation was assumed linear. Later, it is shown that the results for the linear problem may apply for the nonlinear problem.

Using the saturation profiles of Equations A-10 to A-12, one can calculate water imbibition rate,
where,

\[ q_d(t_D) = \frac{dS_D}{dx_D} \bigg|_{x_p=0} = \frac{Lq(t)}{\phi A D (1 - S_w - S_{wc})} \]  

(3)

In the above equations, \( q_d \) and \( t_D \) are dimensionless production rate and dimensionless time, respectively. Parameters \( A_1, A_2, \lambda_{D1}, \) and \( \lambda_{D2} \) are defined in appendix A.

The early-time production rate in the above finite system is similar to that in a semi-infinite medium. The difference between the exact solution for the semi-infinite problem for all times, \( 1/\sqrt{\pi t_D} \), and Equation 1 is 8.3%. Using Equations 1 and 2 the dimensionless cumulative volume of water imbibed can be calculated as,

\[ Q_D(t_D)_{\text{early}} = \sqrt{\frac{3t_D}{2}} \quad t_D \leq \frac{1}{24} \]  

(4)

\[ Q_D(t_D)_{\text{late}} = 1 - \frac{A_1}{\lambda_{D1}} e^{-\lambda_{D1} t_D} - \frac{A_2}{\lambda_{D2}} e^{-\lambda_{D2} t_D} \quad t_D \geq \frac{1}{24} \]  

(5)

where,

\[ Q_D(t_p) = \int_0^{t_p} q_D(\tau)d\tau = \frac{Q}{\phi A (1 - S_w - S_{wc})} \]  

(6)

The definition of \( Q_D \) is the same as recovery with respect to total recoverable oil in place, \( R(t_p) \). By writing the R.H.S. of Equation 4 in conventional units one obtains,

\[ R(t)_{\text{early}} = \sqrt{\frac{3D t}{2 L^2}} \quad t \leq \frac{L^2}{24D} \]  

(7)

Equation 7 implies that recovery during the early-time is proportional to the square root of time, and is inversely proportional to the length. In other words, the time corresponding to a specific recovery is proportional to the square of the length, which is in line with the results from the previous scaling studies.\(^ {19, 20, 22} \)

At the beginning of the late-time regime, the ratio of the first exponential function to the second exponential term in the R.H.S. of Equation 5 is only 1/20, and decreases very rapidly with time. Upon neglecting the first exponential function one obtains,

\[ R(t)_{\text{late}} = 1 - \frac{A_2}{\lambda_{D2}} e^{-\lambda_{D2} t_D} \quad t_D \geq \frac{1}{24} \]  

(8)

where for a linear problem \( A_2 \) and \( \lambda_{D2} \) are constant and do not depend on the length of the system. Equation 8 has the same form as Aronofsky et al.'s\(^ {10} \) exponential function. One can readily show from
Equation 8 and definition of \( t_p \) that, similar to the early-time behaviour, the time corresponding to a specific recovery is proportional to square of the length.

Figure 11 shows a comparison between the exact and the HIM solutions of the linear diffusion problem. Recoveries based on the one-term and two-term exponential functions, Equations 5 and 8, are shown. Figure 11 indicates that the HIM solution is in agreement with the exact solution, and that the one-term exponential function is a good approximate solution.

Equations A-10 to A-12 were obtained for a constant diffusion coefficient. When the HIM is used to solve the nonlinear problem, a similar solution can be obtained, where parameters \( A_0, A_2, \lambda_0, \lambda_2 \) are a function of the shape of the diffusion coefficient with respect to saturation. Of course, the solutions are approximate and account, only partially, for saturation dependency of the diffusion coefficient. However, if we do not derive the solution but assume that the form of the solutions does not change, the following hold for the nonlinear case.

1. The plot of recovery vs. \( \sqrt{t/L^2} \) during the early-time is a straight line, passing through the origin (see Equation 7).
2. The recovery at which the data deviate from straight line is independent of length.
3. The plot of \( (1 - R(t_p)) \) at the late-time vs. \( t/L^2 \) on a semi-log scale is a straight line with a negative slope, which will not necessarily pass through the point \( t = 0, R = 0 \) (see Equation 8).

Model Verification

The exponential function proposed by Aronofsky et al. has been widely accepted as an empirical equation, which approximates the oil production due to spontaneous imbibition with a step change in the boundary condition reasonably well. Some authors attribute a physical meaning to the solution and others do not. In light of the discussion presented in the above section, here the physical significance of the exponential function is discussed as the late-time solution of the nonlinear 1-D counter-current imbibition, and its validity for experimental data is presented. This is done by verifying the three conclusions we inferred from our approximate solution.

A one-dimensional matrix block with absolute permeability of 0.020 \( \mu \text{m}^2 \) and length of 0.20 m is considered. Oil and water viscosity are assumed to be 1 mPas. The relative permeability and the imbibition capillary pressure functions are expressed as

\[
k_{ro} = A_0(1 - S_D)^{n_o}, \quad k_{rw} = A_w S_D^{n_w}
\]

\[
P_c(S_D) = C \ln(S_D)
\]

where \( S_D \) is defined by Equation A-7. The parameters \( A_o, A_w, n_o, n_w, \) and \( C \) are constant. Table 2 gives the values considered in this study. The detailed method of solution of the above problem is presented in reference 6. Here, we present the results.

Figures 12 and 13 depict the behaviour of the numerical solution of the counter-current problem at the early- and late-times. Figure 12 indicates that the early-time recovery is proportional to \( \sqrt{t/L^2} \), and Figure 13 shows that the late-time recovery may be approximated by an exponential function, especially that of Equation 8 with \( A_0/\lambda_0 \neq 1 \).
This shows that items 1 and 3 suggested above, based on the HIM solution of the linear problem, might apply to the nonlinear problem of counter-current imbibition. In Figures 12 and 13 the behaviour of the exponential function of Aronofsky et al is also shown, where an exponent of \( \lambda_D = 0.01 \) was chosen. It can be observed that Aronofsky's solution, if selected to match the overall behaviour, under- and over-predicts the early- and late-time solutions, respectively.

Next, we use the counter-current data from references 20 and 21 to examine the validity of items 1 to 3 above. Figure 14 shows the early-time solution. The experimental data follow a straight line, and deviate from the straight line, independent of core length, at around 0.8 recoverable oil. The physical properties of the rock and fluids used in references 20 and 21 are different, leading to two distinct lines in Figures 14 and 15. These properties are given in Table 3. The last recovery data point reported in references 20 and 21 was considered as the ultimate recovery. In Figure 14 the data corresponding to the 0.0248-m sample is not in agreement with the rest. This could be due to the error in the oil production data of a very small sample.

Figure 15 shows the plot of the above imbibition data on a semi-log scale. It can be noted at late time, each data-set can be approximated by a single straight line. Note that the straight line passing through the late-time data of Figures 15, if extrapolated to zero time, predicts a non-zero recovery. If an exponential solution similar to that of Aronofsky et al is chosen such that it predicts a zero recovery at the initial time, a behaviour similar to that in Figures 12 and 13 will be observed; an exponent larger than that obtained from the slope of the semi-log straight line will be needed to predict the overall behaviour of the system. The latter solution, then, would under- and over-predict the early- and late-time behaviour, respectively. Ma et al also observed the same behaviour when they used an exponential function to match experimental data of counter-current imbibition (see Figure 9 of Ref. 22).

**Modelling of Rising FWL of Counter-Current Imbibition**

In the previous section, oil production due to counter-current imbibition with a step change in boundary conditions was considered. It was found that the late-time recovery could be approximated by an exponential function. In this section we use the following exponential function, to find oil production for rising fracture-water level.

\[
R'(t) = R_\infty (1 - e^{-\lambda t})
\]

where

\[
R_\infty = \phi (1 - S_w - S_{wc})
\]

and

\[
R'(t) = \phi (S_w(t) - S_{wc})
\]

Parameter \( \lambda \) is a constant that determines the rate at which the recovery approaches its maximum value. Similar to Parsons and Chaney one can account for the effect of the rising water level in a fracture adjacent to a single matrix block,

\[
Q(t) = R_\infty A_{ma} \left[ \int_0^t e^{-\lambda(t-\tau)} \frac{\partial f}{\partial t} \, d\tau \right]
\]
where \( Q(t) \) is the cumulative oil produced at time \( t \), \( A_w \) is the cross-sectional area of the matrix perpendicular to the direction of water level rise, and \( \hat{z}_f \) is the location of the water oil contact in the fracture, FWL. Equation 14 assumes that imbibition occurs transverse to the direction of water-level rise in the fracture. Hence, the effect of horizontal fractures is neglected and a stack of matrix blocks is assumed to behave similar to a tall matrix of equivalent height.

References 10 and 24 are based on the assumption that \( \hat{z}_f \) is known in Equation 14. Often instead of \( \hat{z}_f \), the injection rate is known. In Appendix B, the material balance equation for the fracture water is combined with Equation 14, and the solution for the oil production rate and the water level in the fracture are obtained for a known injection rate, Equations B-6 and B-4, respectively. The above model, developed for counter-current imbibition, cannot be used for our experimental data, mainly because co-current imbibition had a large contribution. Instead, we use our simple model to match the experimental data recently presented in reference 25, where oil recovery was dominated by counter-current imbibition. Very tight Austin chalk blocks were used. The cylindrical blocks stacked on top of each other had a permeability of \( 0.00001 - 0.00005 \) \( \mu \)m\(^2\) (0.01 - 0.05 md) and porosity of about 5%. The total PV was about \( 290 \times 10^4 \) m\(^3\). As a result of imbibition, about 20 to 25 percent of the oil was produced over a period of two to four and half months. Figure 16 shows the cumulative oil production as a function of time for one of the tests in reference 25. After breakthrough, water injection was stopped several times while imbibition proceeded. When water injection was resumed, the oil in the fracture was produced first, until the next breakthrough occurred. The experimental data show that the first breakthrough occurred after a very short time. Beyond this point, the blocks are covered by water and oil production is due to counter-current imbibition. We used the rising fracture-water level model with the counter-current transfer function developed above to match the oil recovery data. Figure 16 shows the comparison between the experimental data and the model for Test “a” of Terez and Firoozabadii. Parameter \( \lambda \) was used as a matching parameter and was found to be 0.053 day\(^{-1}\). Maximum oil recovery was set equal to 23%. We did not try to use different \( \lambda \) for different blocks. After breakthrough all the matrix blocks contribute to oil production, and an average \( \lambda \) was used to match the tests.

In summary, Figures 13 and 15 show that the late time recovery data by counter-current imbibition can be represented by an exponential function. In Figure 16, the exponential function was successfully used to match the experimental results of water injection in a stack of matrix blocks, where recovery was dominated by counter-current imbibition. The importance of such a model is that once parameter \( \lambda \) is estimated by matching the experimental data on small samples, \( \lambda \) can be estimated for larger blocks. Comparison of Equations 8 and 11 suggests that \( \lambda \propto 1/L^2 \), which is in line with previous scaling studies.

**Conclusions**

We performed water injection experiments in fractured porous media composed of a stack of water-wet chalk and Berea matrix blocks, where the matrix blocks were subjected to rising fracture-water level (FWL). Single block tests of immersion-type and rising FWL were performed for comparison. The unique features of the experiments, in addition to implementation of a stack of blocks were: low fracture pore volume, quantitative data on FWL prior to water breakthrough, and visual observations enhancing the identification of the active imbibition mechanism. Based on the results of these tests, the following conclusions can be made.

1. Water injection in water-wet fractured porous media can be a very efficient recovery mechanism.
2. Depending on the injection rate, both mechanisms of co-current and counter-current imbibition can contribute to recovery.

3. Before a block is fully covered by water, the dominant recovery mechanism can be co-current imbibition; this mechanism often leads to more efficient oil recovery compared with counter-current imbibition. An approximate analytical model was also developed for counter-current imbibition, which showed the physical significance of the exponential transfer function. The model was successfully used to match the experimental results of water injection in a stack of low permeability Austin chalk.

**Nomenclature**

**Latin Letters**

- **A** Cross Sectional Area, \(m^2\)
- **B** Constant (see Equations 9, A-18 and A-19)
- **C** Constant, kPa (see Equation 10 and Table 2)
- **D** Diffusion Coefficient, \(m^2/s\)
- **L** Half Length, \(m\)
- **P** Pressure, \(N/m^2\)
- **Q** Production Rate, \(m^3/s\)
- **R** Cumulative Production, \(m^3\)
- **R** Recovery w.r.t. Maximum Recoverable Oil (\(R_{\text{max}} = 1\))
- **R**' Recovery w.r.t. Total Volume, (\(R'_{\text{max}} = \phi(1-S_w-S_{we})\))
- **S** Saturation
- **\(\hat{Z}\)** Height of Water Level, \(m\)
- **k** Permeability, \(\mu m^2\)
- **t** time, \(s\)

**Greek Letters**

- **\(\phi\)** Porosity
- **\(\lambda\)** Exponent, \(s^i\)
- **\(\mu\)** Viscosity, \(Pas\)
- **\(\tau\)** Variable of Integration

**Subscripts**

- **BT** Breakthrough
- **c** Capillary
- **D** Dimensionless
- **f** Fracture
- **early** Early-Time
- **i** Injection
- **late** Late-Time
- **ma** Matrix
- **o** Oil
- **or** Residual Oil
- **r** Relative
- **w** Water
Connate Water

 Symbols

∞ Infinite Time
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Appendix A: Approximate Solution of 1-D Counter-Current Imbibition Problem

In an incompressible one-dimensional system with negligible gravity force, counter-current imbibition can be described by the following nonlinear diffusion equation\(^1\):

$$\frac{\partial}{\partial x} \left( D(S_w) \frac{\partial S_w}{\partial x} \right) = \frac{\partial S_w}{\partial t} \quad (A-1)$$

where,

$$D(S_w) = \frac{1}{1 + \frac{k_{ro} k}{\mu_o \phi dS_w}} \quad (A-2)$$

Consider a water-wet core of length \(L\) initially at connate water saturation, coated by an impermeable material such that only one face of the core is open to flow. When the open face is contacted with water, continuity of capillary pressure requires \(P_c = 0\) at the inlet (see footnote\(^2\)). The other end is closed; \(q_w = 0\) at \(x = L\). The initial and boundary conditions can be expressed as,

$$S_w = S_{sw} \quad 0 \leq x \leq L \quad t = 0 \quad (A-3)$$

$$S_w = 1 - S_{sw} \quad x = 0 \quad t \geq 0 \quad (A-4)$$

$$\frac{\partial S_w}{\partial x} = 0 \quad x = L \quad t \geq 0 \quad (A-5)$$

The diffusion coefficient defined by Equation A-2 is a strong function of saturation. However, if temporarily we assume a constant diffusion coefficient, Equation A-1 with the initial and boundary conditions A-3 to A-5 can be solved analytically\(^2\),

$$S_D = 1 - \frac{4}{\pi} \sum_{n=1}^{\infty} \frac{\sin \left( \frac{2n-1}{2} \right) k_{D}}{2n-1} \exp \left[ - \left( \frac{2n-1}{2} \right)^2 \pi^2 t_D \right] \quad (A-6)$$

where,

$$S_D = \frac{S_w - S_{sw}}{1 - S_{sw} - S_{wc}} \quad (A-7)$$

$$x_D = \frac{x}{L} \quad (A-8)$$

$$t_D = \frac{Dt}{L^2} \quad (A-9)$$

We use the Heat Integral Method (HIM)\(^3\) to provide an appropriate solution to the above linear diffusion problem. The advantage of using the HIM is that its application can be extended to solve nonlinear problems. The Heat Integral Method, one of the variations of the Method of Weighted Residuals\(^4\), was previously used to solve diffusion-dominated problems in thermal recovery processes\(^5\). In this method, a

---

1 In simple experiments, we examined oil expulsion from rock, in counter-current imbibition by visual observations. The diameter of the produced oil blobs on the rock surface was much larger than the pore diameter. This observation justifies the boundary condition of \(P_c = 0\).
trial function is assumed, which in addition to satisfying the initial and boundary conditions, is forced to satisfy the integrated form of the original differential equation. Hence, the method is an appropriate choice for studying the problem of interest, since the total water imbibed into the system, which is an integral characteristic of the system, is obtained with high accuracy. For increased accuracy of the solution at early time, the concept of penetration depth is introduced which corresponds to the extent of the medium beyond which there is no effect of the diffusion process. For a linear diffusion problem, any change at the boundary is instantaneously transferred through the whole domain, where the effect is negligible beyond a certain limit. The penetration depth is analogous to the radius of investigation in well-testing. Barenblatt et al.\(^{18}\) showed that for the initial condition of Equation A-3, the saturation at the front drops to connate water saturation and there is no effect of saturation change downstream of the front. This further justifies using the concept of penetration depth.

Pooladi-Darvish et al.\(^{17}\) solved Equation A-1 approximately with the initial and boundary conditions given by Equations A-3 to A-5 using HIM, where the diffusion coefficient was assumed constant, and found the following solution,

\[
S_D = \left(1 - \frac{x_D}{\sqrt{24 t_D}} \right)^3 \quad t_D \leq \frac{1}{24} \quad (A-10)
\]

\[
S_D = 1 + b(t_D) x_D + c(t_D) x_D^2 \quad 0 \leq x_D \leq \frac{1}{2} \quad t_D \geq \frac{1}{24} \quad (A-11)
\]

\[
S_D = 1 + b(t_D) \left(\frac{1}{4} + 2x_D - x_D^2\right) + c(t_D) \left(\frac{1}{4} + 2x_D - x_D^2\right) \quad \frac{1}{2} \leq x_D \leq 1 \quad t_D \geq \frac{1}{24} \quad (A-12)
\]

where,

\[
b(t_D) = -A_1 e^{-\lambda_D t_D} - A_2 e^{-\lambda_D t_D} \quad (A-13)
\]

\[
c(t_D) = \left(1 + \frac{\sqrt{2}}{2}\right) A_1 e^{-\lambda_D t_D} + \left(1 - \frac{\sqrt{2}}{2}\right) A_2 e^{-\lambda_D t_D} \quad (A-14)
\]

\[
\lambda_{D1} = \frac{24}{7} \left(5 + 3\sqrt{2}\right) \quad (A-15)
\]

\[
\lambda_{D2} = \frac{24}{7} \left(5 - 3\sqrt{2}\right) \quad (A-16)
\]

\[
A_1 = \frac{6 - \sqrt{3}}{4} e^{-\frac{5+3\sqrt{2}}{7}} \quad (A-17)
\]

\[
A_2 = \frac{6 + \sqrt{3}}{4} e^{-\frac{5-3\sqrt{2}}{7}} \quad (A-18)
\]

Equations A-10 to A-12 are used in the text to study imbibition.
Appendix B: Solution to Rising FWL Problem

By writing the material balance equation for water in the fracture, one obtains,

\[
\int_0^t q_i(\tau) d\tau = A_f \hat{Z}_f(t) + R^\prime_{ma}A_{ma}\left( \hat{Z}_f(t) - \int_0^t e^{-\lambda(t-\tau)} \frac{\partial \hat{Z}_f}{\partial \tau} d\tau \right) \tag{B-1}
\]

where the left side is the total volume of water injected, and the right side represents the volume of water in the fracture, and the volume of water imbibed into the matrix represented by Equation 14 of the text. The water flow in the fracture is assumed to follow piston-like displacement with zero residual saturation, and the intrinsic fracture porosity is assumed to be one. If \( \lambda \) is known, \( \hat{Z}_f(t) \) is the only unknown in Equation B-1, and can be solved for using a proper initial condition.

Differentiating Equation B-1 with respect to \( t \) results in

\[
q_i(t) = A_f \frac{\partial \hat{Z}_f}{\partial t} + \lambda R^\prime_{ma} A_{ma} \int_0^t e^{-\lambda(t-\tau)} \frac{\partial \hat{Z}_f}{\partial \tau} d\tau \tag{B-2}
\]

By eliminating the right integral from Equations B-1 and B-2, one obtains,

\[
\frac{\partial \hat{Z}_f}{\partial t} + \lambda \left(1 + \frac{R^\prime_{ma}}{A_f} \right) \hat{Z}_f = \frac{q_i(t)}{A_f} + \frac{\lambda}{A_f} \int_0^t q_i(\tau) d\tau \tag{B-3}
\]

For a constant injection rate and initial condition of \( \hat{Z}_f(t=0) = 0 \), Equation B-3 can be integrated to obtain a simple closed-form solution for the fracture-water level,

\[
\hat{Z}_f(t) = \frac{q_i}{BA_f} \left[ \left(1 - \frac{\lambda}{B} \right) \left(1 - e^{\lambda t}\right) + \lambda t \right] \tag{B-4}
\]

where,

\[
B = \left(1 + \frac{R^\prime_{ma}}{A_f} \right) \lambda \tag{B-5}
\]

Equation B-4 is valid before breakthrough. During this interval, oil production rate is equal to injection rate. After breakthrough, the water level stays at the top of the block, and the oil production rate can be expressed as,

\[
q_o = \lambda R^\prime_{ma} \left[ \int_0^{t_{br}} e^{-\lambda(t_{br}-\tau)} \frac{\partial \hat{Z}_f}{\partial \tau} d\tau \right] e^{-\lambda(t_{br})} \tag{B-6}
\]

where \( t_{br} \) is the breakthrough time. For a variable injection rate, Equation B-2 can be solved numerically, similar to that proposed in reference 23. Alternatively, Equation B-3 can be solved numerically, for example using the Runge-Kutta method. Note that Equations B-2 and B-3 are valid when injection rate is more than the imbibition rate, i.e. water level is rising, and also when the injection rate is less than imbibition rate, i.e.
water level is dropping. The above solutions are used in the text to model water injection in a stack of Austin chalk matrix blocks.
### Table 1: Rock and Fracture Data for Advancing FWL Tests

<table>
<thead>
<tr>
<th></th>
<th>Berea Sandstone</th>
<th>Chalk (12 blocks)</th>
<th>Chalk (single block)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Total Pore Volume $\times 10^6$ (m$^3$)</td>
<td>8800</td>
<td>13900</td>
<td>1050</td>
</tr>
<tr>
<td>Fracture PV $\times 10^6$, (m$^3$) Including dead volumes</td>
<td>250</td>
<td>700</td>
<td>40</td>
</tr>
<tr>
<td>Fracture aperture ($\mu$m)</td>
<td>155</td>
<td>190</td>
<td>170</td>
</tr>
<tr>
<td>Effective Permeability ($\mu$m$^2$)</td>
<td>9.5</td>
<td>17</td>
<td>16</td>
</tr>
<tr>
<td>Matrix Permeability ($\mu$m$^2$)</td>
<td>0.620</td>
<td>0.002-0.005</td>
<td>0.002-0.005</td>
</tr>
<tr>
<td>Matrix Porosity (percent)</td>
<td>22</td>
<td>29.6</td>
<td>29</td>
</tr>
<tr>
<td>Matrix dimensions (m)</td>
<td>0.1471$\times$0.1471$\times$0.6047</td>
<td>0.635$\times$0.1875$\times$0.3048</td>
<td>0.635$\times$0.1875$\times$0.048</td>
</tr>
</tbody>
</table>

### Table 2: Rock and Fluid Data for the Counter-Current Study

<table>
<thead>
<tr>
<th>$L$ (m)</th>
<th>$S_{ci}$</th>
<th>$k$ (m$^2$)</th>
<th>$n_o$</th>
<th>$\mu_o$ (mPas)</th>
<th>$A_o$</th>
<th>$\phi$</th>
<th>$C$ (kPa)</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.20</td>
<td>0.01</td>
<td>0.020</td>
<td>4.0</td>
<td>1</td>
<td>0.75</td>
<td>0.3</td>
<td>10</td>
</tr>
</tbody>
</table>

### Table 3: Counter-Current Imbibition Data

<table>
<thead>
<tr>
<th>Reference</th>
<th>Length, m</th>
<th>Permeability, $\mu$m$^2$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Graham and Richardson (G-R)$^{21}$</td>
<td>0.125</td>
<td>0.236$^a$</td>
</tr>
<tr>
<td>Graham and Richardson$^{21}$</td>
<td>0.1008</td>
<td>0.236</td>
</tr>
<tr>
<td>Graham and Richardson$^{21}$</td>
<td>0.0756</td>
<td>0.236</td>
</tr>
<tr>
<td>Graham and Richardson$^{21}$</td>
<td>0.0502</td>
<td>0.236</td>
</tr>
<tr>
<td>Graham and Richardson$^{21}$</td>
<td>0.0248</td>
<td>0.236</td>
</tr>
<tr>
<td>Hamon and Vidal (H-V)$^{20}$</td>
<td>0.852</td>
<td>4.070</td>
</tr>
<tr>
<td>Hamon and Vidal$^{20}$</td>
<td>0.40</td>
<td>4.400</td>
</tr>
<tr>
<td>Hamon and Vidal$^{20}$</td>
<td>0.198</td>
<td>3.200</td>
</tr>
</tbody>
</table>

$^a$ Permeability was assumed constant
Figure 1. Schematic diagram of the apparatus
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Figure 11. Solution to the linear diffusion equation
Figure 12. Early time behaviour of counter-current imbibition
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Figure 13. Late-time behaviour of counter-current imbibition
Figure 14. Early-time behaviour of counter-current imbibition tests
Figure 15. Late-time behaviour of counter-current imbibition tests
Part II – Water Injection in Water-Wet Fractured Porous Media: Further Experiments and a New Model for Water Injection in Water-Wet Fractured Porous Media

IVAN E. TEREZ AND ABBAS FIROOZABADI

Summary

This study examines water injection in water-wet fractured porous media and its modeling using the Buckley-Leverett theory. New experimental data on water injection in Berea and Austin chalk matrix block(s) are presented. Water injection in Austin chalk with a permeability of 0.01-0.04 md and porosity of 5% results in about 20% recovery from the rock matrix.

In the second part of the paper, we use the Buckley-Leverett displacement in a dual-porosity model to simulate the literature data as well as experimental data from this work. A new model is devised for the simulation of water injection in fractured porous media. A major element of the new model is the multiplication of the transfer flux by the fracture saturation with a power of 1/2. This simple model can account for both co-current and counter-current imbibition and computationally it is very efficient. The results of the proposed model and the fine-grid simulation are in good agreement with the experimental data.

Introduction

Water injection has been an efficient recovery process in some naturally fractured hydrocarbon reservoirs. Despite the success, the understanding of the true mechanisms and the numerical simulation have to be advanced further. In fact, accurate simulation of water injection in fractured porous media is a real challenge. Fine-grid simulation can provide proper results when fracture capillary pressure and relative permeability are appropriately described; computationally, however, it is very expensive. Dual-porosity models have the advantage of computational efficiency but may be less accurate. A third alternative which can be extremely efficient is the use of the Buckley-Leverett displacement theory\(^1\) in a dual-porosity model. Here, matrix blocks feed into the fracture network through a transfer term; flow in the fractured media is represented by the Buckley-Leverett displacement. In an early paper, de Swaan\(^2\) modeled water displacement in fractured porous media on the basis of the Buckley-Leverett displacement theory. De Swaan's work is based on certain assumptions; these include: 1) the fracture fractional flow function is equal to the fracture saturation (i.e., \(f_f = S_f\), see the Nomenclature), and 2) the effect of gravity is negligible. The assumption of \(f_w = S_w\) is valid only when oil and water phases have equal viscosities and the fracture relative permeability is equal to saturation. Later, Chen and Liu\(^3\) relaxed the assumption of \(f_w = S_w\). Kazemi, Gillman and Elsharkawy\(^4\) gave examples for the Buckley-Leverett flow in a 1D fractured porous media using a model similar to de Swaan's. These authors reported good agreement with experimental data using an empirical transfer term between the fracture and the matrix. Kazemi et al., however, changed the oil viscosity from 4.6 to 0.25 cp to match the laboratory data. The \(\lambda\) parameter of the empirical transfer term was based on the general imbibition recovery data (see Fig. 1 of Ref. 4).

The basic idea behind the transfer term in the literature is the use of counter-current imbibition data for a single matrix block. Pooladi-Darvish and Firoozabadi\(^5,6\) have shown that counter-current imbibition may not
describe recovery from a matrix block when the water level advances in the fracture. The source term in the flow equations in the Buckley-Leverett expression for a dual-porosity model is in fact based on a moving fracture water level with saturation change (we will discuss the equations shortly). The moving water level may imply that co-current imbibition should also be considered.

The major goal of this study is to model water injection in water-wet fractured porous media considering both co-current and counter-current imbibition in the Buckley-Leverett flow. The model will be used to analyze the laboratory data. (A large portion of some fractured reservoirs in the North Sea are strongly water-wet and, therefore, water injection in water-wet fractured media is of practical interest.)

In this work, we first report experimental data on water injection in matrix blocks. Two types of rock were used in the experiments: 1) Berea sandstone, and 2) Austin chalk. In the second part, we present mathematical formulation for flow in fractured porous media; water imbibition in a single matrix block for various injection rates is also examined. Using the transfer term from a single block, water imbibition in an aggregate of several matrix blocks is then predicted.

**Experimental Results**

An extensive set of data on water injection in Berea sandstone and Kansas outcrop chalk for a aggregate of matrix blocks is presented in Ref. 5. The rock assemblies used in those experiments are shown in Figs. 1a, 1b and 1c. In addition to the stacked block experiments, Ref. 5 also provides experimental data on imbibition performance of a single matrix block of the Kansas outcrop chalk shown in the right side of Fig. 1a. In this work, we have performed water injection experiments on 1) a single Berea slab (see Fig. 1b, the right side), 2) a single Berea block (see Fig. 1c, the right side), and 3) a stack of Austin chalk blocks (see Fig. 1d). The experimental setup is similar to the one used by Pooladi-Darvish and Firoozabadi. The purpose of water injection tests in a single slab or a block is to further improve the understanding of co-current and counter-current imbibition. For the tight Austin chalk of about 0.01 md permeability, the goal is to find out if any oil can be recovered from a very tight rock.

In all the experiments, 1% brine was used as the injection water, and the porous media was saturated with normal decane (Austin chalk was saturated with normal hexane), and the water was injected from the bottom. We did not establish initial water saturation in our experiments. The effect of the initial water saturation ($S_{wi}$) is, in general, as increase in the imbibition rate for a water-wet porous medium at early time, followed by a decrease in recovery at late stages. Extensive set of tests show that the variation of initial water saturation in the range of 0 to 40 percent does not have a significant effect on the imbibition performance of strongly water-wet Berea (The results will be published later). Viskum et al., also report a small variation in the oil recovery with change in initial water saturation for Berea. For chalk, these authors report an overall tendency for imbibition rate to first increase with increase in $S_{wi}$ and then decrease slightly with increase in $S_{wi}$ of about 34 percent. In view of the fact that in some of the water-wet fractured reservoirs with a tight rock matrix, the initial water saturation is low, around 5 to 10 percent, we have conducted all of our experiments without initial water saturation. In the following, we present the results.

**Berea sandstone.** Two tests were conducted using the single Berea slab (dimensions are given in Fig. 1b): 1) an immersion test, and 2) an injection test at a rate of 2.7 PV/day. The porosity of the matrix was 22%, and the matrix PV was 684 cm$^3$. The average vertical and horizontal permeabilities for the slab were 630 and 730 md, respectively. These values are based on minipermeability measurements. In the setup used for the single matrix slab, the fracture aperture surrounding the slab was 4.7 mm, and the corresponding fracture PV was
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Two tests were also conducted using the single Berea block (dimensions shown in Fig. 1c): 1) an immersion test, and 2) an injection test at a rate of 0.75 PV/day. The porosity of the matrix rock was 22\%, and the matrix PV was 2860 cm$^3$. The average permeability for the block was 650 md. In the setup used for the single matrix block, the fracture aperture surrounding the slab was 130 \( \mu \)m and corresponding fracture PV was 46 cm$^3$. Fig. 3 shows the oil recovery (i.e., normal decane recovery) in terms of PV of the matrix vs. time. For all four tests, we performed duplicate runs with excellent reproducibility. Unique features of the immersion and injection tests are: 1) the residual oil saturation is higher for the immersion tests (i.e., counter-current imbibition), and 2) unlike the results from the Kansas chalk (see Ref. 5), the rate of imbibition is slower for water injection tests than for that of the immersion tests. The rate is related to the surface area of the flooded matrix, and in the immersion test, the whole block is flooded instantaneously. The imbibition in the immersion test is only due to counter-current while in the injection test both co-current and counter-current contribute to imbibition. Residual oil saturations for the immersion tests were higher than that from the injection tests. Ref. 5 also reports higher residual oil saturation for the immersion test for the Kansas chalk.

**Austin chalk.** The setup used to perform water injection on the Austin chalk is shown in Fig. 1d. Three water injection tests were carried out on the assembly of six cylindrical cores. The length, permeability, porosity, and PV of the cores are shown in Table 1. The diameter of each core was 8.54 cm. The total PV of the matrix was around 287 cm$^3$. The space between the core and the coreholder provided the vertical fracture. Special design allowed a hydraulic aperture of 38 \( \mu \)m. The fracture PV around the matrix was estimated as 4 cm$^3$, and the effective permeability of the combined matrix/fracture system was measured as 150 md using liquid \( nC_8 \). Water injection recoveries are presented in Fig. 4. In the first two tests, the cores were saturated with \( nC_8 \) and then water was injected. In the third test, about 1 weight percent of a 35 API crude was added to \( nC_8 \) and the cores were saturated with the mixture. When a small amount of a crude is diluted into normal alkanes such as \( nC_8 \) and \( nC_{12} \), the waterflood performance may become essentially the same as that of the original reservoir crude (see Ref. 9). In all three tests, the imbibition rate was so slow that water injection was stopped several times in order to allow water imbibition into the tight matrix blocks. The injection rates of 0.17 and 0.25 PV/day for the three test are close; therefore, the effect of rate on recovery performance cannot be studied. Fig. 4 shows that water injection in the tight Austin chalk results in 19-23\% recovery.

**Model Formulation**

In the following, we will present expressions for water displacement in fractured porous media using the Buckley-Leverett flow. Similar expressions have been derived by Chen and Liu$^3$.

**Modified Buckley-Leverett Model (BLM).** We consider one-dimensional flow with the vertical upward direction $z$. Darcy's law for water and oil phases in the fracture medium is:

$$ u_w = -\frac{k^w k_{rw}}{\mu_w} \left( \frac{\partial p}{\partial z} + \rho_w g \right) \quad \text{(1)} $$

$$ u_o = -\frac{k^o k_{ro}}{\mu_o} \left( \frac{\partial p}{\partial z} + \rho_o g \right) \quad \text{(2)} $$

where $u_w$ is the velocity of water phase, $\rho_w$ is water density, $\mu_w$ is water viscosity, $k_{rw}$ is water relative permeability in the fracture, $u_o$ is the velocity of oil phase, $\rho_o$ is oil density, $\mu_o$ is oil viscosity, $k_{ro}$ is oil relative
permeability in the fracture, \( p \) is the pressure in the fracture medium, and \( g \) is the acceleration of gravity. Note that the fracture capillary pressure is assumed zero.

Continuity equation for water phase is:

\[
\frac{\partial u_w}{\partial z} + q_w = -\phi_e \frac{\partial S_w^f}{\partial t} \tag{3}
\]

where \( q_w \) is the transfer term representing the fluid exchange rate per unit matrix pore volume, and \( \phi_e \) is the effective fracture porosity. The effective fracture porosity is defined as the fracture volume divided by the bulk volume of the total matrix and fracture.

The fluids are assumed incompressible, therefore:

\[
u_w + u_w = i_n(t) \tag{4}
\]

where \( i_n(t) = i(t)/A \) is the injection rate \( i(t) \) normalized by the cross-sectional area \( A \) of the matrix and fracture media.

Combining Eqs. 1 to 4, one obtains:

\[
[i_n(t)f'(S_w^f) - (\rho_w - \rho_o)gF'(S_w^f)] \frac{\partial S_w^f}{\partial z} + \phi_e \frac{\partial S_w^f}{\partial t} + q_w = 0 \tag{5}
\]

where

\[
F(S_w^f) = f(S_w^f)k_f \frac{k_{ro}}{\mu_o} \tag{6}
\]

and

\[
f(S_w^f) = \frac{1}{1 + \frac{\mu_w k_f}{\mu_o k_{ro}}} \tag{7}
\]

In Eq. 5, the symbol \( f' \) represents derivative with respect to \( S_w^f \).

Next we discuss how to obtain the transfer term \( q_w \). Aronofsky et al.\(^{10}\) have shown that the cumulative production per unit pore volume of the matrix block for counter-current imbibition can be expressed by

\[
W_p(t) = N_{pa} \left(1 - e^{-t/\lambda}\right),
\]

where \( N_{pa} \) is the ultimate cumulative production per unit pore volume, and \( \lambda \) is an imbibition parameter. In general, prior to the time that a block is immersed in water, the oil recovery is a result of both co-current and counter-current imbibition\(^6\). After a block is completely immersed in water, counter-current imbibition is the only imbibition process. We may, therefore, need to modify the expression for the cumulative imbibition to

\[
W_p(t) = N_{pa} - R_1 e^{-\lambda_1 t} - R_2 e^{-\lambda_2 t} \quad (i.e., \ N_{pa} = R_1 + R_2).
\]

The first exponential term may represent co-current imbibition and the second one can account for counter-current imbibition. This expression with three empirical parameters also provides a better representation of the counter-current imbibition and is similar to that of Civan\(^{11}\) except for the coefficients of the exponential terms. (In the work of Civan, the coefficients of the exponential terms are related to \( \lambda_1 \) and \( \lambda_2 \).) The transfer rate is given by

\[
q_w = \frac{dW_p}{dt},
\]

when the water saturation is kept at \( S_w^f = 1 \). However, with a constant saturation less than unity, \( q_w \) is assumed to be \( (S_w^f)^m \frac{dW_p}{dt} \). In previous models\(^{2,4}\), it has been assumed that the transfer term is proportional to the fracture saturation \( (i.e., m=1) \); the reasoning is that for a partially saturated gridblock only the portion that water has invaded can only contribute to imbibition \( (i.e., \) counter-current
imbibition). As we will see later, the oil production from a matrix block can be from co-current imbibition; there is no need for water to be in contact with oil in the matrix for oil production from the block. We performed various sensitivity calculations by assigning different values to \( m \) in the range of 0 to 1. These calculations revealed that \( m = 0.5 \) may appropriately describe the transfer term. This particular choice of \( m \) will be discussed shortly. Let us write the expression for the transfer term \( q_w(z, t) \) for the variable fracture saturation using Duhamel's principle:

\[
q_w(z, t) = [S_w(z, t_o)]^m R_1 \lambda_1 e^{-\lambda_1 (t-t_o)} + ([S_w(z, t_1)]^m - [S_w(z, t_o)]^m) R_1 \lambda_2 e^{-\lambda_2 (t-t_1)} + \ldots
\]

\[
+ ([S_w(z, t_{n-1})]^m - [S_w(z, t_o)]^m) R_1 \lambda_1 e^{-\lambda_1 (t-t_{n-1})} +
\]

\[
[S_w(z, t_o)]^m R_2 \lambda_2 e^{-\lambda_2 (t-t_0)} + ([S_w(z, t_1)]^m - [S_w(z, t_o)]^m) R_2 \lambda_2 e^{-\lambda_2 (t-t_1)} + \ldots
\]

\[
+ ([S_w(z, t_{n-1})]^m - [S_w(z, t_o)]^m) R_2 \lambda_2 e^{-\lambda_2 (t-t_{n-1})}
\]

(8)

In the above and subsequent equations, the superscript \( j \) is dropped for the sake of brevity. The time period from \( t_o \) to \( t_n \) is divided into \( n \) parts. Letting \( n \rightarrow \infty \) and using the definition of an integral and integrating by parts, one obtains:

\[
q_w = R_1 \lambda_1 ([S_w(z, t)]^m - \lambda_1 \int_0^t [S_w(z, \tau)]^m \cdot e^{-\lambda_1 (t-\tau)} d\tau) +
\]

\[
R_2 \lambda_2 ([S_w(z, t)]^m - \lambda_2 \int_0^t [S_w(z, \tau)]^m \cdot e^{-\lambda_2 (t-\tau)} d\tau)
\]

(9)

The substitution of Eq. (9) into Eq. (5) completes the problem formulation. Eq. (5) is a quasi-linear hyperbolic equation with a source function given by Eq. (9). It can be solved using the method of characteristics. The system of characteristic equations are:

\[
\left\{ \begin{array}{l}
dz \over dt|_{s_w} = [i_n(t) f_w'(S_w) - (\rho_w - \rho_o) g F'(S_w)] \phi_e \\
\frac{dS_w}{dt} = - \frac{q_w}{\phi_e}
\end{array} \right. 
\]

(10)

The boundary and initial conditions are:

\[
S_w(t, z = 0) = S_w^o = 1
\]

\[
S_w(t = 0, z) = S_{w_1} = 0 
\]

(11)

Fracture relative permeabilities for water and oil phases are given by:

\[
k_{rw} = k_{ro} S_w^n 
\]

(12)

\[
k_{rw} = k_{ro} (1 - S_w)^n 
\]

(13)

Model Results

In the following, we will use fine-grid simulation to study imbibition in a single block and to obtain matrix relative permeabilities. The fine-grid simulation is also used to study counter-current and co-current...
imbibition. The BLM is then used in order to examine the features of imbibition in a single block and to predict water injection in the multiblock systems. In all fine-grid simulations, we use the Eclipse simulator\textsuperscript{12} with the implicit option.

Kansas outcrop chalk. First we perform fine-grid simulation of water injection in the single block of the Kansas outcrop chalk. The recovery data for the three injection tests (at the injection rates of 0.5, 3.2 and 6.3 PV/day) and the immersion test are provided in Ref. 5. The permeability and porosity of the Kansas outcrop chalk are 2.5 md and 29\%, respectively. Other relevant data are also provided in Ref. 5. We use 51 unequal gridblocks in the vertical direction and 3 gridblocks in x and y directions ($\Delta x = 3 \times 0.0022$, $3 \times 0.08$, $3 \times 0.1667$, $3 \times 0.3333$, $27 \times 1.0$, $3 \times 0.3333$, $3 \times 0.1667$, $3 \times 0.08$, $3 \times 0.0022$ cm, $\Delta y = 9.0$, $0.25$, $0.125$ cm, $\Delta z = 3.0$, $0.137$, $0.037$ cm) to simulate one half of the single block. Finer grids gave essentially the same results. The following expressions are used for the matrix capillary pressure and relative permeabilities:

\begin{align}
P_c(S_w) &= -B \ln(S_w) \quad \text{(14)} \\
k_r^o &= k_r^o S_w^{n_r} \quad \text{(15)} \\
k_ro &= k_ro (1 - S_w)^{n_o} \quad \text{(16)}
\end{align}

The parameter of the matrix capillary pressure $B = 1.76$ atm is estimated from the measured data on the chalk from Ref. 13. The recovery of the single block was matched using $n_w = 4$, $n_o = 2$, $k_r^o = 0.1$ and $k_ro = 1.0$ for all three injection rates. For the immersion test, the recovery was matched using $n_w = 3$, $n_o = 3$, $k_r^o = 0.08$ and $k_ro = 0.8$. The oil relative permeability for counter-current imbibition is less favorable for recovery performance than that for co-current imbibition. The difference in matrix relative permeabilities for counter-current and co-current imbibition has been observed by other authors\textsuperscript{12}. The fracture relative permeabilities are assumed to be proportional to saturation, and the fracture capillary pressure $P_f$ is assumed zero. The intrinsic fracture porosity is assumed to be one. These assumptions continue throughout this study. The empirical transfer function with two exponential terms described earlier was used to match recovery. The match was performed manually using the exponential parameters $R_1$ and $\lambda_1$ for the first part of the recovery curve, and then the tail portion was matched by varying parameter $\lambda_2$ (note that $R_2 = N_{pe} - R_1$). Other procedures such as regression-based methods may also be used. We examined transfer fluxes of individual gridblocks in the $z$ direction using the fine-grid simulation. The transfer fluxes are nearly the same for all the gridblocks. The parameters $R_1$, $R_2$, $\lambda_1$ and $\lambda_2$ in the empirical transfer function are: $R_1 = 0.57$, $R_2 = 0.06$, and $\lambda_2 = 11$ hr which are independent of the injection rate. Only $\lambda_1$ varies with the rate (see Table 2). Note that the immersion test is also described by the two exponents. The parameters $\lambda_1$ and $\lambda_2$ represent the imbibition rate of the matrix blocks. These parameters can be estimated using fine grid-simulation of a single field-size block, and then perform a field study.

\textit{Single Block.} Let us now compare the fine-grid simulation and the BLM results for the single block, and examine the contribution of co-current and counter-current imbibition. In the fine-grid simulation, we use $\lambda_1 = 2.4$ hr for all the tests; this value represents an average. The recovery results (not shown) from the BLM and the fine-grid simulation show good agreement with the experimental data, as expected. The calculated fracture saturation profiles, and water and oil fluxes from the fine-grid simulation are shown in Fig. 5 at an injection rate of 0.5 PV/day. This figure shows that at both 0.1 and 0.3 PV injection, most of the oil is produced by co-current imbibition. In previous studies\textsuperscript{23,4} the transfer term has been assumed to be proportional to the fracture saturation, i.e. $m = 1$ in expressing the transfer flux (see Eq.(9)). Using $m = 1$ in the BLM, the fracture saturation profiles are diffused at the low injection rate of 0.5 PV/day (see Fig. 6a). We
carried out several calculations with different values of \( m \) parameter in the range of 0.1 to 1.0. Using \( m=0.5 \) in the BLM, we obtain fracture saturation profiles shown in Fig. 6b. (Note that in the BLM, the oil flux is not calculated). At the low injection rate (\( W=0.5 \) PV/day), the BLM model provides fluid segregation close to the fine-grid simulation. The water transfer flux also has the same features as in the fine-grid simulation. At the injection rate of 3.2 and 6.3 PV/day (experimental results available in Ref. 5) and using \( m=1 \), the BLM produces an unrealistically high saturation front speed. Using \( m=0.5 \), the position of the saturation front is in good agreement with the fine-grid simulation. The shapes of the fracture saturation profiles and water fluxes are, however, different from that of the fine-grid simulation. (The results at 3.2 and 6.3 PV/day are not shown.)

**Stack of Blocks.** The Buckley-Leverett model and the fine-grid simulation are used to predict the recovery performance of the Kansas chalk multiblock experiments (reported in Ref. 5). The single block transfer functions obtained in the previous section are used to predict the results. Fig. 7 (left panel) presents the predicted recovery performance at different injection rates; the predicted recovery performance from the Buckley-Leverett model is in good agreement with the experimental data and the fine-grid simulation. The computation for the BLM is orders of magnitude faster than the fine-grid simulation. Here parameter \( R_t \) was adjusted to match the predicted ultimate oil recovery with the experiments. In the experiments (see Ref. 5), the ultimate oil recovery varied from 67% to 63% depending on the water injection rate. Fig. 7 (right panel) shows the predicted fracture water-oil contact position vs. PV injected. There is good agreement between the experimental data and the predicted results using the modified Buckley-Leverett model.

**Berea sandstone.** Similar to the Kansas chalk block, we use 51 unequal gridblocks in the vertical direction and 3 gridblocks in each of the horizontal directions (\( \Delta x = 3 \times 0.0133, 3 \times 0.0332, 3 \times 0.133, 3 \times 0.929, 27 \times 1.99, 3 \times 0.929, 3 \times 0.1329, 3 \times 0.0332, 3 \times 0.0133 \) cm, \( \Delta y = 7.0, 0.45, 0.025 \) cm, \( \Delta z = 7.0, 0.45, 0.025 \) cm for the single slab and \( \Delta x = 3 \times 0.0133, 3 \times 0.025, 3 \times 0.1, 3 \times 0.7, 27 \times 1.6, 3 \times 0.7, 3 \times 0.1, 3 \times 0.025, 3 \times 0.0133 \) cm, \( \Delta y = 7.0, 0.45, 0.025 \) cm, \( \Delta z = 2.0, 0.4, 0.045 \) cm for the single block) to simulate one half of the single block and slab. Eqs. 14 to 16 were used to represent the matrix capillary pressure and relative permeabilities. The parameter of the matrix capillary pressure \( B = 0.098 \) atm is estimated from the measured data of Berea from Ref. 14. The recovery of the single slab was matched using \( n_w = 4, n_o = 2, k_{w} = 0.19 \) and \( k_{o} = 0.85 \) both for the immersion and the injection test at a 2.7 PV/day rate (see Figs. 2a and 2b). The simulated recovery of the single block for the injection test was also matched with the experimental data using the above parameters of the relative permeabilities. The immersion test for the Berea single block was matched using \( n_w = 4, n_o = 2, k_{w} = 0.15 \) and \( k_{o} = 0.6 \) (see Fig 3a). Therefore, the difference between the counter-current and co-current imbibition relative permeabilities for Berea is insignificant. The parameters of the transfer function are: \( R_i = 0.47, R_s = 0.08, \lambda_1 = 5.0 \) hr, \( \lambda_2 = 23.0 \) hr for the single slab and \( R_i = 0.53, R_s = 0.08, \lambda_1 = 4.5 \) hr, \( \lambda_2 = 17.0 \) hr for the single block. These values are for the injection tests.

**Single Slab and Block.** The recovery performance data and the calculated results of the single slab and the single block of Berea are shown in Figs. 2b and 3b, respectively. Results from the Buckley-Leverett model and the fine-grid simulation are in good agreement with the experimental data due to the history match.

**Stack of Slabs.** The BLM is used to predict the recovery performance of the Berea multislab system reported in Ref. 5, using the transfer function from the single slab. Fig. 8 (left panel) presents the recovery performance results at two injection rates. The predicted recovery performance from the BLM is in good agreement with the experimental data for the intermediate injection rate of 1.0 PV/day. Fig. 8 (right panel) shows the fracture water-oil contact position at the intermediate (1.0 PV/day) and high (2.3 PV/day)
injection rates. There is good agreement between the calculated results and the experimental data at the injection rate of 1.0 PV/day. At the high injection rate of 2.3 PV/day, the model overestimates breakthrough time and recovery performance; an appropriate $\lambda$ can improve predictions.

Stack of Blocks. We use the transfer function for the single block discussed earlier to predict the imbibition performance of the multiblock system of Ref. 5. Fig. 9 presents the recovery performance at three injection rates. The predicted recovery performance from the BLM shows good agreement with the experimental data for 0.5 and 1.0 PV/day injection rates. Fig. 9 shows (the right panel) the fracture water-oil contact position at three injection rates. There is good agreement between the calculated results and the experimental data at the low (0.5 PV/day) and intermediate (1.0 PV/day) injection rates. Similar to the stack of slabs, the model overestimates breakthrough time and recovery at the high injection rate of 2.3 PV/day.

Discussion and Conclusions

We can now compare water injection performance between the same size stacked blocks of Berea and Kansas outcrop chalk using the BLM. Let us choose the aggregate size corresponding to the setup in Fig. 1b with corresponding porosity, permeability, capillary pressure and relative permeabilities of Berea and Kansas chalk. Fig. 10 shows the recovery vs. the injected PV using the BLM at an injection rate of 2.3 PV/day. The breakthrough recoveries are 22 and 45% for Berea and Kansas chalk, respectively. As Fig. 10 shows, the recovery performance of Kansas outcrop chalk is very efficient. Kansas outcrop chalk is more than 2 orders of magnitude less permeable than Berea. The efficient imbibition in Kansas chalk fractured media makes it an ideal candidate for water injection. The main reason for the high imbibition efficiency in Kansas chalk is the strong capillarity and favorable oil relative permeability. Gravity has a negligible effect. We have simulated the case corresponding to an injection rate of 3.8 PV/day in the stacked block system of Fig. 1a with 1) normal gravity, 2) no gravity, and 3) an exaggerated gravity term with the density difference between the oil and water increased by a factor of 5. There is no difference between the normal and no gravity cases. Recovery performance is slightly better in the exaggerated gravity case but the difference is very small. These results are in agreement with the experimental data for the tilted stacked blocks reported in Ref. 5. There is a substantial difference between co-current and counter-current imbibition performance of Kansas chalk, when co-current imbibition is more efficient. For Berea, the data on the single slab and block shows the converse. However, simulation results of a large Berea matrix block showed that the difference between the immersion and injection processes becomes small as the matrix size increases.

The main conclusions of this study are:
1. The experimental data on Berea reconfirm that the residual oil saturations from the counter-current and co-current imbibition are not the same. The residual oil saturation is higher for counter-current imbibition.
2. Water injection in very tight fractured media of Austin chalk with a permeability of 0.01 md and porosity of 5% may result in about 20% recovery.
3. Water injection in fractured porous media is governed by both co-current and counter-current imbibition. The Buckley-Leverett displacement model can account for both processes. A major element of the BLM for application to water injection in fractured porous media is the exchange term. The multiplication of this term by fracture saturation with a power of 1/2 drastically improves the predictions. The computational time from the BLM is orders of magnitude less than that of the fine-grid simulation.
Nomenclature

\[ A \] = cross-sectional area of the matrix block
\[ f \] = fractional flow
\[ g \] = gravity component
\[ i \] = injection rate
\[ i_e \] = injection rate normalized by \( A \)
\[ k \] = permeability, md
\[ k_r \] = relative permeability
\[ N_{pe} \] = ultimate oil recovery
\[ p \] = pressure
\[ P_c \] = capillary pressure
\[ q_e \] = transfer term
\[ q_o \] = oil production rate
\[ R_e \] = recovery parameter
\[ s \] = saturation
\[ t \] = time, hours
\[ u \] = velocity
\[ W_p \] = cumulative water produced
\[ \zeta \] = coordinate, cm
\[ \lambda \] = imbibition parameter, hour\(^{-1}\)
\[ \mu \] = viscosity, cp
\[ \rho \] = density
\[ \sigma \] = matrix block scaling parameter
\[ \phi \] = porosity

Subscripts
\( e \) = effective
\( m \) = matrix
\( o \) = oil
\( w \) = water
\( r \) = residual

Superscripts
\( f \) = fracture
\( o \) = endpoint value
\( i \) = initial
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### TABLE 1 - AUSTIN CHALK CORE DATA

<table>
<thead>
<tr>
<th>core</th>
<th>( L ) (cm)</th>
<th>( k ) (md)</th>
<th>( \phi ) (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>18.5</td>
<td>0.012</td>
<td>4.8</td>
</tr>
<tr>
<td>2</td>
<td>14.7</td>
<td>0.017</td>
<td>4.7</td>
</tr>
<tr>
<td>3</td>
<td>18.0</td>
<td>0.034</td>
<td>4.8</td>
</tr>
<tr>
<td>4</td>
<td>15.5</td>
<td>0.007</td>
<td>5.3</td>
</tr>
<tr>
<td>5</td>
<td>15.3</td>
<td>0.042</td>
<td>4.7</td>
</tr>
<tr>
<td>6</td>
<td>20.0</td>
<td>0.013</td>
<td>5.0</td>
</tr>
</tbody>
</table>

### TABLE 2 - FLUX PARAMETERS FOR THE KANSAS CHALK SINGLE BLOCK

\[ R_2 = 0.06, \lambda_2^4 = 11.0 \text{ hr} \]

<table>
<thead>
<tr>
<th>( W )</th>
<th>( \lambda_1^4 ) (hr)</th>
<th>( R_2 )</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.50 PV/day</td>
<td>3.7</td>
<td>0.57</td>
</tr>
<tr>
<td>3.2 PV/day</td>
<td>2.0</td>
<td>0.57</td>
</tr>
<tr>
<td>6.3 PV/day</td>
<td>2.0</td>
<td>0.57</td>
</tr>
<tr>
<td>immersion</td>
<td>5.5</td>
<td>0.51</td>
</tr>
</tbody>
</table>
a) Kansas chalk

\[
\begin{align*}
a &= 6.35 \text{ cm} \\
b &= 19.75 \text{ cm} \\
c &= 30.48 \text{ cm}
\end{align*}
\]

b) Berea stack of slabs

\[
\begin{align*}
a &= 3.99 \text{ cm} \\
b &= 14.95 \text{ cm} \\
c &= 45.53 \text{ cm}
\end{align*}
\]

Fig. 1 - Rock assemblies for various experiments.
c) Berea stack of blocks

\[ a = 14.71 \text{ cm} \]
\[ b = 14.71 \text{ cm} \]
\[ c = 29.47 \text{ cm} \]

Fig. 1 - Rock assemblies for various experiments (continued).
Fig. 2 – Recovery performance of the Berea single slab.
Fig. 3 - Recovery performance of Berea single block.
Fig. 4 – Recovery performance of Austin chalk.

Fig. 5 – Fracture water saturation, water and oil fluxes from fine-grid simulation.
Fig. 6 – Fracture water saturation and water flux from BLM.

a) $m=1.0$

b) $m=0.5$

a) $W=0.26$ PV/day
b) $W=0.77$ PV/day

c) $W=1.9$ PV/day

d) $W=3.8$ PV/day

Fig. 7 – Recovery performance of stacked blocks of the Kansas chalk: recovery (left panel), fracture water level (right panel).
Fig. 8 – Recovery performance of stacked slabs of the Berea: recovery (left panel), fracture water level (right panel).
Fig. 9 – Recovery performance of stacked blocks of the Berea: recovery (left panel), fracture water level (right panel).
Fig. 10 – Recovery performance of stacked blocks of the Berea and Kansas chalk ($W=2.3$ PV/day).
Chapter II – Solution-Gas Drive in Heavy-Oil Reservoirs

MEHRAN POOLADI-DARVISH AND ABBAS FIROOZABADI

Summary

Different hypotheses have been made to explain the highly favorable behaviour of some of the heavy oil reservoirs under solution-gas drive. The main reasons however remain unclear. Using experiments in an unconsolidated sand-pack, we examined the solution-gas drive process in a light model oil and a heavy oil. Pressure and volume measurements along with visual observation of the flowing fluid at the in-situ pressure for the heavy oil system revealed that: critical gas saturation was low (5% or less), the gas phase was not made of microbubbles flowing with the oil stream, liquid mobility did not improve upon either nucleation or growth of the gas bubbles, and nonequilibrium effects were not dominant. It seems that the main reason for the desirable performance of such systems is low mobility of the gas phase in the heavy oil.

Introduction

Production from some of the heavy oil reservoirs in Canada and Venezuela has led to unexpectedly high oil rates and recoveries under solution-gas drive. In an early paper, Smith reported this behaviour in the heavy oil reservoirs of the Lloydminster area, Canada. Analysis of the field data showed production rates much in excess of that predicted by the Darcy law. Similarly, Loughead and Saltuklaroglu and Metwally and Solanki reported solution-gas drive oil recoveries as high as 14% and flow rates of one order of magnitude larger than the predictions of the Darcy radial flow. These and other authors reported coproduction of large volumes of sand and the delayed liberation of gas from the wellhead crude samples in open vessels. More recently, similar behaviour was reported in some of the heavy oil reservoirs in Venezuela. Mirabal et al. presented examples of high flow rates under solution-gas drive from one of the heavy oil reservoirs of the Orinoco Belt. In addition to the unexpectedly high production rates, the reservoir pressure was nearly maintained during the 12 years of production history.

The economic advantages of the initial development of many of these reservoirs under solution-gas drive are clear; the high costs involved in the traditional thermal methods are avoided.

To explain the above behaviour, a number of mechanisms have been suggested which can be divided into two main categories; geomechanical effects such as sand dilation and development of wormholes comprise the first category. The second category, which is the subject of the current research, suggests that the special properties of the flowing fluids, the gas and the heavy oil, are the main reasons for high production performance. The effect of many of the pressure maintenance mechanisms, such as an active aquifer and reservoir compaction, have been found small in these reservoirs. Due to production, the pore pressure drops below the bubblepoint pressure to a critical supersaturation pressure, and then gas evolves in the reservoir. If the evolved gas is retained in the reservoir, two-phase compressibility will be high, and the reservoir pressure declines slowly. A number of mechanisms have been proposed to explain the gas holdup in the reservoir.
Kraus, McCaffrey, and Boyd proposed that below bubblepoint, the evolved gas is retained in the porous media until the pressure reduces to a lower pressure called pseudo-bubblepoint pressure. Below the pseudo-bubblepoint pressure, some of the evolved gas forms a continuous gas phase as in the conventional view of solution-gas drive. Claridge and Prats in a similar analysis suggested that all of the evolved gas below the bubblepoint pressure is kept in the form of small bubbles in the porous media and does not form a continuous free gas phase. Formation of a "semi-rigid coating" of asphaltene components at the gas-oil interface was proposed to explain the discontinuity of the gas phase.

In contrast to the above reasoning in relation to the pressure-dependent properties of the oil, Sheng et al. proposed a model for time-dependent physical properties of the fluids. The authors used their proposed model to match the volume behaviour of a live oil sample when its pressure was reduced from 700 psi to 350 psi. Smith and other authors have reported that the volume of the produced crude in the tank at the well site reduces considerably with time. Huerta et al. discussed time-dependent behaviour when they increased the volume of a live oil sample in a cylinder in discrete steps. Following each expansion, it took twenty four hours before the pressure increase became negligible. The time-dependent behaviour under field conditions with time-scales much larger than those pertaining to laboratory experiments has not been fully addressed yet. It seems unlikely, however, that time-dependent properties, with time-scales of the order of a few hours to 24 hours are the primary reasons for the unusual performance of heavy oil reservoirs under solution-gas drive.

Smith suggested that the evolved gas below the bubblepoint pressure forms very tiny bubbles which are carried with the flowing oil phase; these bubbles do not coalesce to form a continuous gas phase. The idea of microbubble generation and flow with the oil through the pore space has been reiterated in a number of other papers on the subject. Maini, Sarma, and George suggested a somewhat different mechanism to explain high gas saturation in the porous media. The authors performed steady state solution-gas drive experiments in a 1-D sandpack; the inlet pressure was kept at the bubblepoint pressure and the outlet pressure was dropped in steps of 48 psi. The authors observed production of gas-oil mixture in the form of foam at the outlet and suggested that a non-aqueous foam is generated inside the porous media, in which the oleic phase is the continuous phase. The foamy behaviour was used to explain the existence of high gas saturation in their experiments. Firoozabadi and Anderson performed solution-gas drive experiments in an 8" long Berea sandstone housed in a transparent coreholder. Presence of an open window at one end of the core permitted visualization of the producing fluid at the flowing pressure. The authors observed appearance and growth of the gas bubbles on the core surface. A discrete flow of gas streams into the window, which was accompanied with large pressure fluctuations, was observed. Based on this observation, they rejected the notion of simultaneous flow of tiny gas bubbles with the oil stream. The gas saturation at which gas flow occurred, i.e., critical gas saturation was 2.5-3% for two tests on an 11-API crude. It was concluded that the critical gas saturation for heavy oil systems may be in the range of light crudes. Upon further expansion, more oil was recovered, until gas saturations as high as 10% were developed in the core. Based on this observation, the authors suggested that gas mobility may remain low in a heavy oil system. Huerta et al. used a heavy-oil saturated sand-pack and performed solution-gas drive experiments at a constant production rate. The authors reported a "mobile gas saturation" of 10%, apparently inferred from the plot of GOR vs. pressure. In a recent study, Bora, Maini, and Chakma reported solution-gas drive experiments in a micro-model. They did not observe simultaneous flow of a large number of microbubbles with the oil stream.

The emphasis of the majority of the above studies is on the gas phase; its behaviour and interaction with the heavy oil are used to explain the high production performance of heavy oil reservoirs under solution-gas drive. In contrast, some other authors have suggested that improved liquid phase mobility may lead to unusual performance of solution-gas drive in heavy oil reservoirs. Claridge and Prats proposed that asphaltene components of the heavy oil separate from the oil and concentrate at the gas-oil interface; the asphaltenes
separation from oil leads to a much lower oil viscosity and enhanced oil mobility. Shen and Batycky\textsuperscript{15} suggested that lubrication effects due to the presence of the nucleated gas at the pore walls enhances oil mobility. They proposed an equation for the effective viscosity of the foamy oil incorporating the lubrication effect, which was used to match the experimental data of Maini et al.\textsuperscript{12} To address the issue of liquid mobility below bubblepoint pressure, Huerta et al.\textsuperscript{11} used a 6 m long slim tube for solution-gas drive under constant production rate; no significant change in pressure drop was observed until the gas saturation approached the critical saturation. Close to the critical gas saturation, pressure drop increased gradually by as much as 40-70\%, indicating no improvement in the oil phase mobility.

The above review indicates that there are many unresolved issues concerning the dominant mechanisms in heavy oil reservoirs under solution-gas drive. Specifically, there are different opinions on critical gas saturation, existence of microbubbles, and liquid-phase mobility improvement. In this work, we measure the critical gas saturation in an unconsolidated sandpack saturated with a light model oil and a heavy crude. We define the critical gas saturation as the minimum gas saturation at which gas flow can be sustained, which differs from the definition by Maini et al.\textsuperscript{12} based on continuity of the gas phase. We also study gas evolution in a heavy oil-saturated unconsolidated sand and examine the nature of the flowing fluids as they flow into a visual window at the outlet of the sandpack. Another objective of this work is to study the liquid phase mobility below the bubblepoint pressure.

### Experimental

Figure 1 shows the schematic diagram of the experimental setup. The main component is the visual coreholder. An ISCO pump is used for saturating the porous medium and producing the oil during the depletion. Other components are a high pressure cylinder used for preparation of the live oil, pressure and temperature sensors, and a video camera for detecting the onset of gas flow. All of the above components are housed in an air bath which is controlled within 0.1 F of the experimental temperature of 75 F. Acquisition of the pressure data, and control of the temperature of the bath is performed by a PC, and the video image is stored using a recorder.

The body of the coreholder is made of an acrylic tube with a wall thickness of 12 mm. The top components of the coreholder were especially designed to provide the seal while exerting pressure on the sandpack. This would ensure that the seal displaces the space from the compaction of the sand during different stages of the experiment. The top components are two stainless steel disks with a 12-mm thick rubber sandwiched between them (see the exert in Figure 1). The lower disk which sits on the sand has a stainless steel screen to avoid sand flow, and a set of grooves to facilitate production of the fluids. A 6-mm OD stainless steel tubing, welded to the lower disk, passes through the rubber and the upper disks and ends in a window made inside an acrylic rod. The fluid produced from the sandpack enters the window and flows out through a 3-mm hole drilled through the acrylic rod. The window is graduated to measure the gas volume. Connections between the coreholder, the pressure transducers and the pump are made of 3-mm OD stainless steel tubing. The total dead volume at the top of the ISCO pump, in the tubings, and transducers is about 16 cm\textsuperscript{3}.

**Rock and Fluid Data:** Clean Ottawa sand with a grain size of 212 - 355 \textmu m comprised the porous medium. The top of the sandpack was covered with 6-mm layer of coarse sand grains (600 - 800 \textmu m). The openings of the screen at the top of the sand were 425 \textmu m. This configuration was used to avoid sand flow through the screen, and to prevent gas holdup below the stainless steel screen. The sandpack was prepared by pouring small batches of clean sand into the coreholder and pounding on it. The thin layer of the coarse sand was then added to the top of the pack and the components were assembled. By tightening the screws at the outlet.
cap, a uniaxial pressure was exerted on the sand column. The pressure caused expansion in the rubber disk to provide the seal. Some of the relevant data are provided in Table 1.

Methane was used as the gas phase in all of the experiments. Normal decane and an 11-API crude were used for the light model oil and heavy oil runs, respectively. Table 2 gives some of the physical properties of the fluids. A small amount of water was present in the heavy crude. The GOR for the light and heavy oils was 13 and 6.5 vol/vol, respectively.

Test Procedure: The live oil was prepared in a high pressure cylinder by mixing the gas and the dead oil. For the preparation of the heavy oil, heating at 120 °F and mixing was applied for many days. The GOR of the live oil was used as a measure of uniformity of the fluid in the cylinder. The coreholder, which was assembled on a frame that could rotate 180 degrees, was put under vacuum. The syringe pump was then filled with the dead oil, and the entire system was saturated. The remaining oil in the pump was removed and the pump was filled with the live oil at a pressure twice of the bubblepoint pressure. The dead oil in the lines and in the core were then displaced with at least 1.5 PV of live oil. This took about five hours for the light oil and about three days for the heavy oil. The lowest pressure in the system was at least 30% above the bubblepoint pressure. The system was allowed to stabilize for at least one day before the depletion test was initiated.

Depletion started by operating the pump at a constant rate of withdrawal. The pressure decreased to below the bubblepoint pressure; at the critical supersaturation pressure gas evolved in the porous media. The onset of gas-bubble nucleation was evidenced from the pressure behaviour as will be discussed later. Expansion of the gas bubbles were observed on the surface of the sandpack. Pressure data, total production and gas production data were recorded. The gas production was read from the graduations of the window at the top of the coreholder. After the window was filled, the additional volume of the gas which had entered the pump was estimated by measuring the compressibility of the fluid mixture in the pump. It took only a few minutes to isolate the core from the pump and measure the compressibility and return the system to the conditions prior to isolation.

With the completion of one experiment, the extra gas in the pump was released, the coreholder was rotated 180 degrees and oil from the pump was injected into the core. The gas in the window, now at the bottom, was displaced into the core and was dissolved in the oil. When the single phase fluid was established in the core, the pump was filled with fresh live oil and the fluid in the core was displaced again with at least 1.5 PV of the live oil.

Results

Two light model oil runs were performed using a C1/C10 mixture in which the mole fraction of C10 was 0.905. These tests were performed under similar conditions as duplicate runs. The coreholder was in the vertical position with the window at the top. We also performed three heavy oil runs. In two of the runs, the coreholder was in the vertical position with the window at the top. The third experiment was run in a horizontal position. In the following, the results of one of the light model oil experiments, and the horizontal heavy oil run are discussed in detail, and the differences from the other runs are pointed out.

Light-Model Oil Experiments: Figures 2 and 3 show pressure vs. expansion for the light model oil run. The pressure is from the readings of the bottom transducer. Expansion was started from an initial pressure of 302 psig. The rate of expansion was 0.432 cm³/day, corresponding to 1% of PV every 6.25 days. The rate of pressure drop in the single phase liquid was about 48 psi/day. Due to the low viscosity of the oil, the
differential pressure transducer did not detect a pressure difference. The resolution of the differential pressure transducer was about 0.02 psi and that of the main transducers about 0.5 psi. Upon expansion, the liquid pressure decreased to a value of 272 psig at 0.28 cm³ expansion, when the pressure trend reversed. The pressure increased to a maximum of 280 psig in about 10 hours. At this time, the pressure started to decrease at a much lower rate compared to the single phase region. The critical supersaturation pressures of the two runs were 2-3 psi apart.

During the course of the experiment, the rate of withdrawal was increased at two different times. The data with other relevant information are given in Table 3. Every time the rate of expansion increased, the P-V curve became steeper, indicating an increase of 1 to 2 psi in supersaturation. This is estimated by comparing the extrapolation of the pressure curve, for a few hours after the rate increase, with the actual pressure data. Despite this temporary increase in supersaturation, the steepness of the P-V curve has a reducing trend from the beginning to the end, suggesting a reduction in supersaturation.

Gas evolution in the pack and recovery performance: At a gas saturation of 0.1% (0.5 cm³ expansion), two small bubbles were observed in the lower half of the core. Each bubble covered a few grains. The number and the size of the bubbles increased during the 10 days of depletion. For example, at 1.67 and 5.7 cm³ expansion (gas saturation of 0.6 and 1.6%), 7 and 16 bubbles were visible on the core surface, respectively. Some of these bubbles may have been connected from within. By the end of the experiment 20 gas bubbles could be observed, when some of them had grown to about 3 cm in height.

At a gas saturation of 1.5%, 50 small bubbles flowed within 2 minutes into the window and occupied a volume of about 0.5 cm³. The saturation at which gas flow occurred is considered as the critical gas saturation. At this stage, gas flow into the window continued at a frequency of 2 to 4 times per day. Hence the critical gas saturation was 1.5%. The critical gas saturation of the duplicate run was 1.3%. Figure 4 shows the increase of gas saturation in the core. With further expansion gas saturation increased to a maximum of 2.9%, when gas was the only producing fluid for three days. The maximum gas saturation for the duplicate run was 2.6%. To obtain the gas volume in the core, the gas volume in the window and pump was subtracted from the total expansion beyond bubblepoint pressure. Errors due to the expansion of the coreholder, and the effect of hydrostatic pressure are insignificant. Since the changes in formation volume factor are negligible, the gas saturation in the core is equal to oil recovery.

Although not identical, the data of the two runs and the observed behaviour are close enough to provide a basis for comparison between the light oil and heavy oil experiments, which is discussed next.

Heavy Oil Experiments: The heavy oil runs were performed at a constant expansion rate of 0.984 cm³/day, corresponding to 1% of PV every 2.5 days. The rate of pressure drop in the single liquid phase was 130 psi/day. Figures 5 and 6 show the variation of pressure vs. volume expansion for the horizontal run. In addition to the pressure, the pressure drop across the core is also shown. At the onset, the pressure differential increased from zero to about 0.1 psi. The pressure data clearly show that the transient effects due to initiation of flow die out in a short time, and a constant differential pressure of about 0.1 psi is registered.

Critical supersaturation pressure was detected at an expansion of 1.0 cm³ and 305 psig pressure. Subsequently, the pressure increased to 343 psig. Figure 5 shows that upon evolution of the gas phase in the porous media, the differential pressure increased slightly, and then stayed constant. In none of the runs did we observe a liquid mobility enhancement suggested in the literature by some authors. 
After formation of gas in the porous media, inferred from the pressure rise, a few gas bubbles were observed on the surface of the sandpack. The size and the number of the bubbles increased with time. For example, for one of the vertical runs, at 1.9, 2.9, 3.6, and 10.6 cm³ expansion, 1, 2, 6, and 40 to 50 bubbles were visible on the core surface, respectively. Generally, the bubble density for the heavy oil runs was larger than that of the light oil runs. Later in the experiment, some of the gas bubbles close to the outlet had grown in length and had many branches.

At a gas saturation of about 3.5% (9 cm³ expansion), some pressure fluctuations were observed in the readings of the differential pressure transducer (see Figure 6). While in the two vertical runs, the pressure fluctuations corresponded to the detection of the gas in the window, the gas phase was not detectable in the window until a saturation of 4.8% was established in the core. At that time, the volume of the gas in the window was estimated 0.5 cm³. Critical gas saturation of 4.8% is more in line with those obtained from the two vertical runs. The critical gas saturation of the two vertical runs were 4.8 and 5%.

The observations pointed out above, can be used to reject the argument of simultaneous flow of gas in the form of microbubbles with the oil through the pore space. Our observations are; an enlargement of gas bubbles in the form of patches which cover many grains on the surface of sandpack, and an accumulation of gas in the window only after gas saturation in the core had build up to 4.8 to 5%.

Another point is that the pressure drop across the core at the critical gas saturation is more than the single phase pressure drop. The data for the three runs suggest that the end-point oil relative permeability under solution-gas drive is around 0.6 to 0.8.

Upon further expansion, the gas volume increased in the window. Figure 7 shows the variation of the gas saturation in the sandpack vs. expansion. Gas saturation increased to a maximum of 6.6% at expansion of 30 cm³. In this interval the readings of the differential pressure transducer are dominated by oscillations. Figure 8 shows the detail of the pressure fluctuations during one day of expansion. The readings decrease to a value between 0.0 and 0.10, before returning to 0.15 to 0.25 psi every one and half hours or so. The oscillations are believed to relate to the intervals of gas flow, when very small pressure drops are sufficient. Later in the experiment, the frequency of the fluctuations increased to as many as 3 to 5 cycles per hour during some intervals. The frequency of the pressure oscillations in the vertical runs was much smaller, and they were of a larger magnitude.

At the end of the experiment, the pump was stopped, and the core was isolated from the pump. The readings of the differential pressure transducer reduced from 0.1 psi to zero within about 10 minutes. In the next twenty hours, no increase was detectable in the readings of the main transducers. This indicates that by the end of experiment, the initial supersaturation had nearly vanished. In other words, in the course of one month of the experiment, with an average two-phase rate of pressure drop of 4.5 psi/day, the time-dependent behaviour had ceased. It is expected that under field conditions, with lower rates of pressure drop, the importance of nonequilibrium effects would be even smaller.

In the above experiment, some segregation on the core surface was noticed. However, this was not of importance as the results of the other two vertical experiments were nearly the same; a maximum gas saturation of 6.5 - 7% at the end of the experiment and no detectable supersaturation at 30 cm³ expansion.
Discussion

Let us assume that we were to simulate our experiments, and were to use the same relative permeability curves and capillary pressure function (accounting for the effect of surface tension) for the heavy oil and light model oil systems. During the single phase flow period, the oil phase pressure gradient in the heavy oil experiments is four to five orders of magnitude larger than that in the light oil experiments (based on the flow rates and viscosities). If the liquid phase pressure gradient were to translate to gas phase pressure gradient using capillary pressure function, as it does in the conventional formulation of multi-phase flow, the ratio of the gas flow rate to the liquid flow rate in the heavy oil runs had to be roughly four to five orders of magnitude larger than that of the light oil experiments. The experimental observation are in clear contradiction to what the above numerical simulator would have predicted.

One flaw in the above scenario and usage of the relative permeability concept is that, at low gas saturations, the gas phase is not continuous. The experimental observations indicate that gas flow is intermittent, and during the intervals of gas flow, pressure drop across the core decreases drastically. One way to force the simulator to predict more realistic results is to reduce the gas mobility. In fact, the gas phase, when discontinuous, has a lower mobility. This behaviour is commonly seen in foam flow, where the mobility of the gas phase, which is discontinuous because of the liquid lamella, is much lower than the mobility of continuous gas phase. The mobility of the gas phase in the foam is a direct function of number of lamella per unit volume.\(^7\)

To obtain a tangible picture of the effect of the number of lamella on gas mobility, and to examine the effect of viscosity on the low mobility of gas in the heavy oil systems, tests similar to those reported by Sheng et al.\(^8\), were performed. A silicone oil of viscosity of 30,000 cp was saturated with methane at a GOR of 6.5. Using a needle valve, about 42 g of the live oil was expanded into a graduated cylinder at atmospheric pressure. The same experiment was repeated for the heavy oil. In the silicone oil test, gas bubbles formed and coalesced very quickly, creating larger and larger bubbles which floated to the surface and broke away. Within 30 minutes virtually all of the gas had escaped the silicone oil. The behaviour of heavy oil was different. It took about two orders of magnitude longer, 50 hours, for the volume of the oleic phase (oil and the dispersed gas phase) to decrease to its final value. Figure 9 shows the apparent volume of the oleic phase for the silicone oil and the heavy oil.

Close observation of the surface of the graduated cylinder indicated that in the case of the heavy oil, the gas bubbles were very small (smaller than 1 mm), and the rate of coalescence (if any) was much smaller than the silicone oil. Gas mobility in the graduated cylinder is mainly governed by the liquid viscosity and the bubble size, and is a balance between the buoyancy and the drag forces (Stoke's law). Using this criterion, the limiting velocity of 100 \(\mu\)m and 1 mm gas bubbles in a 30,000 cp liquid is 1.6 cm/day and 6.5 cm/hr, respectively.

These simple experiments showed that the gas bubbles in the heavy oil sample remained smaller, and their mobility was much lower than that in the silicone oil.

The presence of surface active material and high viscosity of the liquid are often suggested as reasons for stability of gas bubbles in heavy oil systems. The above experiments showed that, at least in the graduated cylinder, the high viscosity of the silicone oil was not enough for stability of the liquid lamella. It should be noted, that the forces acting in porous media are not limited to drag and buoyancy, and the effect of geometry-capillarity may alter the governing mechanism. Results of these experiments should be used mainly for designing more realistic experiments, similar to those presented in this paper.
Conclusions

1. In our experiments in a sandpack, many of the previously proposed mechanisms for describing cold production of heavy oil were examined and were found absent. It was found that:
   - Critical gas saturation was low (5% or less)
   - Oil phase mobility was not improved upon formation of the gas phase in porous media
   - Gas flow was not in the form of simultaneous flow of gas microbubbles; it flowed intermittently
   - Within 30 days of the experiment, time-dependent, i.e. nonequilibrium effects had nearly vanished

1. Gas mobility in the heavy oil system may remain low. This could be explained by the presence of a large number of liquid lamella per unit volume.

2. Assuming that the heavy oil viscosity did not change upon liberation of the gas phase in the porous media, oil relative permeability at critical gas saturation (end-point oil relative permeability) was in the range of 0.6 to 0.8.
### Table 1. Sandpack and coreholder data

<table>
<thead>
<tr>
<th></th>
<th>Light oil run</th>
<th>Heavy oil run</th>
</tr>
</thead>
<tbody>
<tr>
<td>Porosity, %</td>
<td>36</td>
<td>36</td>
</tr>
<tr>
<td>Diameter, cm</td>
<td>6.36</td>
<td>6.35</td>
</tr>
<tr>
<td>Height, cm</td>
<td>23.5</td>
<td>21.5</td>
</tr>
<tr>
<td>Pore Volume, cm³</td>
<td>270</td>
<td>245</td>
</tr>
<tr>
<td>Volume of the window, cm³</td>
<td>3.9</td>
<td>8.2</td>
</tr>
</tbody>
</table>

### Table 2. Fluid data

<table>
<thead>
<tr>
<th></th>
<th>Light model oil</th>
<th>Heavy oil</th>
</tr>
</thead>
<tbody>
<tr>
<td>Density at 75 F, g/cm³</td>
<td>0.724</td>
<td>0.985₄¹⁶</td>
</tr>
<tr>
<td>Molecular Weight</td>
<td>142</td>
<td>455 - 468₄¹⁶</td>
</tr>
<tr>
<td>Viscosity at 75 F, cp</td>
<td>0.9</td>
<td>560₀₀₁⁶</td>
</tr>
<tr>
<td>GOR, vol/vol</td>
<td>13</td>
<td>6.5</td>
</tr>
</tbody>
</table>

### Table 3. Data of the light and heavy oil experiments

<table>
<thead>
<tr>
<th></th>
<th>Light model oil runs</th>
<th>Heavy oil runs</th>
</tr>
</thead>
<tbody>
<tr>
<td>Initial rate of expansion, cm³/hr</td>
<td>0.018</td>
<td>0.041</td>
</tr>
<tr>
<td>Second rate of withdrawal, cm³/hr</td>
<td>0.054 (at 0.58 cm³)</td>
<td></td>
</tr>
<tr>
<td>Third rate of withdrawal, cm³/hr</td>
<td>0.108 (at 3.22 cm³)</td>
<td></td>
</tr>
<tr>
<td>Rate of pressure drop in the single liquid phase, psi/day</td>
<td>50</td>
<td>130</td>
</tr>
<tr>
<td>Critical gas saturation, %</td>
<td>1.3 - 1.5</td>
<td>4.8 - 5</td>
</tr>
</tbody>
</table>
References


Figure 1. Schematic diagram of the setup

Figure 2. Pressure vs. volume expansion for the light model oil run
Figure 3. Pressure vs. volume expansion for the light model oil run

Figure 4. Gas saturation in the sand pack for the light model oil run
Figure 5. Pressure vs. volume expansion for the heavy oil run.

Figure 6. Pressure vs. volume expansion for the heavy oil run.
Figure 7. Gas saturation in the sand pack for the heavy oil run

Figure 8. Pressure drop vs. volume expansion for the heavy oil run
Figure 9. Volume change of the Silicone and heavy oils vs. time
Chapter III – Intermediate Gas-Wetting and Its Significance for Gas Condensate Reservoir

Part I – Phenomenological Modeling of Critical Condensate Saturation and Relative Permeabilities in Gas Condensate Systems

Kewen Li and Abbas Firoozabadi

Summary

The effects of gravity, viscous forces, interfacial tension, and wettability on the critical condensate saturation and relative permeability of gas condensate systems are studied using a phenomenological simple network model. The results from the simple model show that wettability significantly affects both critical condensate saturation and gas phase relative permeability. Gas phase relative permeability at some saturations may increase ten times as contact angle is altered from 0° (strongly liquid-wet) to 85° (intermediately gas-wet). The results suggest that gas well deliverability in condensate reservoirs can be enhanced by wettability alteration near the wellbore.

Introduction

Much attention has been paid to the study of in-situ liquid formation and fluid flow mechanisms in gas condensate systems in recent years. When gas condensate reservoirs are developed by pressure depletion, gas well deliverability is affected by the amount and the distribution of the condensate formed around the wellbore. The understanding of the parameters that affect the distribution and the amount of condensate saturation ($S_w$) in the wellbore and the effect of these parameters on gas and liquid flow are important towards the development of the methods for increased gas deliverability.

There are numerous field examples of gas condensate reservoirs that experience a sharp drop in gas well deliverability at high pressures due to the condensation near the wellbore. There are examples that the condensate may even kill gas production. The sharp reduction in gas deliverability may be due to the shape of gas phase relative permeability ($k_r$); the mechanisms of gas productivity impairment are not yet clear. Two main parameters affect condensate recovery and gas well deliverability. These two parameters are: 1) critical condensate saturation ($S_w^c$), and 2) gas phase relative permeability.

Various authors have measured $S_w^c$ and a wide range of observations are reported. The measured values of $S_w^c$ are generally in the range of 10 to 50%. Gravier et al. (1986) measured $S_w^c$ in carbonate low permeability cores with wettability in the range of 0.5 to 40 md and interfacial tension ($\sigma$) variations from 0.5 to 1.5 dynes/cm. $S_w^c$ varied from 24.5 to 50.5% with an average of 35.0%. These measurements were conducted in the presence of connate water. Morel et al. (1992) reported a critical condensate saturation of less than 1% for $\sigma = 0.05$ dynes/cm and connate water saturation of 20%. The critical condensate saturation was
measured in a vertical dolomite core. The measured $S_a$ is apparently related to various effects including gravity and interfacial tension.

Some authors have accounted for the effect of gravity by conducting flow experiments both in horizontal and vertical directions. Danesh et al.\textsuperscript{10} (1991) studied the effect of gravity on $S_a$ in water-wet micromodels and sandstone cores. They found that $S_a$ in a vertical core was lower than that in a horizontal core; their tests showed that gravity reduced the critical condensate saturation. These authors also examined the dependence of critical condensate saturation on $\sigma$. As expected, $S_a$ increases with an increase in $\sigma$. Ali et al.\textsuperscript{11} (1993) observed an improved condensate recovery of 17.2% in a vertical gas injection compared with that in a horizontal injection. Their experiments were conducted with a high interfacial tension for gas condensates ($\sigma = 0.92$ dynes/cm). Sandstone cores and a synthetic six-component fluid were used by these authors. When $\sigma$ was decreased to 0.04 dynes/cm, condensate recovery improved to 27.5% with vertical injection. Henderson et al.\textsuperscript{12} (1993) also reported a significant reduction of the critical condensate saturation in long vertical core samples in comparison to those in horizontal cores. Munkerud\textsuperscript{13} (1989), however, did not find significant difference in condensate recovery and saturation between horizontal and vertical pressure depletion. He used Berea cores and a synthetic six-component fluid.

A number of authors have studied gas phase relative permeability of gas condensate systems. Gravier et al.\textsuperscript{4} (1986) found an abrupt decrease in $k_g$ close to $S_a$. Chen et al.\textsuperscript{5} (1995) measured $k_g$ at reservoir pressures with reservoir rock and reservoir fluids from two North Sea gas condensate reservoirs. The interfacial tension $\sigma$ varied from 0.01 to 0.42 dynes/cm. The results showed that $k_g$ reduced about ten-fold due to condensation when $S_a$ reached 20% for Reservoir A core and fluid. Reduction of $k_g$ with the increase of $S_a$ for Reservoir B core and fluid is less pronounced but an abrupt decrease of $k_g$ close to $S_a$ was also observed. Chen et al.\textsuperscript{5} (1995) showed that $k_g$ is rate dependent; it increases with the increase of flow rate. Henderson et al.\textsuperscript{13} measured gas-condensate relative permeabilities using a long Berea core and a 5-component synthetic gas condensate fluid; $\sigma$ varied from 0.05 to 0.40 dynes/cm. They found that the relative permeabilities of both gas and liquid phases decreased with the increase of $\sigma$ and increased with the increase of flow rate. Gas relative permeability was more sensitive to $\sigma$ and flow rate than liquid relative permeability. The results from the work of Munkerud\textsuperscript{13} (1989) and Haniff et al.\textsuperscript{14} (1990) differ from the other authors. They did not observe the abrupt decrease of $k_g$.

The brief review above points out that there are many unresolved issues in the study of critical condensate saturation and gas-condensate relative permeability. The sharp decrease in gas relative permeability close to $S_a$ that was observed experimentally has not yet been studied theoretically. The dependence of $S_a$, $k_g$, and $k_r$ on interfacial tension, viscous force, and gravity are not clear from the experimental data. The question remains how to measure $S_a$, $k_g$, and $k_r$ in the laboratory and how to scale them to field conditions. The conclusions drawn from the experimental results are sometimes not consistent. A theoretical understanding of the effect of $\sigma$, gravity, viscous force, and wettability on $S_a$, $k_g$, and $k_r$ helps give insight into the recovery of liquid condensate from rich gas condensate reservoirs, and gas well deliverability from both rich and lean gas condensate reservoirs.

Theoretical work on the critical condensate saturation and relative permeabilities of gas condensate systems is very limited. Mohammadi et al.\textsuperscript{15} found that the relative permeabilities in gas condensate systems follow the conventional displacement process. These authors used percolation theory in their work for horizontal porous media. The effect of interfacial tension, viscous force, gravity, and wettability on critical condensate saturation and gas-condensate relative permeability was not included in the work of Mohammadi et al.\textsuperscript{15}. Fang et al.\textsuperscript{16} (1996) developed a phenomenological network model for critical condensate saturation. The
main results from this model are that critical condensate saturation is a function of 1) interfacial tension, and 2) contact angle in gas-oil-rock systems. The model of Fang et al. is based on the assumption of negligible viscous forces and limited tube length.

In this work, we first modify the model of Fang et al. for predicting critical condensate saturation to include the effect of viscous forces and to relax the assumption of large tube length. We then develop a relative permeability model for gas condensate systems using a renormalization technique. Using the model, the effects of interfacial tension, flow rate, and contact angle hysteresis on the critical condensate saturation and gas or condensate relative permeabilities are investigated. The results from the modified model and the model show that and are significantly affected by interfacial tension, gravity, flow rate, and wettability. Wettability may have the most pronounced effect on both and 

Network Model for Condensation in Porous Media

The porous medium used in this study is represented by a simple 2D pore network with circular capillary tubes of the length L and cubic intersections of side width b. We assume b to be equal to the maximum diameter of the capillary tube in the network. There are four tubes connected to each intersection; therefore, the coordination number is four. A log-normal size distribution is assumed with a standard deviation of 5.74 and an average radius of 23 μm for the capillary tubes. The size distribution of the network with 20 x 20 intersections is sketched in Fig. 1. In this sketch, the tube diameter is proportional to the thickness. The total pore volume of the network with a tube length of 6000 μm is 8.93 mm³; the total volume of the intersections in the network is 0.03 mm³ and the estimated permeability of the network is about 1 darcy. Note that the simple network just described is basically selected for some sensitivity studies.

Critical Liquid Height and Critical Condensate Saturation in a Single Capillary Tube

Fang et al. developed a phenomenological model for the critical condensate saturation in a porous medium represented by a network. Their model is based on two assumptions: 1) viscous forces are negligible and 2) the critical liquid height (h*) from liquid formed in-situ in the capillary tubes is less than the tube length (the critical height is the maximum length before the liquid column becomes mobile). In this work, we extend the model of Fang et al. to include the effect of viscous forces, and provide the option for When a liquid is first formed in a capillary tube, we assume that it appears in the middle part of the tube in the form of a liquid bridge. During its growth, interfacial tension, gravity, contact angle hysteresis, viscous force and the size of capillary tubes are the main factors that affect the stability of the new liquid phase.

The critical height h* of liquid formed in-situ in a circular capillary tube of radius r is expressed as (see Fig. 2a):

\[ h* = \frac{2\sigma}{\Delta \rho g r} (\cos \theta_r - \cos \theta_a) - \frac{p_r - p_A}{\Delta \rho g} \]  

where \( p_r \) is the pressure at the top and \( p_A \) the pressure at the bottom of the liquid column; \( \theta_r \) is the receding contact angle and \( \theta_a \) the advancing contact angle; \( \Delta \rho \) is the density difference between gas and liquid phase. The equation above is derived on the basis of the balance between capillary pressure, viscous force and gravity. In this study, for simplicity it is assumed that the gas density \( \rho_g \) is equal to zero (that is, \( \Delta \rho = \rho_l \)).
Liquid will flow downward to the bottom of the tube when the height of the liquid column exceeds $h_w$. The advancing contact angle will then change to 90°. At this time, the critical height of the liquid column will increase and can be calculated from Eq.1. Once $h_w$ is determined, the critical condensate saturation in a single capillary tube is calculated as $h_w/L$.

**Process of Condensate Formation, Growth and Flow for $h_{cc} > L$**

Liquid condensation may take place in capillary tubes of smaller diameters based on the thermodynamics of curved interfaces. The condensation process in a network is represented by discrete steps. When pressure decreases below dewpoint pressure, the gas in those tubes with radius $r < r_t$ is allowed to condense. The process of in-situ condensate formation, growth and flow when $h_{cc} > L$ is presented in Fig. 3. For the study of viscous effect, it is assumed that gas is injected from the top of the network.

As the pressure in the system decreases below the dewpoint pressure, liquid condensate is assumed to condense in the middle of tube 3 ($r_5 < r_2$) in the form of a liquid bridge as shown in step 1. The top receding contact angle $\theta_R$ (measured through the liquid phase) will be less than the bottom advancing contact angle $\theta_A$ due to gravity and viscous effects.

Continuous condensation increases the liquid height in tube 3. Assuming the critical liquid height $h_{cc} > L$, the advancing contact angle will increase and reach 90°. This is shown in step 2. With further condensation, the advancing contact angle will exceed 90°. The receding contact angle at the top will also increase and reach 90° (see step 3).

If both the advancing and the receding contact angles reach 90° at the same time, the liquid column becomes unstable and will flow downward. The advancing contact angle will then exceed 90°. The receding and advancing contact angles will continue to increase with further condensation in tube 3 (see step 4). Given $r_2 < \min (r_3, r_5, r_6)$, the condensate formed in-situ will contact the corner point “A” shown in step 5. The interface has the maximum radius, $r_{max}$. At this stage, the condensate becomes unstable and forms two new interfaces, one in tube 2 and another in the intersection as shown in step 6. Because the radius of the interface in tube 2 is smaller than that in the intersection, the liquid pressure in the intersection is higher than that in tube 2. The liquid will be pulled into tube 2 as a result. The new configuration is shown in step 7.

Now, the liquid interface in tube 2 serves as a new condensation site. After tube 2 is filled by the condensate, the contact angle at the left end of tube 2 will increase until it reaches 90° (i.e. flat interface); then there will be no further condensation. However, the condensation will continue at the right end of tube 2; as a result, a new liquid interface in the intersection will develop. The liquid interface will touch the corner point “D” with further condensation (see step 8).

The liquid interface will then break into two new liquid interfaces, one in tube 1 and another in tube 4 as shown in step 9. Given that $r_1$ is less than $r_4$, the liquid in tube 4 will be pulled into tube 1. The condensation will continue in tube 1 until it reaches the critical height ($h_{135}$). The liquid formed later in tube 1 will flow downward into tube 4. The liquid height in tube 1 remains the same. The critical height $h_{135}$ is calculated from:

$$h_{135} = \frac{2\sigma}{\Delta \rho g} \left( \frac{\cos \theta_R}{r_1} - \frac{\cos \theta_A}{r_3} \right) \frac{P_R - P_A}{\Delta \rho g}$$  \(2\)
After tube 4 is filled, the contact angle at the right end of tube 4 will increase until it reaches 90° (dashed line shown in step 9). Then, the contact angle at the left end of tube 2 will start to increase. Because \( r_4 \) is larger than \( r_2 \), the condensate will flow into the intersection connecting tubes 4, 8, 9, 10 (see step 10). The contact angle at the left end of tube 2 will exceed 90° with further condensation.

When in-situ condensation continues (see step 10), if \( r_4 \) is less than \( r_{10} \), the liquid interface in the intersection will touch the corner point \( F \). The liquid interface will also break into two new interfaces, one in tube 8 and another still in the intersection after the interface contacts point \( F \). The configuration of the liquid interface in the intersection near point \( F \) will change and adjust itself as shown in step 11. At the same time, the contact angle at the left end of tube 2 will decrease. Because the radius of the liquid interface in the intersection is larger than that in tube 8, the liquid pressure in the intersection is higher than that in tube 8, and the liquid will be pulled into tube 8. After the force balance is established between the capillary force and the gravity in the liquid column in tube 8, the liquid in tube 8 will reach critical height. With further condensation, the liquid formed in tubes 1 and 8 will flow downward and the liquid in the intersection will touch the corner point \( G \).

The liquid interface in the intersection will break after it contacts the corner point \( G \). If \( r_8 < r_{10} \), the liquid formed in tubes 1 and 8 will be pulled into tube 9 until it is filled (see step 12). With further condensation, the liquid formed in tubes 1 and 8 will flow downward into tube 10. Assuming the critical liquid height \( h_{10c} \) in tube 10 is less than the tube length, the liquid will flow downward when the liquid height \( > h_{10c} \). At the same time, the liquid in tube 8 will also flow downward into tube 10. The configuration developed is shown in step 13. With further condensation, the liquid formed in tube 1 will flow downward through tube 4 to tube 10 and then to the next element. When the liquid interface in the intersection touches point \( G \), the liquid will first enter tube 10, instead of tube 9 if \( r_8 > r_{10} \). When the liquid height in tube 10 is equal to or larger than \( h_{10c} \), the liquid in tube 10 flows downward (see step 14).

If \( r_8 > r_{10} \), the liquid interface will form two new interfaces after contacting the corner point \( G \), one in tube 10 and another in the intersection. Because the radius of the liquid interface in the intersection is larger than in tube 10, the liquid will be pulled into tube 10. The liquid formed later will also enter tube 10 instead of tube 8. Assuming \( h_{10c} < L \), the configuration shown in step 15 is established after the liquid height in tube 10 reaches critical height. With further condensation in this element liquid will flow downward through tube 4 to tube 10 and then to the next element.

As stated previously, the process of in-situ condensate formation, growth and flow when \( h_{cc} < L \) is described in Ref. 17.

**Calculation of \( S_{cc} \)**

The first step for the estimation of \( S_{cc} \) is to determine the differential pressure in each tube. The pressure distribution in the entire network is calculated as follows. At every intersection one can write:

\[
\sum_{i=1}^{4} Q_i = 0 \tag{3}
\]

where \( Q_i \) is the flow rate of fluid in tube \( i \). The flow rate in a circular capillary tube can be calculated from
\[ Q_i = \frac{\pi r_i^4}{8\mu} \left( \frac{\Delta p}{L} + \rho g \right) \]  

where the fluid is incompressible. In the above equation, \( \mu \) is fluid viscosity, \( \rho \) is fluid density, \( \Delta p \) and \( \eta \) are differential pressure (inlet-outlet) and radius of tube \( i \), respectively.

Once the pressures at inlet and outlet sides of the network are provided, Eqs. 3 and 4 can be used to obtain the pressure distribution in the network. Gauss iteration method can be used to solve the set of linear equations. Note that for every tube \( i \) with \( h_i < h_o \), \( Q_i = 0 \), as we will discuss later. \( S_w \) in each tube can be calculated with the known pressure distribution according to Eqs. 1 and 2. Then the value of the total \( S_w \) in the network is readily calculated.

### Calculation of Fluid Conductance

Consider a single-phase flow in a capillary tube of radius \( r \) and length \( L \). According to Darcy's law, the flow rate across the tube is \( Q = \left( \frac{k_i}{\mu L} \right) \pi r_i^4 (\Delta p_i + \rho g L) \), where \( k_i \) is the permeability of tube \( i \). An alternative form of the Darcy equation is \( Q = G_i (\Delta p_i + \rho g L) \), where \( G_i \) is the conductance of tube \( i \). Comparison of the Darcy equation with Eq. 4 provides the expression for the fluid conductance of tube \( i \):

\[ G_i = \frac{\pi r_i^4}{8\mu \mu_i L} \quad (S_j = 1) \]  

where \( G_i \) and \( S_j \) are the conductance and the saturation of fluid \( j \) in tube \( i \), respectively; \( \mu_j \) is the viscosity of phase \( j \). Prior to \( S_w \), when there is some liquid saturation in the tube, gas may not flow, and therefore, \( Q = 0 \). The effective conductance of fluid phase \( j \) in tube \( i \), which is related to the effective permeability of phase \( j \), can be calculated using the following equation when \( S_j \leq S_w \):

\[ G_j = 0 \quad (S_j \leq S_w) \]  

Now consider a tube with some liquid saturation \( S_j \) (see Fig. 2b) which is larger than \( S_w \). In this case, liquid is located at the bottom of the tube and both liquid and gas may flow. The equation for calculating the gas conductance \( G_g \) of tube \( i \) is:

\[ G_g = \frac{\pi r_i^4}{8\mu g L} \left[ 1 - S_{le} + \frac{\mu_g}{\mu_i} S_{le} \right]^{-1} \quad (S_j > S_w) \]  

where \( \mu_g \) and \( \mu_i \) are the gas and liquid condensate viscosity, respectively. \( S_{le} \) is the liquid condensate saturation in tube \( i \). Derivation of Eq. 7 is provided in Appendix A. Similarly, the liquid conductance of tube \( i \) can be calculated as:

\[ G_l = \frac{\pi r_i^4}{8\mu_c L} \left[ S_{le} + \frac{\mu_g}{\mu_c} (1 - S_{le}) \right]^{-1} \quad (S_j > S_w) \]
where $G_2$ is the conductance of the liquid phase for case $S_r > S_w$.

The next step is to calculate the effective conductance of both gas and liquid phases in the entire network based on conductances of individual tubes. Once the effective conductance of both gas and liquid phases in the network is calculated, gas and condensate relative permeabilities can be readily calculated. In the following, we will use the renormalization method\textsuperscript{18} to calculate the effective conductance of the network from conductances of individual tubes.

### Renormalization Method and Relative Permeabilities

A useful technique to study transport in disordered systems is real-space renormalization group method that arises in condensed-matter physics\textsuperscript{18}. King\textsuperscript{19-20} (1989,1993) has applied this technique to single- and two-phase fluid flows. Filippi and Toledo\textsuperscript{21} (1993) also used the method for heterogeneous and highly anisotropic systems. The renormalization method is accurate and computationally cost-effective in comparison with direct numerical simulation.

For a given phase and a known saturation distribution, the effective phase conductance is calculated in small regions, the so-called renormalization cells, and then in larger scales. Fig. 4 shows the grid units with different renormalization cell number $n_t$ for a 2D network. In this figure, renormalization cell number varies from 2 to 5. The effective conductance of one phase in the whole system can be obtained from the repeated application of the renormalization procedure.

Fig. 5 shows the renormalization procedure for $n_t = 2$. The primary network is comprised of four cell units of $n_t = 2$. After the first step of renormalization, the network reduces to one cell unit of $n_t = 2$. In the last step, the primary network is converted to two units, one in the horizontal and the other in the vertical direction. Let us consider a cell unit with eight tubes (that is, $n_t = 2$) sketched in Fig. 6a. The effective conductances in the vertical and horizontal directions are shown in Figs. 6b and 6c, respectively. The effective conductance, $G_v$ in the vertical direction for $n_t = 2$ is calculated from


The effective conductance, $G_h$ in horizontal direction for $n_t = 2$ can be calculated by

$$G_h = \frac{G_4G_5G_2 + G_4G_5G_1 + G_5G_4G_3 + G_5G_4G_1 + G_5G_4G_3 + G_5G_4G_3 + G_5G_4G_3 + G_5G_4G_3}{G_2G_5G_1 + G_3G_5G_2 + G_3G_5G_1 + G_3G_5G_1 + G_3G_5G_1 + G_3G_5G_1 + G_3G_5G_1 + G_3G_5G_1}$$

where $G_1, G_2, \ldots, G_8$ represent the phase conductance of each tube, which are shown in Fig. 6. Derivation of Eq. 9 is provided in Appendix B. Relative permeabilities for the network presented in Fig. 1 are calculated according to the following procedures: (1) Calculate the absolute gas conductance in the vertical direction, $G_{abs}$ for the whole network first saturated completely with gas. This is realized by repeating the renormalization steps at different scales as shown in Fig. 5; (2) Calculate the effective conductance of gas $G_{v2}$ or liquid phase, $G_{v3}$ at a given condensate saturation $S_r$ in the vertical direction when liquid is formed in the network due to the pressure decrease below the dewpoint pressure; (3) Calculate gas relative permeability $k_{r2}$
by $G_d / G_{sw}$ and liquid relative permeability $k_w$ by $(\mu_w G_w)/(\mu_d G_{sw})$. $k_g$ and $k_w$ data at different $S_c$ provide relative permeabilities.

Results

The models described above are used to calculate $S_{cc}$, $k_{sc}$ and $k_{wr}$. The results and the sensitivity of the calculation to various parameters are described in the following.

Critical Condensate Saturation. Critical condensate saturation is calculated using the modified $S_{cc}$ model. The results show that critical condensate saturation is a function of interfacial tension, flow rate, gravity, and contact angle hysteresis.

Effect of Interfacial Tension and Gravity. The effect of $\sigma$ and gravity on $S_c$ is shown in Fig. 7 for two different values of the viscous force, $\Delta p$, across the network. The results are based on a tube length of 6000 $\mu$m, $\theta_R = 0^\circ$ and $0^\circ < \theta_A < 90^\circ$. Fig. 7 shows that $S_c$ increases as $\sigma$ increases ($0 < \sigma < 4.0$ dynes/cm). Fang et al. (1996) made the same observation for $\sigma$ in the range of 0 to 0.45 dynes/cm. The figure shows that $S_c$ decreases with an increase of $\Delta p$. When $\sigma$ is large enough, $S_c$ reaches the same maximum value for different $\Delta p$ values, which implies that the effect of gravity on $S_c$ becomes negligible at high values of $\sigma$. The results in Fig. 7 are consistent with the experimental data by Danesh et al. (1991), Chen et al. (1995), Ali et al. (1993) and Henderson et al. (1993). These authors have observed that $S_c$ increases as $\sigma$ increases and the increased gravity effect lowers $S_c$. Various calculations from the model show that as long as $\theta_A$ is not zero ($\theta_A > 0$), the critical condensate saturation is not affected by the magnitude of $\theta_A$.

Comparison of Figs. 7a and 7b reveals that $S_c$ decreases when $\Delta p$ increases. The effect of gravity on $S_c$ becomes negligible at high $\Delta p$ when $\sigma$ varies in the range of 0 to 2 dynes/cm (see Fig. 7b). The results presented in Fig. 7 demonstrate that gravity may or may not affect $S_c$. When $\Delta p$ is small (that is, at low flow rates), $S_c$ is affected by gravity whereas for high $\Delta p$, the effect of gravity is less pronounced. The results in Fig. 7 explain the effect of gravity on $S_c$ and reveals that there may be no inconsistency in the experimental data reported by various authors. The effect of viscous forces is discussed in more detail next.

Effect of Flow Rate. The effect of viscous force (that is, flow rate) on $S_c$ is shown in Fig. 8 for $\Delta p = 0.1$ and 0.5 g/ml. Other parameters are the same as those used previously. $\Delta p$ varies in the range of 0.05 to 0.4 psi in Fig. 8. This figure shows that the critical condensate saturation decreases with the increase of the viscous force (that is increase in pressure drop). Comparison of Figs. 8a and 8b reveals that the effect of $\Delta p$ on $S_c$ is more pronounced at lower gravity when $\sigma$ varies in the range of 0 to 2 dynes/cm (see Fig. 8a). The effect of $\Delta p$ on $S_c$ is reduced at high $\sigma$ ($\sigma > 3$ dynes/cm). The calculated results shown in Fig. 8 are consistent with the experimental data of Chen et al. who found that $S_c$ decreases as flow rate increases.

Effect of Contact Angle Hysteresis. In a gas-oil-rock system, oil phase is considered as the wetting phase and gas is the non-wetting phase. It is often assumed that the contact angle through the liquid phase is zero. The assumption of liquid-wetness in a gas-liquid system is valid but the assumption of $\theta = 0^\circ$ may be invalid. If the wettability of the fluid-rock system in a gas condensate reservoir near wellbore could be altered to intermediate gas-wetness by some chemicals, $S_c$ and $k_{ru}$ may also change. Fig. 9a presents $S_c$ vs. $\sigma$ for $\theta_R = 85^\circ$ and $85^\circ < \theta_A < 90^\circ$. Other parameters are the same as those used in Fig. 7. This figure shows that $S_c$
becomes very small and variations of $\sigma$ or $\Delta \rho$ have very little effect on $S_a$ when the receding contact angle increases to $85^\circ$. Fig. 9b shows the effect of receding contact angle; $S_a$ decreases as the receding contact angle increases from 0 to $85^\circ$ at a fixed $\sigma$. This figure demonstrates that wettability alteration to the gas phase has the most pronounced effect on $S_a$.

The observation that there may be no effect of $\sigma$ on $S_a$ for intermediate gas-wettability (see Fig. 9) is interesting. The critical condensate saturation is sensitive to $\sigma$ if the fluid-rock system is strongly liquid-wet as was shown in Fig. 7. However, for an intermediately gas-wet system, the critical condensate saturation becomes small and does not increase much even at very high $\sigma$ as Fig. 9 shows.

**Effect of Network Size.** We calculated $S_a$ with different network sizes in order to study the sensitivity of our $S_a$ model to the network size. The results showed that for $\sigma = 0.01$ dynes/cm with or without viscous force, $S_a$ becomes approximately constant when the network size is larger than 15 $\times$ 15. This demonstrates that the network size chosen for this study, 20 $\times$ 20, is appropriate.

**Relative Permeabilities.** The major theme of this work is the study of relative permeability in gas condensate systems. In the following we will present the results from the model.

**Features of Gas Relative Permeability.** Fig. 10a depicts a sketch of the measured gas-phase relative permeability curve for low permeability carbonate rocks in gas condensate systems. Fig. 10b presents the calculated gas phase relative permeability curve from our model. This figure shows that the model results reproduce the features of the experimental data. Both the model results and experimental data show an abrupt drop in gas phase relative permeability at condensate saturation close to $S_e$. When gas phase relative permeability decreases abruptly, the gas well deliverability reduces sharply.

**Effect of Interfacial Tension.** The effect of $\sigma$ on gas-condensate relative permeabilities is plotted in Fig. 11. The saturation interval is selected to be for $S_e > S_a$ to compare model results with experimental data. $\sigma$ varies in the range of 0.01 to 0.50 dynes/cm. Fig. 11 shows that both gas and liquid phase relative permeabilities decrease with the increase of $\sigma$. Liquid phase relative permeability is less sensitive to $\sigma$ than gas phase relative permeability. The model results are in agreement with the experimental data of Henderson et al. These authors found that the relative permeabilities of both phases to decrease with the increase of $\sigma$. The gas relative permeability reduction was, however, more pronounced.

**Effect of Flow Rate.** The effect of flow rate on gas and condensate relative permeabilities is graphed in Fig. 12. This figure shows that both $k_g$ and $k_l$ increase with the increase of $\Delta \rho$. Our model results are in agreement with the experimental work by Chen et al. who found that gas relative permeability increased as the flow rate increased. The liquid phase relative permeabilities shown in Fig. 12 are much less sensitive to viscous forces than the gas phase relative permeability. The model results of relative permeabilities are also consistent with the experimental observation of Henderson et al. These authors found that the relative permeability of both phases increased with the increase of flow rate but that liquid relative permeability increased less than gas relative permeability.

**Effect of Contact Angle Hysteresis.** If the wettability of a fluid-rock system in a gas condensate reservoir near wellbore can be altered from strongly liquid-wet to intermediately gas-wet, the gas-condensate relative permeabilities behavior may also change. Fig. 13 depicts the model results for $k_g$ and $k_l$ at different receding contact angles. This figure shows that both $k_g$ and $k_l$ increase as the wettability to liquid decreases ($\theta_R = 0$, 87
40, 80° and $\theta_R < \theta_d = 90^\circ$, $\sigma = 0.4$ dynes/cm). There is a significant increase in the gas phase relative permeability over the whole saturation range when receding contact angle increases from zero (completely liquid-wet) to 80° (intermediately gas-wet). These results suggest that if the rock wettability around wellbore can be altered from liquid-wet to intermediately or preferentially gas-wet, gas well deliverability may increase significantly. Gas phase relative permeability, $k_{rw}$, reduces very rapidly for the strongly liquid-wet condition ($\theta_R = 0^\circ$) and approaches zero when $S_c$ increases to 22%. Fig. 13 gives a clear indication of the significance of wettability and contact angle hysteresis on gas well deliverability.

To our knowledge, the effect of wettability on relative permeabilities in gas condensate systems has not been studied before. We have embarked on an experimental research program in order to measure the relative permeabilities of gas condensate systems under varying wettability conditions. Some preliminary data on relative permeabilities are presented in Ref. 22.

**Blocking Effect Due to In-situ Condensation.** In some gas reservoirs, a gas well may be blocked completely and the gas production may stop. The above phenomenon is a result of in-situ liquid formation near the wellbore as reservoir pressure drops below the dewpoint. The liquid formed newly in the porous medium blocks both small and large pores and reduces the effective permeability of gas phase significantly.

The distribution of the liquid condensate formed in-situ at different stages of condensation in the pore network is presented in Fig. 14. Fig. 14a shows the condensate distribution at $S_c = 5.0\%$. The black represents the liquid condensate and the white the gas phase. The condensate is first formed in the middle of smaller tubes in the form of liquid bridges. The capillary tubes that contain liquid bridges are blocked completely. As a result, the number of tubes for gas flow is reduced and the effective gas permeability through the whole network is decreased. The gas production will, therefore, reduce when pressure drops below the dewpoint. With further pressure decrease, more liquid drops out and condensate saturation $S_c$ increases. Fig. 14b shows the liquid distribution at $S_c = 15.0\%$. The liquid occupies some large capillary tubes. The number of capillary tubes available for gas flow is further reduced. Fig. 14c shows the liquid distribution at the critical condensate saturation, $S_c = 58.0\%$; there are almost no continuous paths available for gas flow. The effective gas permeability is almost zero; when this occurs, gas production may stop completely.

**Conclusions**

The major conclusions drawn from the work are:

The predictions from our simple model show that gravity generally reduces critical condensate saturation; but as interfacial tension increases the gravity effect becomes less pronounced. The effect of gravity is pronounced when viscous forces are small. These results are in agreement with experimental data. Viscous forces may have a pronounced effect on $S_c$, especially at a low interfacial tension. However, the most important parameter is wettability expressed in terms of the receding contact angle; wettability alteration to intermediate gas-wetness reduces critical condensate saturation dramatically irrespective of gravity and interfacial tension.

The model predicts a significant effect of interfacial tension and viscous forces on gas phase relative permeabilities. These predictions are in line with experimental data.
Model results show that there is a very significant effect of gas-wetness on gas relative permeability; gas phase relative permeability may increase orders of magnitude as the receding contact angle increases from 0 to 80°. The results imply that the most effective method for increasing gas well deliverability may be the alteration of wettability around the wellbore.

**Nomenclature**

- \( G_{sh} \) = gas conductance of the network at single-phase state
- \( G_{w} \) = effective gas conductance of the network at two-phase state
- \( G_{p} \) = effective liquid conductance of the network at two-phase state
- \( h \) = height of liquid column
- \( h_c \) = critical height of liquid column
- \( I \) = total electrical current through the network in the vertical direction
- \( I_i \) = electric current through the conductance \( G_i \) (\( i = 3, 4, 6, 7, 8 \))
- \( k_g \) = gas-phase relative permeability
- \( k_w \) = liquid-phase relative permeability
- \( L \) = capillary tube length
- \( P_b \) = pressure at the bottom
- \( P_t \) = pressure at the top
- \( P_c \) = capillary pressure between gas and condensate
- \( \Delta P \) = total pressure differential
- \( \Delta P_c \) = pressure differential across condensate phase
- \( \Delta P_g \) = pressure differential across gas phase
- \( \Delta P_{gb} \) = pressure differential between two ends of the capillary tube \( i \)
- \( Q_i \) = flow rate of gas
- \( Q_g \) = flow rate of fluid through the capillary tube \( i \)
- \( Q_c \) = flow rate of condensate
- \( r \) = radius of a capillary tube
- \( r_i \) = radius of the capillary tube \( i \)
- \( r_p \) = threshold radius
- \( S_c \) = condensate saturation
- \( S_{cr} \) = critical condensate saturation
- \( V_s \) = the voltage at the top of the effective network
- \( V_A \) = voltage at point \( A \)
- \( V_B \) = voltage at point \( B \)
- \( V_c \) = voltage at the bottom of the effective network
- \( \theta_A \) = advancing contact angle
- \( \theta_R \) = receding contact angle
- \( \rho_c \) = condensate density
- \( \rho_g \) = gas density
- \( \Delta \rho \) = density difference between condensate and gas
- \( \sigma \) = interfacial tension
- \( \mu \) = fluid viscosity
- \( \mu_g \) = gas viscosity
- \( \mu_c \) = condensate viscosity
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Appendix A: Gas Conductance in a Single Circular Tube

When both gas and liquid phases flow in a circular tube (see Fig. 2b), the gas flow rate can be calculated by the Poiseuille equation:

\[ Q_g = \frac{\pi r^4 \Delta p_g}{8 \mu_g (L - h_c)} \tag{A-1} \]

where \( \Delta p_g \) is the differential pressure across gas phase, and \( h_c \) is the liquid height. The effect of gravity and compressibility are both neglected. The expression for the liquid condensate flow rate is:

\[ Q_c = \frac{\pi r^4}{8 \mu_c} \left( \frac{\Delta p_c}{h_c} + \rho_c g h_c \right) \tag{A-2} \]

where \( \mu_c \) is the condensate viscosity and \( \Delta p_c \) the differential pressure across the condensate phase. The differential pressure \( \Delta p \) between the two ends of a tube is given by:

\[ \Delta p = \Delta p_g + \Delta p_c + P_c \tag{A-3} \]

where \( P_c \) is the capillary pressure between gas and condensate phase. The gas flow rate is equal to the liquid flow rate when the fluid compressibility is neglected. That is:

\[ Q_g = Q_c \tag{A-4} \]

Combining the above equations (Eqs. A-1 to A-4), the gas phase differential pressure can be obtained:

\[ \Delta p_g = \frac{1}{\frac{\mu_c}{h_c} + \frac{\mu_g}{L - h_c}} (\Delta p - P_c + \rho_c g h_c) \tag{A-5} \]

Substituting Eq. (A-5) into Eq. (A-1):
The gas conductance is then determined as:

$$G_{gas} = \frac{\pi r^4}{8\mu_L (L-h_c)} \frac{1}{1 + \frac{\mu_L h_c}{\mu_L L-h_c}}.$$  

(A-7)

For tube $i$ in the network, the condensate saturation is given by:

$$S_i = \frac{b_i}{L_i}.$$  

(A-8)

Equation (7) in the text can be provided by Substituting Eq. (A-8) into Eq. (A-7).

Appendix B: Effective Conductance in Vertical Direction for $n_z=2$

The effective network in vertical direction for $n_z=2$ is shown in Fig. 6c. One can write the following equations based on the theory of electric circuits:

$$I_3 = G_3(V_2 - V_i),$$  

(B-1)

$$I_4 = G_4(V_2 - V_1),$$  

(B-2)

$$I_6 = G_6(V_0 - V_2),$$  

(B-3)

$$I_7 = G_7(V_0 - V_1),$$  

(B-4)

$$I_8 = G_8(V_1 - V_i),$$  

(B-5)

At points $A$ and $B$

$$\sum I_i = 0, \text{ (at point A: } i=4,7,8)$$  

(B-6)

$$\sum I_i = 0, \text{ (at point B: } i=3,4,6)$$  

(B-7)

The total electric current through the system, $I = I_6 + I_7$, is given by

$$I = G_4(V_0 - V_i),$$  

(B-8)

In the above equations, $I_i$ ($i = 3, 4, 6, 7, 8$) is the electric current through the conductance $G_i$ ($i = 3, 4, 6, 7, 8$); $V_0$ and $V_1$ are the voltages at the top and the bottom of the effective network, respectively; $V_1$ and $V_2$ are the voltages at points $A$ and $B$, respectively. $G_z$ is effective conductance of the network in the vertical direction.

Combining Eqs. (B-1) – (B-7):

$$V_1 = \frac{G_4(G_7V_0 + G_6V_i) + (G_3 + G_4 + G_6)(G_7V_0 + G_6V_i)}{(G_4 + G_7 + G_8)(G_3 + G_4 + G_6) - G_4^2},$$  

(B-9)
\[ V_2 = \frac{G_4(G_7V_0 + G_5V_t) + (G_4 + G_7 + G_9)(G_6V_0 + G_3V_t)}{(G_4 + G_7 + G_9)(G_3 + G_4 + G_6) - G_4^2}, \]  

(B-10)

Substitute Eqs.(B-3) and (B-4) into Eq.(B-9):

\[ G_2 = \frac{(G_6 + G_7)V_0 - (G_6V_2 + G_7V_t)}{V_0 - V_t}, \]  

(B-11)

Equation (9) in the text can be obtained by Substituting Eqs.(B-9) and (B-10) into Eq.(B-11).
Fig. 1 Size distribution of the 20×20 network
(a) Liquid bridge in a circular tube after formation

(b) Liquid bridge at the bottom of a circular tube

Fig. 2 Liquid configuration in a single circular tube
Fig. 3 Condensation in a network, $h_{cc} > L$
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Fig. 3 Condensation in a network, $h_{cc} > L$ (Continued)
Fig. 4 Schematic of renormalization for different cell numbers
Fig. 5 Schematic of the renormalization procedures ($n_b=2$)

(1) Primary conductance network

(2) Conductance network after one renormalization step

(3) Conductance network at the last step
(a) Conductance network

(b) Effective conductance in the horizontal direction

(c) Effective conductance in the vertical direction

Fig. 6 Effective conductance in the horizontal and vertical directions \( (n_b = 2) \)
Fig. 7 Effect of σ and gravity on $S_{cc}$ ($\theta_R = 0^\circ$, $0^\circ < \theta_A < 90^\circ$)
Fig. 8 Effect of $\sigma$ and viscous force on $S_{cc}$ ($\theta_R = 0^\circ$, $0^\circ < \theta_A < 90^\circ$)
(a) Effect of $\sigma$ and gravity on $S_{cc}$
($\Delta \rho = 0.2$ psi, $\theta_R = 85^\circ$, $85^\circ < \theta_A < 90^\circ$)

(b) Effect of $\sigma$ and wettability on $S_{cc}$
($\Delta \rho = 0.3$ g/ml, $\theta_R = 0 - 85^\circ$, $\theta_R < \theta_A < 90^\circ$)

Fig. 9 Effect of $\sigma$, gravity, and wettability on $S_{cc}$
(a) Sketch of experimental data (Gravier, et al.)

(b) Model result

\( \sigma = 0.5 \text{ dynes/cm}, \Delta p = 0.2 \text{ psi}, \Delta \rho = 0.5 \text{ g/ml}, \theta_R = 0^\circ, 0^\circ < \theta_A < 90^\circ \)

Fig. 10 Gas-phase relative permeability in gas-condensate systems
Fig. 11 Effect of $\sigma$ on relative permeability
($\Delta p = 0.3$ psi, $\Delta \rho = 0.5$ g/ml, $\theta_R = 0^\circ$, $0^\circ < \theta_A < 90^\circ$)

Fig. 12 Effect of viscous force on relative permeability
($\sigma = 0.5$ dynes/cm, $\Delta \rho = 0.5$ g/ml, $\theta_R = 0^\circ$, $0^\circ < \theta_A < 90^\circ$)
Fig. 13 Effect of $\theta_R$ on relative permeability
($\sigma = 0.4$ dynes/cm, $\Delta p = 0.2$ psi, $\Delta \rho = 0.5$ g/ml, $\theta_R < \theta_A < 90^\circ$)
Fig. 14a  Saturation distribution at $S_c = 5\%$
$(\sigma = 0.5 \text{ dynes/cm}, \Delta p = 0.02 \text{ psi}, \Delta \rho = 0.1 \text{ g/ml}, \theta_R = 0^\circ, 0^\circ < \theta_A < 90^\circ)$
Fig. 14b Saturation distribution at $S_e = 15\%$

($\sigma = 0.5$ dynes/cm, $\Delta p = 0.02$ psi, $\Delta \rho = 0.1$ g/ml, $\theta_R = 0^\circ$, $0^\circ < \theta_A < 90^\circ$)
Fig. 14c Saturation distribution at $S_e = 58\%$
$(\sigma = 0.5 \text{ dynes/cm}, \Delta p = 0.02 \text{ psi}, \Delta \rho = 0.1 \text{ g/ml}, \theta_R = 0^\circ, 0^\circ < \theta_A < 90^\circ)$
Part II – Experimental Study of Wettability Alteration to Preferential Gas-Wetting in Porous Media and its Effects

KEWEN LI AND ABBAS FIROOZABADI

Abstract

In a recent theoretical study, Li and Firoozabadi showed that if the wettability of porous media can be altered from preferentially liquid-wet to preferentially gas-wet, then gas well deliverability in gas condensate reservoirs can be increased. In this paper, we present the results that the wettability of porous media can indeed be altered from preferentially liquid-wet to preferentially gas-wet. In the petroleum literature, it is often assumed that the contact angle through liquid phase θ is equal to 0° for gas-liquid systems in porous media. As this paper will show, while θ is always small, it may not always be zero as is often assumed. In laboratory experiments, we altered the wettability of porous media to preferentially gas-wet by using two chemicals, FC754 and FC722. Results show that in the capillary tube θ changes from about 50° to 90° and from 0° to 60° after wettability alteration by FC754 for water-air and normal decane-air systems, respectively. While untreated Berea saturated with air has a 60% imbibition of water, its imbibition of water after chemical treatment is almost zero and its imbibition of normal decane is substantially reduced. FC722 has a more pronounced effect on the wettability alteration to preferential gas-wetting. In a glass capillary tube θ changes from 50° to 120° and from 0° to 60° for water-air and normal decane-air systems, respectively. Similarly, because of wettability alteration with FC722, there is no imbibition of either oil or water in both Berea and chalk samples with or without initial brine saturation. Entry capillary pressure measurements in Berea and chalk give a clear demonstration that the wettability of porous media can be permanently altered to preferential gas-wetting.

Introduction

In a theoretical work, we have modeled gas and liquid relative permeabilities for gas condensate systems in a simple network. The results imply that when one alters the wettability of porous media from strongly non-gas-wet to preferentially gas-wet or intermediately gas-wet, there may be a substantial increase in gas well deliverability. The increase in gas well deliverability of gas condensate reservoirs is our main motivation for altering the wettability of porous media to preferentially gas-wet.

Certain gas condensate reservoirs experience a sharp drop in gas well deliverability when the reservoir pressure drops below the dewpoint. Examples include many rich gas condensate reservoirs that have a permeability of less than 100 md. In these reservoirs, it seems that the viscous forces alone cannot enhance gas well deliverability. One may suggest removing liquid around the wellbore via phase behavior effects through CO2 and propane injection. Both have been tried in the field with limited success; the effect of fluid injection around the wellbore for the removal of the condensate liquid is temporary. Wettability can be a very important parameter for the enhancement of gas well deliverability. If one can alter the
wettability of the wellbore region to intermediate gas-wetness, gas may flow efficiently in porous media.

As early as 1941, Buckley and Leverett\(^5\) recognized the importance of wettability on water flooding performance. Later, many authors studied the effect of wettability on capillary pressure, relative permeability, initial water saturation, residual oil saturation, oil recovery, electrical properties of reservoir rocks, and reserves\(^{6-11,13-16}\). In 1959, Wagner and Leach\(^7\) reported that it might be possible to improve oil displacement efficiency by wettability adjustment during water flooding. In 1967, Froning and Leach\(^8\) reported a field test in Clearfork and Gallup reservoirs for improving oil recovery by wettability alteration. Kamath\(^9\) then reviewed wettability detergent flooding. He noted that it was difficult to draw a definite conclusion regarding the success of detergent floods from the data available in the literature. Penny et al.\(^{12}\) presented a technique to improve well stimulation by changing the wettability for gas-water-rock systems. They added a surfactant in the fracturing fluid. This yielded impressive results; the production following cleanup after fracturing in gas wells generally was 2 to 3 times greater than field averages or offset wells treated with conventional techniques. Penny et al.\(^{12}\) believed that increased production was due to wettability alteration. However, they did not demonstrate that wettability had been altered.

Recently, Wardlaw and McKellar\(^{17}\) reported that only 11% pore volume (PV) water imbibed into the Devonian dolomite samples with bitumen. The water imbibition test was conducted vertically in a dry core (saturated with air). Based on the imbibition experiments, they hypothesized that some gas reservoirs in the western Alberta foothills of the Rocky Mountains were partially dehydrated and their wettability altered to a somewhat hydrophobic condition due to bitumen deposits (that is, weakly water-wet or strongly oil-wet).

All the studies described above, except those in Refs 12 and 17, were conducted on oil-water-rock systems instead of gas-liquid-rock systems (gas-oil- or gas-water-rock systems). Refs 12 and 17 do not provide a direct measurement of wettability. In the petroleum literature, gas is often assumed to be the non-wetting phase and liquid the strongly wetting phase. For gas-liquid systems in porous media, it is commonly assumed that the contact angle, \(\theta\), equals 0° and \(\cos\theta\) equals 1 (contact angle is measured through the liquid phase). While the contact angle for gas-liquid systems may be small, it may not be zero as is often assumed in the literature. When a small amount of liquid is put inside a capillary tube and it is held in the vertical position, the liquid does not flow. Analysis of this simple experiment using the following equation

\[
h_l = \frac{2\sigma}{\Delta \rho gr} \left(\cos\theta_R - \cos\theta_A\right), \tag{1}
\]

reveals that the contact angle is not zero. Eq.1 is derived from the balance between the gravity and capillary forces. The symbols are: \(h_l\) the liquid height in a circular capillary tube of radius \(r\), \(\theta_R\) the receding contact angle and \(\theta_A\) the advancing contact angle, \(\Delta \rho\) the density difference between the gas and liquid phase, and \(\sigma\) the surface tension. There are also indications that in porous media the contact angle may not be zero in gas-liquid systems; it is of the order of several degrees or more but not intermediately gas-wet. Al-Siyabi et al.\(^{18}\)
measured the gas-oil contact angles of four binary mixtures ($C_1/\pi C_4$, $C_1/\pi C_8$, $C_1/\pi C_{10}$, and $C_1/\pi C_{14}$) at reservoir conditions. Their results showed that the gas-oil contact angles were about 20° for surface tension values greater than about 0.2 dynes/cm. It is also often understood that the contact angle for a gas-liquid system may not be altered substantially in rocks. In this paper, we present the results for the wettability alteration to preferential gas-wetness with or without initial water saturation and study its effect on the characteristics of liquid (oil and water) imbibition, oil drainage, permeability, and relative permeability. We also study the thermal stability and longevity of the rock in which wettability was altered.

Theory

To the best of our knowledge, wettability alteration to preferential gas-wetness in rocks has not been suggested in the petroleum literature. Consider the sketches in Fig. 1. When the contact angle $\theta < 90^\circ$ the liquid will rise in the circular capillary tube inserted vertically in the liquid, as shown in Fig. 1a. If $\theta = 90^\circ$, there will not be liquid rise, and the gas-oil interface will be flat (that is, $P_c=0$, see Fig. 1b). When $\theta > 90^\circ$, the liquid level will go down in the circular capillary tube as sketched in Fig. 1c. The rise and fall of the liquid level are given by

$$h_l = \frac{2\sigma \cos \theta}{\Delta \rho g r}, \quad (2)$$

Eq. 2 can be used to estimate $\theta$ in a capillary tube, once $h_l$, $\sigma$, $\Delta \rho$, and $r$ are known.

According to Eq. 2, for a gas-liquid system, one may define preferential liquid-wetting when $\theta < 90^\circ$, and preferential gas-wetting when $\theta > 90^\circ$. However, this definition is related to the geometry of the substrate. Let us consider a capillary tube with an equilateral triangle cross section. The gas-liquid interface will be flat when $\theta = 60^\circ$ for this geometry (Fang et al.14). Therefore, one may define preferential liquid-wetting when $\theta < 60^\circ$ and preferential gas-wetting when $\theta > 60^\circ$. For a capillary tube of square cross section, the gas-liquid interface will be flat when $\theta = 45^\circ$, which implies preferential liquid-wetting for $\theta < 45^\circ$ and preferential gas-wetting for $\theta > 45^\circ$. When the capillary tube assumes triangular curved interfaces and rough wall surfaces, other complications arise so that the contact angle loses some of its significance. The contact angle for the gas-liquid-rock system due to complex geometry and surface roughness may have a qualitative definition. A simple definition is adopted here from the expression for capillary pressure

$$P_c = \frac{\sigma \cos \theta}{k \phi}, \quad (3)$$

where $k$ and $\phi$ are permeability and fractional porosity, respectively.

One can measure entry capillary pressure (that is, threshold capillary pressure), and then infer $\theta$ from Eq. 3, when $\sigma$, $k$ and $\phi$ are available. The contact angle calculated from Eq. 3...
may not have the same physical meaning as the contact angle in Eq. 2. In order to emphasize the difference, we will represent the contact angle in Eq. 3 by \( \theta_p \), and call it the pseudo contact angle.

**Experimental**

In the experimental work, brine, distilled water, and normal-decane were used as the liquid phase, air as the gas phase, and glass capillary tube, Berea, and chalk (from Kansas outcrop and from a North Sea reservoir) as the substrate. Two types of chemicals were employed to alter the wettability of the substrates. The experiments were conducted at a room temperature of around 20°C.

**Fluids:** Normal-decane was used as the oil phase; its specific gravity and viscosity are 0.73, 0.95 cp at 20°C, respectively. The surface tension of air-normal decane is 23.4 dynes/cm at 20°C. Brine of 1.0 percent (wt) NaCl was used as the water phase in the Berea and chalk experiments; its specific gravity and viscosity are 1.01 and 1.0 cp at 20°C. Distilled water was used as the water phase for the experiments in the capillary tube; the surface tension of air-distilled water is 72.1 dynes/cm at 20°C.

**Core and Capillary Tube:** In order to study the alteration of wettability to preferential gas-wetting, we used two different substrates: 1) capillary tube, and 2) rock (Berea and chalk). The glass capillary tube used in our work has an internal diameter of 0.23 mm. The relevant data for Berea and chalk samples are summarized in Table 1.

**Chemicals:** In our work, two chemicals with brand names, FC754 and FC722, were used to alter the wettability: 1) FC754 (inexpensive) and 2) FC722 (more expensive). FC754 is a cationic surfactant and is water-soluble. Its specific gravity (at 25°C) and flash point are 1.15 and 23°C, respectively. FC722 is a polymer with molecular weight of about 100,000; it is neither water nor oil soluble. FC722 can be dissolved in a fluorocarbon-type solvent in a wide temperature range; the specific gravity of the solvent is around 1.7 at 25°C.

**Procedure:** The chemicals FC754 and FC722 were dissolved in water, and the solvent in various concentrations, respectively, and the glass capillary tube, Berea, and chalk were aged in them. The aging period depends on temperature and can vary from several minutes to several hours. After saturation with the chemical, the capillary tube, the Berea, or the chalk was evacuated for a certain period and then dried in order to remove the extra liquid chemicals. A very small amount ingerets in the substrate as an adsorbed layer; as a result of adsorption the surface energy decreases and the solid surface is rendered to preferentially gas-wet.

Prior to wettability alteration, we measured the capillary rise of liquid (both oil and water) in the tube and the imbibition of water and oil into the air-saturated Berea and chalk samples. We repeated the same measurements after wettability alteration, and performed oil gravity drainage tests on the Berea cores with and without wettability alteration. After wettability alteration, we also measured the entry capillary pressure of oil and water in the air-saturated Berea and chalk samples in order to demonstrate the preferential gas-wetting.
The following describes the procedure for establishing initial water saturation. First, Berea was saturated with water (1.0%wt NaCl brine) and initial water saturation was established by wet air displacement. We used wet air instead of dry air because it was found that the distribution of initial water saturation established by dry air may not be uniform. Wet air was prepared by forcing air to pass through a 1.0%wt brine before entering the core sample. The initial water saturation was determined by direct weighing. Since it is difficult to establish low initial water saturation (say 10%) in Berea by only wet air displacement, we used dry air displacement following wet air displacement in order to establish a low initial water saturation. Then, wet air displacement was implemented again and the water saturation in the core increased slowly. The displacement direction was changed from time to time in order to make the distribution of initial water saturation more uniform. We stopped air displacement only after the desired initial water saturation had been established. Following that, the core was saturated with FC722 in the presence of initial water saturation. After a certain aging period, the chemical was removed by wet air displacement at a velocity less than that for establishing the initial water saturation. Care was taken to avoid water production. The imbibition tests were then performed using the apparatus shown in Fig. 3.

For measuring gas phase relative permeability before and after wettability alteration, the core was first saturated with oil (normal decane). The absolute permeability of the core was measured. The air displacement in the core without the chemical treatment was then carried out in the vertical direction at room temperature with a confining pressure of 500 psi. The air was passed through the oil before entering the core sample and its pressure at the inlet was kept at 3.0 psi while the outlet was open to the atmosphere. Oil recovery, residual oil saturation, and end-point value of gas phase relative permeability were measured. The oil relative permeability was also calculated at low oil saturations. After the air displacement without chemical treatment, the core was cleaned, dried, and treated by 2.0%wt FC722. Following that, the core was saturated with oil. Air displacement was performed again. Oil recovery, residual oil saturation, and gas phase relative permeability were then measured.

Imbibition and Drainage: Traditionally, spontaneous imbibition tests are conducted by immersing the core samples saturated with one liquid in another one. This type of imbibition is countercurrent imbibition. For water imbibition in oil-water systems, the traditional method for performing imbibition has an unavoidable disadvantage; one may have to remove the produced fluid on the rock surface from time to time. Berea and chalk without chemical treatment are strongly liquid-wet in gas-liquid systems. The early spontaneous imbibition may also be too rapid to record the data accurately. This classic method is difficult to implement in gas-liquid systems due to the limitation described above. The schematic of the apparatus used in our study for the measurement of liquid spontaneous imbibition into an air-saturated rock (Berea or chalk) is shown in Fig. 2. The core sample was kept in a vertical direction. When the bottom of the rock touched the liquid (oil or water), the liquid was spontaneously imbibed into the rock. The scale then recorded the change in weight of liquid with imbibition time. The average liquid saturation in the rock was calculated using the data from the scale. After the imbibition test, the core sample is weighed and the final average liquid saturation in the core can be obtained from the weight of the core. The experimental imbibition data recorded by the scale was in agreement with the final liquid saturation determined by weighing. The readability of the
scale was 0.01g. When the wettability of the rock is altered to neutral-wet or preferentially gas-wet, there should be no imbibition of liquid into the rock.

In order to avoid errors due to evaporation, especially for water imbibition measurements, in the setup shown in Fig. 2, we developed a different approach to perform liquid imbibition into the air-saturated core samples; the schematic is depicted in Fig. 3. The core samples pressed strongly by the heat shrink tubing were kept vertically. The liquid level in the container is about 2 mm higher than the bottom of the core. The tubing from the valve to the container is filled with liquid while the section from the valve to the bottom of the core is empty. The liquid (oil or water) will rise and touch the bottom of the rock and imbibe into the rock spontaneously after the valve is opened. The time when liquid touches the rock bottom can be identified from the plot of the weight change of the container vs. time; an abrupt change in the reduction rate of liquid weight occurs when liquid touches the rock bottom due to liquid imbibition into the rock. The average liquid saturation and the amount of liquid imbibed into the core is readily calculated through the data recorded by the scale.

The equipment used to measure air permeability, liquid permeability, end-point gas phase relative permeability, and gravity drainage performance is shown in Fig. 4. A confining pressure of up to 3000psi may be applied in the Hassler type core holder. For air permeability measurement in Berea, the differential pressure between top and bottom ends is measured using a U-shape tube. A Validyne differential pressure transducer was used for the chalk with an accuracy of ±0.25% FS. Both drainage and imbibition tests may be performed in the same setup. A pump is used to apply a confining pressure to the core holder.

**Entry Capillary Pressure:** The schematic of the setup for measuring entry capillary pressure is shown in Fig. 5. When entry capillary pressure is small, it is measured by adjusting the height of the liquid level referenced to the bottom of the core sample; in this case compressed air is not required to pressurize the liquid. Otherwise, the entry capillary pressure is measured by applying air pressure to the liquid (see Fig. 5); the pressure is determined using a Validyne differential pressure transducer with an accuracy of ±0.25% FS. Other components in Fig. 5 are similar to those in Fig. 4.

**Results**

We have conducted different tests in a capillary tube as well as in Berea and chalk samples. Following text discusses our experimental results.

**Capillary Tube Tests:** Fig. 6a shows liquid rise vs. the concentration of FC754 (from the treatment process) for both the gas-oil and gas-water systems; the liquid rise in the capillary tube decreases with an increase of the concentration and then stays constant when the concentration reaches around 0.2%wt. The reduction in the water rise due to wettability alteration is much more pronounced than that of the oil. The contact angle can be calculated using Eq. 2. Fig. 6b plots the computed contact angle vs. the concentration of FC754 for the gas-oil and gas-water systems. Note that the contact angle prior to treatment
is about 50° for the gas-water system and about 0° for the normal decane-air system. This figure shows that the contact angle increases with the increase of the concentration; the contact angle of the gas-water systems increases to about 90° at a concentration of about 0.1 percent. This implies that wettability of the gas-water-glass system has been altered to intermediate gas-wetting by FC754. The contact angle of gas-oil increases to about 60° at a concentration of 0.1 percent. The wettability alteration in the gas-water system by FC754 is more pronounced than that in the gas-oil system.

The effect of the concentration of FC722 on the liquid level is shown in Fig. 7a for both the gas-oil and gas-water systems; liquid level in the capillary tube decreases with an increase of the concentration. The effect of the chemical concentration on the liquid level is reduced when the concentration is higher than about 0.1 percent. The interesting observation in this figure is the fall of the water level to negative values in the capillary tube, which confirms the wettability alteration instead of the decrease of the surface tension. It is definitely determined from Eq. 2 that the liquid height in a circular capillary tube shown in Fig. 1 cannot be negative by reducing the surface tension. The only means to have a fall of the liquid level is to alter wettability from preferential liquid-wetness (θ < 90°) to preferential gas-wetness (θ > 90°). Fig. 7b depicts the computed contact angle vs. the concentration of FC722 for both gas-oil and gas-water systems; the contact angle is calculated using Eq. 2. This figure shows that the contact angles of both gas-oil and gas-water in the capillary tube increases with the increase of the concentration. The contact angles of gas-water and gas-oil increase to about 118° and 60° at 1.0 percent concentration, respectively. The wettability alteration in the gas-water system by FC722 is much more pronounced than that in the gas-oil system.

**Berea Imbibition Tests:** We measured both imbibition of oil and imbibition of water into a Berea core saturated with air. The measurements included Berea before and after chemical treatment with FC754 and FC722, and with or without initial water saturation. We conducted the tests in the setup shown in Fig. 2.

Fig. 8 plots the gas recovery by both oil and water spontaneous imbibition in an air-saturated Berea before and after treatment with FC754 and FC722 chemicals, respectively. The gas recovery is represented by the fraction of GOIP (gas originally in-place). Note that the residual gas saturation to oil is not the same as the residual gas saturation to water for the untreated Berea; the residual gas saturation to oil is about 38%, and to water is about 44% (see Fig. 8). The residual oil saturation of Berea from water imbibition is about 45 percent. The properties of the rock samples (Berea) used here are about the same. Therefore, the main factor that influences gas recovery by spontaneous liquid imbibition is wettability. There is no related literature on the effect of wettability on recovery in gas-liquid systems. Oil recovery in oil-water-rock systems may increase when the wettability varies from oil-wetting to water-wetting in uniformly-wet porous media as summarized by Anderson. Other experimental results for rocks with heterogeneous wettability show that oil recovery in weakly water-wet reservoir rocks is sometimes greater than that in strongly water-wet rocks. Compared with oil-water systems, it seems reasonable to assume that the gas recovery by liquid spontaneous imbibition is greater when rocks are more liquid-wet. Based on the above analysis, one possible explanation for the lower residual gas saturation to oil is that the oil wettability in gas-oil-Berea (GOB) systems is stronger than the water
wettability in gas-water-Berea (GWB) systems. This hypothesis seems to be consistent with the previous contact angle measurements in gas-oil and gas-water systems with capillary tubes. Our results showed that the contact angle through liquid phase in gas-oil systems is less than that in gas-water systems.

Gas recovery by water imbibition in Berea treated (sample No.1) by FC754 is much less than that in Berea without the chemical treatment (see Fig. 8). The spontaneous imbibition is related to wettability; gas recovery by spontaneous water imbibition decreases from liquid-wetting to preferential gas-wetness. Therefore, Fig. 8 demonstrates that the wettability of a GWB system has been altered from strong liquid-wetting to somewhat intermediate gas-wetness by FC754. The gas recovery by spontaneous oil imbibition in Berea (sample No.1) when treated with FC754 is also less than that without the treatment for a GOB system, demonstrating that the wettability of the gas-oil-rock (Berea) system has been altered to less liquid-wet after treatment by FC754. Similar to the glass tube, the wettability alteration by FC754 in a GWB system is more pronounced than that in a GOB system.

Neither oil nor water imbibes into Berea (sample No.2) when treated by FC722 due to wettability alteration. It can be seen from Fig. 8 that the wettability in both GOB and GWB systems has been altered from strong liquid-wetting to intermediate wetting or preferential gas-wetting by FC722. We will soon confirm that the wettability was altered to preferential gas-wetting by measuring the entry capillary pressure. It can be seen from the results shown in Fig. 8 that FC722 is more effective than FC754 for altering the wettability in gas-liquid-Berea systems.

The rate of spontaneous imbibition for both oil and water in gas-oil and gas-water systems is shown in Fig. 9 in units of GOP per minute. It can be seen from this figure that the rate of spontaneous oil imbibition is somewhat higher than that of water imbibition in Berea. The process shown in Fig. 9 may be because of the stronger liquid-wetting in GOB systems than in GWB systems. We will discuss liquid imbibition rates in more detail later.

As described above, the Berea cores were treated without initial water saturation. In order to examine the influence of initial water saturation on wettability alteration, we treated the core after establishing different initial water saturations. The experimental results depicted in Fig. 10a show that there is no water imbibition in Berea (sample No.3) after wettability alteration by FC722 with initial water saturation ranging from 0 to 40.1 percent. The imbibition process was completed after approximately 20 minutes. The same imbibition results were obtained when we extended the test time to about 1000 minutes. Fig. 10a shows that FC722 could alter rock wettability in the presence of initial water saturation in gas-water systems.

Gas recovery by water imbibition decreases with the increase of initial water saturation as shown in Fig. 10a. The effect of initial water saturation on imbibition rates was also studied. Fig. 10b shows that imbibition rate increases with the increase of initial water saturation at an early stage of imbibition. We did not find literature data on the effect of initial water saturation on imbibition recovery and rate in gas-liquid systems. Viklund, et al. reported that the rate of spontaneous water imbibition in strongly water-wet rocks saturated with oil might increase or decrease with an increase in initial water saturation for sandstones and chalks; the trend depends on the range of initial water saturation. Our experimental results,
as discussed above, show a consistent increase of initial rate with increasing initial water saturation (see Figs. 10 and 11). Oil and water imbibition tests at the initial water saturation of 50% were also performed without chemical treatment. The same phenomenon as described above was found (results are not shown in Figs. 10 and 11).

Fig. 11a shows that there is no oil imbibition in Berea (sample No.4) after wettability alteration by FC722 when initial water saturation ranges from 0 to 40.5 percent. This implies that FC722 would also alter rock wettability in the presence of initial water saturation in gas-oil systems.

Gas recovery by oil imbibition also decreases with the increase of initial water saturation as shown in Fig. 11a. The effect of initial water saturation on oil imbibition rate is shown in Fig. 11b. The relationship between oil imbibition rate and initial water saturation at the early and late stage of oil imbibition in gas-oil systems is the same as in gas-water systems. From a comparison of Figs. 10b and 11b, it seems that in Berea the water imbibition rate is more sensitive to the initial water saturation than the oil imbibition rate.

Chalk Imbibition Tests: In order to verify that FC722 can alter the wettability of different rock types, Kansas chalk was used to perform liquid (oil and water) imbibition tests with and without chemical treatment using the setup shown in Fig. 2. The gas recovery by spontaneous oil and water imbibition in Kansas chalk (sample No.5) with and without chemical treatment by FC722 is shown in Fig. 12. Neither oil nor water imbibes into Kansas chalk due to the wettability alteration after the treatment with FC722. It can be seen from this figure that the wettability in a gas-water chalk (GWC) or a gas-oil chalk (GOC) system has been altered from strong water-wetness to intermediate wetness or preferential gas-wetness by FC722. The state of wettability alteration will be determined more precisely later.

The imbibition characteristics of oil and water in Kansas chalk is different from that in Berea as shown in Fig. 13 (see also Fig. 9). Gas production rate by spontaneous water imbibition in a GWC system is higher than that by spontaneous oil imbibition in a GOC system at the early stage of imbibition. The process observed in Fig. 13 may be due to the pore structure of the chalk. The feature of oil and water imbibition is opposite at the late stage. It can also be seen from Fig. 12 that the ultimate gas recovery by spontaneous oil imbibition in a GOC system is greater than that by the spontaneous water imbibition in a GWC system. This may be due to the difference in wettability of liquid phase in GOC and GWC systems.

The comparison of gas recovery by spontaneous water imbibition in Berea with that in Kansas chalk is shown in Fig. 14a. This figure demonstrates that the residual gas saturation by the spontaneous water imbibition in Kansas chalk is about four times less than that in Berea. Fig. 14b shows that the water imbibition rate in Berea is greater than that in chalk during the early imbibition process.

The residual gas saturation by spontaneous oil imbibition in Kansas chalk is about three times less than that in Berea as shown in Fig. 15a, which has a similar characteristics to those of water imbibition in Berea and chalk (see Fig. 14). Fig. 15b illustrates similar results for oil imbibition rate as in Fig. 14b. It is noted, however, that the difference in oil and
water imbibition rates is greater in Kansas chalk than in Berea. Our residual gas saturation data in chalk reveal a unique feature which has not been reported in the literature.

Berea Drainage Tests: The effect of wettability alteration on oil production by gravity drainage was studied using the apparatus shown in Fig. 4. The core sample was first saturated with oil (normal decane). The absolute permeability was then measured. A gravity drainage test was performed without the chemical treatment at a confining pressure of 500 psi. The production outlet was located 23 cm below the bottom of the core because the threshold height is about 35 cm. After gravity drainage without chemical treatment, the core was cleaned, dried, and then treated with FC722. The gravity drainage test was repeated after the core was saturated with oil following the chemical treatment. Two sandstone cores were used in the drainage tests. One (sample No.6) was treated with a low concentration (0.18% wt) of FC722. The oil production by gravity drainage in this core with and without treatment with FC722 is presented in Fig. 16a. The incremental oil recovery (OOIP) was around 15 percent in the core treated with 0.18% wt FC722 due to wettability alteration.

Another core (sample No.7) was treated by a high concentration (2.0% wt) of FC722. The oil production by gravity drainage in this core with and without treatment with FC722 is shown in Fig. 16b. The incremental oil recovery due to the wettability alteration in the core with the treatment of 2.0% wt FC722 was around 35 percent.

Oil production can be enhanced by treatment with FC722 (see Fig. 16). Incremental oil recovery by gravity drainage increases with the increase in concentration of FC722. Not much analysis can be made on the state of gas-wetting from the drainage tests due to breakthrough of the gas at the core outlet. The results, however, show that drainage and imbibition processes have different features from chemical treatment.

Preferential Gas-Wetting: The zero imbibition of oil or water in an air-saturated core after wettability alteration shown in Fig. 8 for Berea, and in Fig. 12 for chalk does not establish the extent of wettability alteration. A more precise test is the entry capillary pressure measurement. Any positive pressure on a liquid entering an air-saturated core would establish the degree of preferential gas-wetting of a treated core. Entry capillary pressures for both GOB and GWB systems were measured after the treatment of Berea sample (sample No.9) with 2.0% wt FC722. The porosity and permeability of this core are 19.5% and 616.7 md, respectively. The entry capillary pressure after the chemical treatment in the GWB system was measured by using the equipment shown in Fig. 5; it is about 35 cm of water column. The pseudo contact angle calculated using Eq. 3 is around 95°. The measured entry capillary pressure in the GOB system is about 12 cm oil column; the pseudo contact angle calculated using Eq. 3 is around 93°.

The entry capillary pressure in a North Sea chalk (sample No.10) after treatment with 2.0% wt FC722 in both GOC and GWC systems was also measured; the porosity and permeability of this North Sea chalk were 29.0% and 1.47 md, respectively. The measured entry capillary pressure was about 10.28 psi in the GWC system. The pseudo contact angle calculated using Eq. 3 was around 94°. The water phase used in the measurement was the 1% NaCl brine. The measured entry capillary pressure in the GOC system was about 1.49 psi; the pseudo contact angle calculated using Eq. 3 was around 92°. Note that these two pseudo contact angles in both gas-oil- and gas-water-rock systems, unlike the more
direct measurements established before and the new one that will be discussed next, are physically less realistic.

We can also study wettability alteration by placing a droplet of water or oil on an air-saturated core. Fig. 17 shows the fate of a droplet of water on the surface of an air-saturated Berea core before and after treatment. Fig. 17a shows that a droplet of water imbibes into the rock instantaneously as soon as it is placed on a Berea core (sample No.1) before chemical treatment. An oil droplet also imbibes. On the other hand, when a droplet of water is placed on an air-saturated Berea (sample No.2) which has undergone wettability alteration with 2.0%wt FC722, the droplet forms a shape that is compatible with its wettability. Fig. 17b shows that a water droplet forms a contact angle of about 125° indicating strong preferential gas-wetting. When a water droplet is placed on a Berea treated with 0.18%wt FC722, the contact angle is around 120° (see Fig. 17c). As expected the treated Berea does not imbibe any water. Fig. 17d shows a droplet of oil on an air-saturated Berea (sample No.2) treated by 2.0%wt FC722; oil does not imbibe into the rock. This figure shows that the contact angle through the oil phase is less than that in gas-water-rock system; the measured contact angle through the oil phase is around 60°.

Fig. 18a shows a droplet of water (or oil) on the top of an air-saturated chalk (sample No.8) without chemical treatment; water (or oil) imbibes into the rock instantaneously when it contacts the rock. After the treatment with 2.0%wt FC722, water does not imbibe into the rock (sample No.8) as shown in Fig. 18b; the contact angle is around 120° through the water phase. Fig. 18c shows a droplet of oil on the chalk (sample No.8) treated by 2.0%wt FC722; oil does not imbibe into the rock. It can be seen in Fig. 18c that the contact angle in GOC systems is less than that in GWC systems; the measured contact angle through the oil phase is also around 60°.

The results of the simple tests shown in Figs. 17 and 18 also provide a strong evidence of wettability alteration to preferential gas-wetting.

**Thermal Stability of Chemical:** To demonstrate the thermal stability of FC722, a Berea was saturated with FC722 at room temperature. After removing the liquid chemical, the core was dried and then heated to a temperature of 210°F and maintained for around two hours. Neither water nor oil imbibes into this core when saturated with air; the imbibition tests were then performed at room temperature. Therefore, FC722 appears to possess good thermal stability under these conditions.

**Longevity of Chemical:** The longevity of FC722 was studied by oil displacement and gas displacement in the treated core. One Berea sample was treated by FC722 and saturated with oil after it was dried. The core was dried again following 100PV of oil displacement in a single phase state. Then both water and oil imbibition tests were performed. It was found that there was neither water imbibition nor oil imbibition in the core after 100PV of oil displacement. The same procedures were repeated after about 10,000PV of gas displacement. Neither water nor oil imbibed into the air-saturated core. The core was then left in the air for approximately 4 months; there was still no liquid imbibition. The above results show that FC722 might be suitable for permanent wettability alteration.

**Effect of Chemical on Permeability:** In order to study the effect of chemical treatment on rock property, the permeabilities of both Berea and chalk samples before and after the treatment with FC722 were measured using \( \kappa C_{10} \). The setup used to measure the rock
permeability is shown in Fig. 4. The permeabilities of two Berea cores (samples No.7 and 9) without chemical treatment were 975 and 616md, respectively; they varied to 938 and 592md after it was treated by 0.18%wt FC722, respectively. The permeability of the North Sea chalk (sample No.10) changed from 1.47md to 1.18md after it was treated by 2.0%wt FC722. The above experimental results show that there is no significant permeability reduction in Berea or chalk samples after treatment with FC722.

All the tests described above confirm that the wettability of porous media can be altered to preferentially gas-wet, and the wettability alteration is permanent. Furthermore, there is no significant reduction in permeability after the wettability of porous media is altered. In the following, we will discuss the measurement of gas and liquid relative permeabilities of the treated and untreated Berea to confirm the results from our theoretical work presented in Ref. 1.

Effect of Wettability Alteration on Relative Permeability: Gas well deliverability in gas-condensate reservoirs is related to the relative permeabilities. If the relative permeabilities can be increased by wettability alteration, the gas well production may be enhanced. Berea (sample No.11) with length of 17.85cm and diameter of 2.48cm was used to study the effect of wettability alteration on oil and gas phase relative permeability; the permeability and porosity of this core sample are 632.3md and 20.5%, respectively.

The measured final oil recovery (OOIP) by gravity drainage increased from 83.8 to 91.9%; residual oil saturation decreased from 16.2 to 8.1%; and end-point gas phase relative permeability increased from 0.54 to 0.95 after the core was treated with 2.0%wt FC722.

Gas relative permeability at an oil saturation of about 16.2% increased from 0.54 to 0.89 and oil relative permeability at an oil saturation of about 27.1% increased from 0.025 to 0.030 after it was treated with 2.0%wt FC722. It seems that the effect of wettability alteration on oil and gas relative permeabilities supports the network modeling predictions by Li and Firoozabadil. An extensive effort to measure gas and liquid relative permeabilities in the entire saturation range is currently planned.

Conclusions

In addition to new data on residual gas saturation to oil and water imbibition in strongly liquid-wet chalk, the following conclusion related to wettability alteration can be drawn from the work:

1. The wettability of gas-water-rock systems can be altered from strong water-wetting to intermediate gas-wetting by FC754 and can be altered from strong water-wetting to preferential gas-wetting by FC722.
2. The wettability of gas-oil-rock systems can be altered from strong oil-wetting to less oil-wetting by FC754 and can be altered from strong oil-wetting to preferential gas-wetting by FC722.
3. The oil recovery and gas phase relative permeability in gas-oil systems could be increased by the treatment of FC722 due to the wettability alteration.
4. FC722 is thermally stable and seems to alter gas wettability permanently.
5. The gas recovery by spontaneous oil imbibition is greater than that by spontaneous water imbibition in both Berea and Kansas chalk.

6. The gas recovery by both spontaneous oil and water imbibition in a Kansas chalk is larger than that in Berea.

**Nomenclature**

\[D = \text{diameter of core} \]
\[h = \text{height of liquid column} \]
\[k = \text{permeability} \]
\[L = \text{length of core} \]
\[P_c = \text{capillary pressure} \]
\[PV = \text{pore volume of core} \]
\[r = \text{radius of a capillary tube} \]
\[\phi = \text{porosity} \]
\[\theta = \text{contact angle} \]
\[\theta_A = \text{advancing contact angle} \]
\[\theta_p = \text{pseudo contact angle} \]
\[\theta_R = \text{receding contact angle} \]
\[\sigma = \text{surface tension} \]
\[\mu = \text{fluid viscosity} \]
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**Table 1: Data on Core Samples**

<table>
<thead>
<tr>
<th>Sample No.</th>
<th>Permeability, md</th>
<th>Porosity, %</th>
<th>Length, cm</th>
<th>Diameter, cm</th>
<th>PV, ml</th>
<th>Rock type</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>*</td>
<td>20.6</td>
<td>5.05</td>
<td>5.02</td>
<td>20.55</td>
<td>Berea</td>
</tr>
<tr>
<td>2</td>
<td>*</td>
<td>21.8</td>
<td>5.06</td>
<td>5.02</td>
<td>21.82</td>
<td>Berea</td>
</tr>
<tr>
<td>3</td>
<td>*</td>
<td>22.8</td>
<td>4.93</td>
<td>5.00</td>
<td>22.07</td>
<td>Berea</td>
</tr>
<tr>
<td>4</td>
<td>*</td>
<td>22.2</td>
<td>5.00</td>
<td>4.98</td>
<td>21.65</td>
<td>Berea</td>
</tr>
<tr>
<td>5</td>
<td>★</td>
<td>25.0</td>
<td>5.30</td>
<td>3.71</td>
<td>14.32</td>
<td>Kansas chalk</td>
</tr>
<tr>
<td>6</td>
<td>1089</td>
<td>21.9</td>
<td>18.9</td>
<td>2.64</td>
<td>22.65</td>
<td>Berea</td>
</tr>
<tr>
<td>7</td>
<td>975</td>
<td>21.3</td>
<td>18.9</td>
<td>2.64</td>
<td>22.03</td>
<td>Berea</td>
</tr>
<tr>
<td>8</td>
<td>★</td>
<td>24.8</td>
<td>5.11</td>
<td>5.02</td>
<td>25.06</td>
<td>Kansas chalk</td>
</tr>
<tr>
<td>9</td>
<td>616</td>
<td>19.5</td>
<td>18.15</td>
<td>2.53</td>
<td>17.81</td>
<td>Berea</td>
</tr>
<tr>
<td>10</td>
<td>1.47</td>
<td>29.0</td>
<td>12.55</td>
<td>5.03</td>
<td>72.47</td>
<td>North Sea chalk</td>
</tr>
<tr>
<td>11</td>
<td>632</td>
<td>20.5</td>
<td>17.85</td>
<td>2.48</td>
<td>17.67</td>
<td>Berea</td>
</tr>
</tbody>
</table>

*: k = 500md; ★: k = 5md
(a) Strong liquid-wet ($\theta<90^\circ$)

(b) Intermediate gas-wet ($\theta=90^\circ$)

(c) Gas-wet ($\theta>90^\circ$)

Fig. 1: Liquid level rise or fall in a capillary tube at various wettabillity conditions
Fig. 2: Instant surface contact method for measuring liquid imbibition into an air-saturated rock
Fig. 3: Liquid rise method for measuring liquid imbibition into an air-saturated rock
Fig. 4: Schematic of the apparatus used for measuring drainage and imbibition
Fig. 5: Schematic of the apparatus used for measuring the entry capillary pressure
Fig. 6: Liquid level and contact angle vs. the concentration of FC754 — glass tube
Fig. 7: Liquid level and contact angle vs. the concentration of FC722 — glass tube
Fig. 8: Gas recovery by oil and water imbibition into the air-saturated Berea with and without chemical treatment

Fig. 9: Oil and water imbibition rates for the air-saturated Berea without chemical treatment
Fig. 10: Effect of initial water saturation on water imbibition into the air-saturated Berea with and without treatment with FC722
Fig. 11: Effect of initial water saturation on oil imbibition into the air-saturated Berea with and without treatment with FC722.
Fig. 12: Gas recovery by liquid imbibition into the air-saturated chalk with and without treatment with FC722

Fig. 13: Oil and water imbibition rates for the air-saturated chalk without chemical treatment
Fig. 14 Water imbibition and rate of the air-saturated Berea and chalk samples without chemical treatment.
Fig. 15 Oil imbibition and rate of the air-saturated Berea and chalk samples without chemical treatment.
Fig. 16: Oil recovery by gravity drainage with and without treatment of Berea with FC722
Fig. 17: Liquid droplets on the surface of the air-saturated Berea before and after treatment with FC722
Fig. 17: Liquid droplets on the surface of the air-saturated Berea before and after treatment with FC722 (continued)
(a) Water (without chemical treatment)

(b) Water (treatment with 2.0% FC722, $\theta=120^\circ$)

Fig. 18: Liquid droplets on the surface of the air-saturated chalk before and after treatment with FC722
Fig. 18: Liquid droplets on the surface of the air-saturated chalk before and after treatment with FC722 (continued)
1 Summary

A formalism based on powerful concepts of thermodynamics of irreversible processes is derived for calculating multicomponent diffusions flux both at the critical point and away from the critical point. The derivations are based on the entropy balance expression combined with the phenomenological equations and the Onsager reciprocal relations. The formalism results in a clear expression for the thermal contribution in the diffusion flux for non-ideal multicomponent mixtures. An analysis of the diffusion flux at the critical point is also performed. This analysis reveals that unlike isothermal and isobaric conditions where molecular diffusion flux is zero, molecular diffusion flux is finite and nonzero at the critical point. The thermal contribution in the diffusion flux is also finite at the critical point in multicomponent mixtures. This analysis shows that at non-isothermal conditions, also at non-isothermal and non-isobaric conditions, the composition gradient reaches infinity at the critical point; therefore, the mole fraction plot vs. spatial coordinates has an inflection point.

2 Introduction

Multicomponent diffusions (molecular, pressure, and thermal) are important in a variety of disciplines including oceanography, geology, metallurgy, material science, geophysics, chemical engineering, and hydrocarbon reservoir engineering [1, 2, 3, 4, 5, 6]. The share of molecular, pressure, and thermal diffusion to the total diffusion flux depends on the non-ideality of the fluid mixture and the imposed boundary conditions. Our motivation for the study of the subject is the understanding of irreversible phenomena in hydrocarbon reservoirs (cavities). An understanding of thermal, pressure, and molecular diffusion is required to determine the distribution of various species of a hydrocarbon fluid mixture in cavities with dimensions of the order of hundreds of meters and more. The fluid mixture contains a number of components each having a significant amount; it can be at the critical region in certain parts of a large cavity.

There is a vast literature on the subject of multicomponent molecular diffusion, pressure diffusion (sometimes referred to as gravitational effect) and thermal diffusion (often referred to as the Soret effect). The literature on thermal diffusion is, however, mainly
limited to two-component mixtures. To the best of our knowledge, there are no reported measured thermal diffusion factors (which are a measure of thermal diffusion) for a single ternary mixture or higher mixtures. This may be due to the lack of proper formulation of thermal diffusion flux in multicomponent mixtures.

Multicomponent molecular diffusion flux has been established to be zero at the critical point for both binary and multicomponent mixtures at isobaric and isothermal conditions [7, 8, 9, 10, 11] (throughout the study our focus is gas-liquid critical point). One purpose of this work is to establish the formulation that allows the determination of molecular diffusion flux at the critical point for 1) isothermal and non-isobaric, 2) non-isothermal and isobaric, and 3) non-isothermal and non-isobaric conditions. We are also interested in determining thermal diffusion flux at the critical point for multicomponent non-ideal mixtures.

The behavior of the thermal diffusion coefficient for binary mixtures in the critical region has been subject of several studies in the three last decades [12, 13, 14, 15, 16, 17, 18, 19, 20, 21, 22, 23, 24, 25, 26, 27, 28]. It has been shown using the mode-mode coupling analysis [24, 25] that thermal diffusion coefficients of a binary mixture have a finite value at the critical point. It is of interest to examine the finiteness of thermal diffusion at the critical point for multicomponent mixtures. In this work we show, by simple analysis of the diffusion flux for non-ideal binary mixtures, that the compositional gradient becomes infinity at the critical point. We extend our analysis to multicomponent non-ideal mixtures and show, for the first time, that the composition gradient of all the components undergo an inflexion point.

The cross effects characterize molecular diffusion and to a larger extent thermal diffusion in multicomponent mixtures. When those effects are significant, concentration gradients may change radically. To be specific, consider binary mixtures of methane(C1)/ethane(C2), methane(C1)/propane(C3) and methane(C1)/n-butane(nC4), where experimental thermal diffusion data are available [21, 27, 28]. In all those methane binaries of C1/C2, C1/C3, and C1/nC4, methane segregates to the hot side at isobaric conditions. On the other hand, in a ternary mixture of C1/C2/nC4, methane may segregate to the cold side [29]. The segregation of methane in binary mixtures to the hot side and in a ternary mixture to the cold side implies that one may not use effective thermal diffusion factors to study thermal diffusion in ternary and higher mixtures in a non-isothermal process.

Cross-molecular diffusion coefficients have also been shown to be important in some ternary and higher mixtures. Larre et al. [30] investigated the stability of a horizontal layer heated from below filled with a water-isopropanol-ethanol mixture. The authors neglected the cross-molecular diffusion coefficients and assumed that the thermal diffusion factor of a given component could be expressed as the sum of the thermal diffusion factors of the binaries consisting of this component and the two others, respectively. The model results do not, however, agree with the experimental data. A similar conclusion has been reported by Krupiczka and Rotkegel [31] who investigated mass transfer in ternary mixtures of isopropanol-water-air and isopropanol-water-helium. Considerable discrepancies between experimental data and theoretical predictions were observed when cross-diffusion terms were neglected.

The main goal of this paper is to present a consistent and clear formulation of diffusion flux expression for multicomponent mixtures. We include diffusion processes due to 1)
molecular, 2) pressure, and 3) thermal effects for complex near-critical mixtures. The
derivations are based on the powerful concepts of irreversible thermodynamics. Part of
our derivations are somewhat similar to those of de Groot and Mazur [32] and Haase
[7]. However, these authors have not attempted to present a complete formulation of
multicomponent diffusions. We will repeat some aspects of the work of these authors for
completeness in advancing concepts.

3 Phenomenological Equations

In a mixture consisting of \( N \) components \( (N \geq 2) \), where there is no heat generation,
viscous dissipation, or chemical reaction and where the only external force \( \bar{F} \) is the gravity,
the entropy production strength \( \sigma \) (entropy production per unit time and volume) can be
written as (see de Groot and Mazur [32])

\[
\sigma = -\frac{1}{T^2} \bar{J}_q \cdot \nabla T - \frac{1}{T} \sum_{k=1}^{N} \bar{J}_k \left( \frac{T}{M_k} \nabla \frac{\mu_k}{T} - \bar{F} \right) ,
\]

where \( \bar{J}_q \) is the heat flux, \( T \) is the temperature, and \( M_k, \mu_k, \bar{J}_k \) are the molecular weight,
the chemical potential, and the diffusion mass flux relative to the mass average velocity
of component \( k \), respectively. A different form of the entropy production can be obtained
by using

\[
T \nabla \frac{\mu_k}{T} = \nabla \mu_k - \frac{\mu_k}{T} \nabla T
\]  \hspace{1cm} (2)

\[
= \nabla T \mu_k - \left( \mu_k - T \frac{\partial \mu_k}{\partial T} \bigg|_{n, P} \right) \frac{\nabla T}{T} ,
\]

where \( n \equiv (n_1, n_2, ..., n_k, ..., n_N) \), \( n_k \) is the number of moles of component \( k \), and \( P \) is the
pressure. The subscript \( T \) implies that the gradient is calculated at constant temperature.
The Gibbs free energy \( G \) is given by

\[
G = \sum_{k=1}^{N} n_k \mu_k ,
\]

and, the Gibbs-Duhem relation reads

\[
\sum_{k=1}^{N} n_k d\mu_k = -SdT + VdP ,
\]

where \( S \) and \( V \) are the entropy and the total volume of the mixture, respectively. From
Eq. (5)

\[
\bar{S}_k = -\frac{\partial \mu_k}{\partial T} \bigg|_{n, P} , \quad k = 1, ..., N ,
\]  \hspace{1cm} (6)
where $\bar{S}_k$ is the partial molar entropy of component $k$. The partial molar enthalpy of component $k$ can be expressed by

$$\bar{H}_k = \mu_k + T\bar{S}_k, \quad k = 1, \ldots, N. \tag{7}$$

From Eqs. (6) and (7)

$$\bar{H}_k = \mu_k - T \frac{\partial \mu_k}{\partial T} \bigg|_{n_P}, \quad k = 1, \ldots, N. \tag{8}$$

Eqs. (1), (3) and (8) imply that

$$\sigma = -\frac{1}{T^2} \left( \bar{J}_q - \sum_{k=1}^{N} \bar{H}_k \bar{J}_k \right) \nabla T - \frac{1}{T} \sum_{k=1}^{N} \bar{J}_k \left( \nabla T \frac{\mu_k}{M_k} \bar{F} \right); \tag{9}$$

$$\sum_{k=1}^{N} (\bar{H}_k/M_k) \bar{J}_k$$

is the transfer of heat due to diffusion. By introducing a new heat flux expression defined as

$$\bar{J}^*_q = \bar{J}_q - \sum_{k=1}^{N} \bar{H}_k \bar{J}_k, \tag{10}$$

Eq. (9) becomes

$$\sigma = -\frac{1}{T^2} \bar{J}^*_q \nabla T - \frac{1}{T} \sum_{k=1}^{N} \bar{J}_k \left( \nabla T \frac{\mu_k}{M_k} \bar{F} \right). \tag{11}$$

From $\sum_{k=1}^{N} \bar{J}_k = 0$, one can write the entropy production strength as a function of the diffusion mass flux of only $N - 1$ components. Eqs. (11) then reads

$$\sigma = -\frac{1}{T^2} \bar{J}_q \nabla T - \frac{1}{T} \sum_{k=1}^{N-1} \bar{J}_k \nabla T \left( \frac{\mu_k}{M_k} - \frac{\mu_N}{M_N} \right). \tag{12}$$

The phenomenological equations for heat flux and diffusion flux are, therefore, (see de Groot and Mazur [32])

$$\bar{J}^*_q = -L'_{eq} \frac{\nabla T}{T^2} - \frac{1}{T} \sum_{k=1}^{N-1} L'_{eqk} \nabla T \left( \frac{\mu_k}{M_k} - \frac{\mu_N}{M_N} \right), \tag{13}$$

$$\bar{J}_i = -L'_{iq} \frac{\nabla T}{T^2} - \frac{1}{T} \sum_{k=1}^{N-1} L'_{ik} \nabla T \left( \frac{\mu_k}{M_k} - \frac{\mu_N}{M_N} \right), \quad i = 1, \ldots, N - 1, \tag{14}$$

respectively. In Eqs. (13) and (14), $L'_{eq}$, $L_{eqk}$, $L'_{iq}$, and $L_{ik}$ are the phenomenological coefficients (see Onsager [33, 34]). The fact that the entropy production strength $\sigma$ is $\geq 0$, puts conditions on the sign of some, and on the relationships between some other phenomenological coefficients. The main theme of this study is the diffusion flux and, therefore, we will focus on $\bar{J}_i$.  
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4 Diffusion mass flux expression

Let $M$, $n$ and $x_j$ denote the total molecular weight ($M = m/n$, where $m$ is the total mass), the total number of moles ($n = \sum_{j=1}^{N} n_k$), and the mole fraction of component $j$ ($x_j = n_j/n$), respectively. The Gibbs-Duhem expression given by Eq. (5) can then be written as

$$\nabla_T \mu_N = \frac{1}{x_N} \left( \frac{M}{\rho} \nabla P - \sum_{j=1}^{N-1} x_j \nabla_T \mu_j \right). \tag{15}$$

Let $x_j$ and $x$ denote

$$x_j \equiv (x_1, ..., x_{j-1}, x_{j+1}, ..., x_{N-1})$$

and

$$x \equiv (x_1, ..., x_{N-1}),$$

respectively. Then $\nabla_T \mu_k$ can be written as

$$\nabla_T \mu_k = \sum_{j=1}^{N-1} \frac{\partial \mu_k}{\partial x_j} \nabla x_j + \frac{\partial \mu_k}{\partial P} \nabla P \quad k = 1, ..., N. \tag{16}$$

$\nabla_T (\mu_k/M_k - \mu_N/M_N)$ which appears in Eq. (14) can be expressed as (using Eqs. (15) and (16))

$$\begin{align*}
\nabla_T (\mu_k/M_k - \mu_N/M_N) &= \sum_{j=1}^{N-1} \left( \frac{x_j}{M_N x_N} + \frac{\delta_{jk}}{M_j} \right) \sum_{i=1}^{N-1} \frac{\partial \mu_i}{\partial x_i} \nabla x_i \\
&+ \sum_{j=1}^{N-1} \left( \frac{x_j}{M_N x_N} \frac{\partial \mu_k}{\partial P} + \frac{1}{M_k} \frac{\partial \mu_k}{\partial P} - \frac{M}{M_N x_N \rho} \right) \nabla P \\
&\quad k = 1, ..., N - 1. \tag{17}
\end{align*}$$

By combining Eqs. (14) and (17), the diffusion mass flux becomes

$$\begin{align*}
\vect{J}_i &= -L_i q \nabla_T \\
&\quad \quad - \frac{1}{T} \sum_{k=1}^{N-1} \sum_{j=1}^{N-1} \left( \frac{x_j}{M_N x_N} + \frac{\delta_{jk}}{M_j} \right) \sum_{i=1}^{N-1} \frac{\partial \mu_i}{\partial x_i} \nabla x_i \\
&\quad \quad - \frac{1}{T} \sum_{k=1}^{N-1} \left[ \frac{1}{M_k} \frac{\partial \mu_k}{\partial P} + \sum_{j=1}^{N-1} \frac{x_j}{M_N x_N} \frac{\partial \mu_j}{\partial P} - \frac{M}{M_N x_N \rho} \right] \nabla P \\
&\quad i = 1, ..., N - 1. \tag{18}
\end{align*}$$

Terms $(\partial \mu_i/\partial x_j)_{x_j,T,P}$ and $(\partial \mu_i/\partial P)_{x_j,T}$ can be written as (see Firoozabadi [6])

$$\begin{align*}
\frac{\partial \mu_i}{\partial x_j} \bigg|_{x_j,T,P} &= RT \frac{\partial \ln f_i}{\partial x_j} \bigg|_{x_j,T,P} \quad i = 1, ..., N, \quad j = 1, ..., N - 1, \tag{19} \\
\frac{\partial \mu_i}{\partial P} \bigg|_{x,T} &= \tilde{V}_i \quad i = 1, ..., N. \tag{20}
\end{align*}$$
where \( f_i \) and \( \tilde{V}_i \) are the fugacity and the partial molar volume of component \( i \), respectively; they can be obtained using an equation of state. The new form of Eq. (18) after using Eqs. (19) and (20) is

\[
\mathbf{J}_i = -\frac{M^2 \rho \mu_{ii}}{M_i x_i M_N x_N} \left\{ \frac{M_i x_i M_N x_N L_{iq} \tilde{V}_T}{T^2} \right\} \]

\[
+ \frac{M_i x_i}{M_L \mu_{ii}} \sum_{k=1}^{N-1} L_{ik} \left\{ \sum_{j=1}^{N-1} \frac{M_j x_j + M_N x_N \delta_{jk}}{M_j} \left( \frac{\partial \ln f_j}{\partial x_i} \right)_{x_i, T, P} \tilde{V}_x \right\} \]

\[
+ \frac{M_i x_i}{M_R T \mu_{ii}} \sum_{k=1}^{N-1} L_{ik} \left\{ \sum_{j=1}^{N-1} x_j \tilde{V}_j + \frac{M_N x_N \tilde{V}_k}{M_M} - \frac{M}{\rho} \tilde{V}_P \right\} \]

\[
i = 1, \ldots, N - 1. \tag{21}
\]

Let

\[
a_{4N} = \frac{M_i M_N}{M^2}, \quad i = 1, \ldots, N - 1, \tag{22}
\]

\[
d_{iN} = \frac{M^3 \rho \mu_{ii} x_i x_N}{\rho M_i^2 M_N^2 x_N}, \quad i = 1, \ldots, N - 1, \tag{23}
\]

\[
k_{T_i} = \frac{M_i x_i M_N x_N L_{iq}}{M_R T \mu_{ii}} = \alpha_{T_i x_i x_N}, \quad i = 1, \ldots, N - 1, \tag{24}
\]

where \( k_{T_i} \) and \( \alpha_{T_i} \) denote the thermal diffusion ratio and the thermal diffusion factor of component \( i \), respectively. An important results of this work is the simple expression for the thermal diffusion factor of multicomponent mixtures given by Eq. 24 (that is, \( k_{T_i} = \alpha_{T_i x_i x_N} \)). For a binary mixture, the coefficient \( a_{12} \) is equal to \( M_1 M_2 / M^2 \) and \( k_{T_1} = \alpha_{T_1 x_1 x_1} \). The expression \( k_{T_1} = \alpha_{T_1 x_1 x_1} (1 - x_1) \) has been used erroneously in the literature [35, 36] to represent the thermal diffusion ratio in multicomponent mixtures. For an ideal binary mixture, the molecular diffusion coefficient reduces to \( a_{12} D_{12} \); the non-ideality could, however, be incorporated into \( a_{12} D_{12} \) by multiplication with \( \partial \ln f_1 / \partial \ln x_1 \); that is, the molecular diffusion coefficient is equal to \( a_{12} D_{12} \partial \ln f_1 / \partial \ln x_1 \).

From Eqs. (21) to (24),

\[
\mathbf{J}_i = -\rho a_{4N} d_{iN} \left\{ k_{T_i} \tilde{V}_T \right\} \]

\[
+ \frac{M_i x_i}{M_L \mu_{ii}} \sum_{k=1}^{N-1} L_{ik} \left\{ \sum_{j=1}^{N-1} \frac{M_j x_j + M_N x_N \delta_{jk}}{M_j} \left( \frac{\partial \ln f_j}{\partial x_i} \right)_{x_i, T, P} \tilde{V}_x \right\} \]

\[
+ \frac{M_i x_i}{M_R T \mu_{ii}} \sum_{k=1}^{N-1} L_{ik} \left\{ \sum_{j=1}^{N-1} x_j \tilde{V}_j + \frac{M_N x_N \tilde{V}_k}{M_M} - \frac{M}{\rho} \tilde{V}_P \right\} \]

\[
i = 1, \ldots, N - 1. \tag{25}
\]

We define the following column vectors and matrices

\[
\mathbf{J} \equiv [\mathbf{J}_i] \equiv \mathbf{J}_i \quad i = 1, \ldots, N - 1,
\]
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Let

\[ D^M = D.M.L.W.F, \]  

\[ D^T = D.K_T, \]  

and

\[ D^P = D.M.L.V; \]

then the expression for diffusion flux in a compact vector form is

\[ J = -\rho \left( D^M \nabla x + D^T \nabla T + D^P \nabla P \right). \]  

On the right side, the first term represents molecular diffusion, the second term represents thermal diffusion, and the third term represents pressure diffusion. The elements \( D^M_{il} \), \( D^T_i \) and \( D^P_i \) are given by,

\[ D^M_{il} = a_{iN} a_{N} \frac{M_i x_i}{M L_{ii}} \sum_{k=1}^{N-1} \sum_{j=1}^{N-1} \frac{M_j x_j + M_N x_N \delta_{jk}}{M_j} \frac{\partial \ln f_j}{\partial x_l} \bigg|_{x_i, T, P}, \]  

\[ i, l = 1, ..., N - 1, \]  

\[ D^T_i = a_{iN} \frac{k_{Ti}}{T}, \]  

\[ i = 1, ..., N - 1, \]  

\[ D^P_i = a_{iN} \frac{M_i x_i}{M R T L_{ii}} \sum_{k=1}^{N-1} \sum_{j=1}^{N-1} \frac{M_j x_j}{M_k} \frac{\nabla_j \nabla_j}{\nabla T} \sum_{j=1}^{N-1} x_j \nabla_j + \frac{M_N x_N \nabla_k}{M_k} - \frac{M}{\rho} \]  

\[ i = 1, ..., N - 1. \]  
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The diffusion flux of component $i$, $i = 1, \ldots, N - 1$, in a mixture of $N$ components is a function of the composition gradients of $N - 1$ components and of temperature and pressure gradients as well. The molecular diffusion coefficients $D_{il}^{M}$, $i, l = 1, \ldots, N - 1$ (including $D_{ii}^{M}$) are functions of the phenomenological coefficients $L_{ik}$, $k = 1, \ldots, N - 1$ and of the quantities $\left(\partial \ln f_{i}/\partial x_{l}\right)_{x_{i},T,P}$, $l = 1, \ldots, N - 1$, as well as the mole fractions. The molecular diffusion coefficient $D_{ii}^{M}$ cannot be generally assumed to be the binary molecular diffusion coefficient measured in binary mixtures of components $i$ and $N$. Likewise, the thermal diffusion ratio $k_{i}$, for component $i$ is not the same in binary and ternary mixtures, even at the same pressure, temperature, and mole fraction of component $i$.

From Eq. (27) one can deduce the relation between the phenomenological coefficients and the molecular diffusion coefficients, which reads

$$L = (D.M)^{-1}.D^{M}.(W.F)^{-1}. \tag{34}$$

Using the relation $\left[A.B\right]^{T} = B^{T}.A^{T}$ ($A^{T}$ is the transpose of $A$) and the fact that $L$ is symmetric (the Onsager reciprocal relations [33, 34] and that $D.M$ is a diagonal matrix $(D.M)^{T} = D.M$; $D$ and $M$ are both a diagonal matrix), one obtains the following relationship between $D^{M}$ and $D^{MT}$

$$D^{MT} = (W.F)^{T}.D^{M} .(W.F)^{-1}. \tag{35}$$

Eqs. (34) and (35) are valid provided $\text{det}(W.F) \neq 0$ which implies that $\text{det}(W) \neq 0$ and $\text{det}(F) \neq 0$ ($\text{det}(W.F) = \text{det}(W) \cdot \text{det}(F)$). From Eqs. (34) and (35),

$$L.W.F = D^{-1}.M^{-1}.D^{M} \tag{36}$$

and

$$D^{MT}.W.F = (W.F)^{T}.D^{M}, \tag{37}$$

respectively. One thus obtains the equations relating the phenomenological coefficients to the molecular diffusion coefficients (from Eq. (36))

$$\sum_{l=1}^{N-1} \sum_{k=1}^{N-1} \frac{M_{k}x_{k} + M_{N}x_{N}\delta_{lk}}{M_{k}} \frac{\partial \ln f_{k}}{\partial x_{j}} \bigg|_{x_{i},T,P} L_{li} = \frac{\rho M_{N}x_{N}}{R} D_{ij}^{M}, \quad i, j = 1, \ldots, N - 1, \tag{38}$$

and those relating the diffusion coefficients to each other (from Eq. (37))

$$\sum_{l=1}^{N-1} \sum_{k=1}^{N-1} \frac{M_{k}x_{k} + M_{N}x_{N}\delta_{lk}}{M_{k}} \frac{\partial \ln f_{k}}{\partial x_{j}} \bigg|_{x_{i},T,P} D_{li}^{M} =$$

$$\sum_{l=1}^{N-1} \sum_{k=1}^{N-1} \frac{M_{k}x_{k} + M_{N}x_{N}\delta_{lk}}{M_{k}} \frac{\partial \ln f_{k}}{\partial x_{i}} \bigg|_{x_{i},T,P} D_{ij}^{M}, \quad i, j = 1, \ldots, N - 1. \tag{39}$$

The $(N - 1)^{2}$ relations appearing in Eq. (39) are not all independent. For $i = j$ the two members of the equality are identical. This means that the number of independent
relations reduces to \((N - 1)^2 - (N - 1)\). Furthermore, by replacing \(i\) with \(j\) and \(j\) with \(i\) in Eq. (39), one obtains the same equations. Thus, the number of independent equations relating the molecular diffusion coefficients reduces to \([(N - 1)^2 - (N - 1)] / 2\), and then the number of independent molecular diffusion coefficients reduces to \((N - 1)^2 - [(N - 1)^2 - (N - 1)] / 2 = N(N - 1)/2\).

4.1 Example I: binary mixtures

For binary mixtures, Eq. (30) reduces to (after substitution \(a_{12} = M_1 M_2 / M^2\))

\[
\vec{J}_1 = -\rho D_{12} \frac{M_1 M_2}{M^2} \left[ \frac{\partial \ln f_1}{\partial \ln x_1} \right]_{P, T} \vec{v} x_1 + \frac{x_1}{RT} \left( \frac{\bar{V}_1 - M_1}{\rho} \right) \vec{v} P + \frac{kT}{T} \vec{v} T .
\] (40)

The above equation appears in Bird et al. [37].

4.2 Example II: ternary mixtures

We focus now on a ternary mixture since it is the simplest mixture for which the Onsager reciprocal relation (that is, Eq. (39)) can be applied. Multicomponent mixtures with more than three components are logical extensions of a ternary mixture, differing primarily in algebraic complexity. Let

\[
c_1 = \frac{M_1 x_1 + M_3 x_3}{M_1} f_{12} + x_2 f_{22},
\] (41)

\[
c_2 = x_1 f_{12} + \frac{M_2 x_2 + M_3 x_3}{M_2} f_{22},
\] (42)

\[
c_3 = \frac{M_1 x_1 + M_3 x_3}{M_1} f_{11} + x_2 f_{21},
\] (43)

\[
c_4 = x_1 f_{11} + \frac{M_2 x_2 + M_3 x_3}{M_2} f_{21},
\] (44)

where \(f_{ij} \equiv (\partial \ln f_i / \partial x_j)_{x_3, T, P}\). For ternary mixtures, Eqs. (31-33) then read (\(L_{ii} > 0\); this results from the fact that the entropy production \(\sigma \geq 0\), see De Groot and Mazur [32]).

\[
D_{11}^M = a_{13} D_{13} \frac{M_1 x_1}{M} (c_3 + c_4 \frac{L_{12}}{L_{11}}),
\] (45)

\[
D_{12}^M = a_{13} D_{13} \frac{M_1 x_1}{M} (c_1 + c_2 \frac{L_{12}}{L_{11}}),
\] (46)

\[
D_{21}^M = a_{23} D_{23} \frac{M_2 x_2}{M} (c_4 + c_3 \frac{L_{21}}{L_{22}}),
\] (47)

\[
D_{22}^M = a_{23} D_{23} \frac{M_2 x_2}{M} (c_2 + c_1 \frac{L_{21}}{L_{22}}),
\] (48)

\[
D_1^T = a_{13} D_{13} \frac{k T_1}{T},
\] (49)

\[
D_2^T = a_{23} D_{23} \frac{k T_2}{T},
\] (50)
\[ D_1^F = a_{13} D_{13} \frac{M_1 x_1 + M_3 x_3}{M_{RT}} \left[ \frac{M_1 x_1 + M_3 x_3}{M_1} \bar{V}_1 + x_2 \bar{V}_2 - M \rho + \right. \]
\[ \left( \frac{M_2 x_2 + M_3 x_3}{M_2} \bar{V}_2 + x_1 \bar{V}_1 - \frac{M}{\rho} \right) \frac{L_{12}}{L_{11}} \right], \]  
(51)
\[ D_2^F = a_{23} D_{23} \frac{M_2 x_2}{M_{RT}} \left[ \frac{M_2 x_2 + M_3 x_3}{M_2} \bar{V}_2 + x_1 \bar{V}_1 - \frac{M}{\rho} \right. \]
\[ \left. \left( \frac{M_1 x_1 + M_3 x_3}{M_1} \bar{V}_1 + x_2 \bar{V}_2 - \frac{M}{\rho} \right) \frac{L_{21}}{L_{22}} \right]. \]  
(52)

Eqs. (38) and (39) imply
\[ \left( \frac{M_1 x_1 + M_3 x_3}{M_1} f_{1j} + x_2 f_{2j} \right) L_{1i} + \left( x_1 f_{1j} + \frac{M_2 x_2 + M_3 x_3}{M_2} f_{2j} \right) L_{2i} = \frac{\rho M_N x_N}{R} D_{ij}, \]
\[ i, j = 1, 2, \]  
(53)
and
\[ \left( \frac{M_1 x_1 + M_3 x_3}{M_1} f_{1j} + x_2 f_{2j} \right) D_{11}^M + \left( x_1 f_{1j} + \frac{M_2 x_2 + M_3 x_3}{M_2} f_{2j} \right) D_{12}^M = \]
\[ \left( \frac{M_1 x_1 + M_3 x_3}{M_1} f_{1i} + x_2 f_{2i} \right) D_{11}^M + \left( x_1 f_{1i} + \frac{M_2 x_2 + M_3 x_3}{M_2} f_{2i} \right) D_{2i}^M, \]
\[ i, j = 1, 2, \]  
(54)
respectively. From Eq. (53),
\[ c_3 L_{11} + c_4 L_{21} = \frac{\rho M_3 x_3}{R} D_{11}^M, \]  
(55)
\[ c_1 L_{11} + c_2 L_{21} = \frac{\rho M_3 x_3}{R} D_{12}^M, \]  
(56)
\[ c_3 L_{12} + c_4 L_{22} = \frac{\rho M_3 x_3}{R} D_{21}^M, \]  
(57)
\[ c_1 L_{12} + c_2 L_{22} = \frac{\rho M_3 x_3}{R} D_{22}^M, \]  
(58)
Provided that det \((W)\) \(\neq 0\) and det \((F)\) \(\neq 0\), one obtains
\[ L_{11} = \frac{\rho M_3 x_3}{R} \left( c_2 D_{11}^M - c_4 D_{12}^M \right), \]  
(59)
\[ L_{21} = \frac{-\rho M_3 x_3}{R} \left( c_1 D_{11}^M - c_3 D_{12}^M \right), \]  
(60)
\[ L_{12} = \frac{\rho M_3 x_3}{R} \left( c_2 D_{21}^M - c_4 D_{22}^M \right), \]  
(61)
\[ L_{22} = \frac{-\rho M_3 x_3}{R} \left( c_1 D_{21}^M - c_3 D_{22}^M \right), \]  
(62)
\((c_2 c_3 - c_1 c_4 = \text{det}(W) \text{det}(F))\). For \(i = j\) the two members of Eq. (54) are identical. Furthermore, by replacing \(i\) by \(j\) and \(j\) by \(i\) in Eq. (54), one obtains two identical equations. Eq. (54) thus reads
\[ c_1 D_{11}^M + c_2 D_{21}^M = c_3 D_{12}^M + c_4 D_{22}^M. \]  
(63)
Similar relations between the molecular diffusion coefficients have been reported by de Groot and Mazur [32] and Haase [7]. Eqs. (60), (61) and (63) are not independent. By combining Eqs. (60) and (63) one obtains Eqs. (61) (that is, $L_{12} = L_{21}$).

5 Critical point

Let us present features of multicomponent diffusion at the critical point. We start by presenting the problem in the general case of $N$ components. Then, we discuss in more detail the case of binary mixtures. One of two criticality conditions reads \[ \det (F) = 0; \] which implies

\[ \det (D^M) = 0 \] \hspace{1cm} (64)

at the critical point. Eq. (64) provides the well known result that in a binary mixture the molecular diffusion coefficient $D_{i1}^M$ vanishes and that for a mixture of $N \geq 3$, and that the diffusion coefficient determinant vanishes at the critical point. From Eq. (64),

\[ \text{rank} (D^M) \leq N - 2. \] \hspace{1cm} (65)

Let us discuss the case of equality in Eq. (65) (the same reasoning applies in the general case); at isothermal and isobaric conditions, one has only $N - 2$ independent diffusion mass fluxes: \( \tilde{J}_i, \ i = 1, ..., N - 2; \) \( \tilde{J}_{N-1} \) and \( \tilde{J}_N \) are linear combinations of the $N - 2$ remaining independent diffusion mass fluxes. This implies that there exist constants $\alpha_1, ..., \alpha_{N-2}$ such that

\[ D^M_{(N-1)i} = \sum_{j=1}^{N-2} \alpha_j D^M_{ji}, \ i = 1, ..., N - 1. \] \hspace{1cm} (66)

Therefore, at isothermal and isobaric conditions

\[ \tilde{J}_{N-1} = \sum_{i=1}^{N-1} D^M_{(N-1)i} \nabla x_i \]
\[ = \sum_{i=1}^{N-1} \sum_{j=1}^{N-2} \alpha_j D^M_{ji} \nabla x_i \]
\[ = \sum_{j=1}^{N-2} \alpha_j \tilde{J}_j. \] \hspace{1cm} (67)

Let $D_i = (D^M_{i1}, ..., D^M_{i(N-2)}), \ i = 1, ..., N - 2$; and $A = (\alpha_1, ..., \alpha_{N-2})$. Eq. (66) reads

\[ D^M_{(N-1)i} = A \cdot D^M_i, \ i = 1, ..., N - 1. \] \hspace{1cm} (68)

Let $D_{N-1} = (D^M_{(N-1)1}, ..., D^M_{(N-1)(N-2)}), \text{ and, } D^M_1 = [D^M_{ij}], \ i, j = 1, ..., N - 2$. \text{det} (D^M_1) \neq 0 \text{ since } \text{rank} (D^M_1) = N - 2. \text{ One thus obtains}

\[ A = (D^M_1)^{-1} \cdot D_{N-1} \] \hspace{1cm} (69)
which allows the determination of \( A \) knowing the molecular diffusion coefficients. For \( i = N - 1 \), Eq. (68) reads

\[
D_{(N-1)(N-1)}^{M} = A \cdot D_{N-1}.
\]  

(70)

Eqs. (69) and (70) imply

\[
D_{(N-1)(N-1)}^{M} = [(D_{1}^{M})^{-1}D_{N-1}] \cdot D_{N-1};
\]  

(71)

at the critical point, in addition to the results from the reciprocal relations in Eq. (39), there exists one more relationship between the diffusion coefficients. This means that, for a ternary mixture for example, two molecular diffusion coefficients, say the mutual diffusion coefficients, describe molecular diffusion flux. For ternary mixtures, \((D_{21}^{M}D_{22}^{M} - D_{12}^{M}D_{21}^{M})\) vanishes at the critical point. Experimental support can be drawn from the work of Vitagliano et al. [38] for a water-chloroform-acetic acid ternary mixture. Analysis of diffusion in ternary mixtures at the critical point has also been made by Taylor and Krishna [8]. The authors show that the criticality condition establishes a relation between the molecular diffusion coefficients. The combination of the criticality and the Onsager reciprocal relation implies that, for a ternary mixture at the critical point, only two diffusion coefficients are independent.

If we consider a multicomponent mixture at isothermal conditions and neglect the pressure gradient, at the steady state one obtains \( D^{M} \cdot \nabla x = 0 \), which implies \( \nabla x = 0 \) unless \( \det(D^{M}) = 0 \). This means that at isothermal and isobaric conditions at the critical point, the steady state may be reached with compositional gradients in the system. However, away from the critical point the mixture is, in principle, homogeneous. At isothermal and non-isobaric conditions at steady state, Eq. (30) reduces to

\[
D^{M} \cdot \nabla x + D^{P} \nabla P = 0.
\]

(72)

The solution of this equation can be written as

\[
\vec{v}_{x_{i}} = -\nabla P \frac{\det(B_{i})}{\det(D^{M})}.
\]

(73)

where \( B_{i}, i = 1, ..., N-1 \) is the matrix \( D^{M} \) with column \( i \) replaced by column vector \( D^{P} \). \( D^{P} \nabla P \) is, in principle, different from zero at the critical point; so is \( \det(B_{i}) \). From Eqs. (64) and (73), one may deduce that \( \nabla x \) reaches infinity at the critical point. The mole fraction plot vs. the vertical coordinate for each component has an inflection point at critical conditions. The same reasoning applies when \( \nabla P \) and \( \nabla T \) are both different from zero. This is discussed in more detail, for binary mixtures, in the following subsection.

5.1 Binary mixtures

One of the two criteria of criticality reduces to \( (\partial \ln f_{1}/\partial \ln x_{1})_{T,P} = 0 \) for binary mixtures. The coefficient \( D_{12} = (M^{3}RL_{11}) / (\rho M_{1}^{2}M_{2}^{2}x_{1}x_{2}) \) has, generally, a finite value at the
critical point [11]. The molecular diffusion coefficient $D_{11}^M = a_{12} D_{12} (\partial \ln f_1/\partial \ln x_1)_{T,P}$ thus vanishes at the critical point which has been established by various authors; it decreases asymptotically when one approaches the critical state (see, for example, Haase [7], Taylor and Krishna [8], Ackerson and Haney [10], Kiselev and Huber [15], Luettmer-Strathmann and Sengers [18], Cheng et al. [20] and Sakonidou et al. [21]). With regard to the thermal diffusion coefficient, it is well established, using the mode-mode coupling theory that this coefficient has a finite value at the critical point [24, 25, 17]. In the following, we discuss the behavior of diffusion in a binary mixture at the critical point for 1) isothermal and non-isobaric, and 2) non-isothermal and isobaric conditions.

For a binary mixture at isothermal and isobaric conditions, Eq. (40) at the steady state reduces to

$$\frac{\partial \ln f_1}{\partial \ln x_1} \bigg|_{P, T} \nabla x_1 = 0 \quad (74)$$

which is valid for any value of the composition gradient $\nabla x_1$.

Let us now consider a binary mixture at isothermal and non-isobaric conditions. It should be mentioned that the contribution of the pressure gradient in the diffusion mass flux has often been neglected in the studies treating diffusion in multicomponent systems. At steady state, Eq. (40) reduces to

$$\frac{\partial \ln f_1}{\partial \ln x_1} \bigg|_{P, T} \nabla x_1 + \frac{x_1}{RT} \left( \nabla T - \frac{M_1}{\rho} \right) \nabla P = 0. \quad (75)$$

Since $\nabla P \neq 0$ (say from gravity), and since $\left( \nabla T - \frac{M_1}{\rho} \right)$ has generally a finite value different from zero, $\left( \nabla T - \frac{M_1}{\rho} \right)$ must have a finite value. The fact that $(\partial \ln f_1/\partial \ln x_1)_{T,P}$ vanishes at the critical point, implies that $\nabla x_1$ should be infinity at this point. Fig. 1 sketches the compositional variation in the critical region in a one-dimensional vertical medium with a critical point at height $z$. Although $(\partial \ln f_1/\partial \ln x_1)_{T,P} \to 0$ and $\nabla x_1 \to \infty$ when one approaches the critical point, their product is a finite value.

The same reasoning can be applied at non-isothermal and isobaric conditions. In that case, at the steady state, Eq. (40) reduces to

$$\frac{\partial \ln f_1}{\partial \ln x_1} \bigg|_{P, T} \nabla x_1 + \frac{k_{1T}}{T} \nabla T = 0. \quad (76)$$

The product $(\partial \ln f_1/\partial \ln x_1)_{T,P} \nabla x_1$ can be finite and non-zero at the critical point where $(\partial \ln f_1/\partial \ln x_1)_{T,P} = 0$; this may occur when $\nabla x_1 \to \infty$. Therefore, at the critical point for a finite temperature gradient, $k_{1T}$ may also have a finite value. Note that this analysis is provided on very simple terms. Next, we discuss in more detail the finiteness of the thermal diffusion ratio $k_{1T}$ in view of some results presented in the literature [12, 13, 14, 15, 16, 17, 18, 19, 20, 21, 22, 23, 24, 25, 26, 27, 28].

Away from the critical point, the transport properties of a mixture vary generally slowly with temperature and composition. However, when the critical point is approached,
the transport properties exhibit singular behavior. The diffusion flux for a binary mixture can be written as

$$\vec{J}_1 = \alpha \vec{\nabla} \mu - \beta \vec{\nabla} T;$$  \hspace{1cm} (77)

where $\mu = \mu_1/M_1 - \mu_2/M_2$. Eq. (77) can be readily obtained from Eq. (14) (for $N = 2$) by replacing $L_{11}$ and $L_{14}$ by $-T\alpha$ and $T^2 \left( \beta - \alpha \left( \partial \mu / \partial T \right)_p \right)$, respectively. In the critical region, coefficients $\alpha$ and $\beta$ can be separated into background values and critical enhancements [24, 25]

$$\alpha = \alpha_b - \delta \alpha = \alpha + \frac{k_B T \rho}{6\pi \eta_\xi} \left( \frac{\partial \sigma_1}{\partial \mu} \right)_{P, T},$$

$$\beta = \beta_b + \delta \beta = \beta + \frac{k_B T \rho}{6\pi \eta_\xi} \left( \frac{\partial \sigma_1}{\partial T} \right)_{P, \mu},$$

where $k_B$, $\xi$, and $\eta$ are the Boltzmann constant, the correlation length divergent at the critical point [17], and the shear viscosity, respectively; The subscript $b$ denotes the part of the transport coefficient which is not affected by criticality (the so-called background value); $\delta \alpha$ and $\delta \beta$ are the critical enhancements of $\alpha$ and $\beta$, respectively. Away from the critical point, the transport coefficients are described by their background values. The behavior of the transport properties in the region close to the critical point, has been investigated by extending the concept of the critical point universality [17] to binary mixtures (generalized isomorphism approach) [12, 14, 15, 17, 19, 20]. In the intermediate region where the transport properties can not be described either by their background values or by the the generalized isomorphism approach, the transport properties are investigated using a crossover approach [13, 15, 16, 18, 21]. Mode-mode coupling calculations have been performed by Gorodetski [23] and Mistura [24, 25] to investigate the transport properties in the critical region (see the summary in Anisimov et al. [17]). From Eqs. (77), (78) and (79) one obtains

$$\delta \alpha = - \left( \frac{\partial \mu}{\partial T} \right)_{P, \mu} \delta \beta.$$  \hspace{1cm} (80)

It is shown [17, 23, 24, 25] that $\alpha$ and $\beta$ diverge at the critical point. Furthermore, those coefficients have the same power law when approaching the critical point [17]. The coefficients $\alpha$ and $\beta$ are not directly measurable. To relate those coefficients to some experimentally accessible properties (the diffusion coefficients), the diffusion flux $\vec{J}_1$ has been expressed in terms of the diffusion coefficients as [17, 25]

$$\vec{J}_1 = -\rho D_{11}^{M} \left( \vec{\nabla} x_1 + k_{1T}^{*} \frac{\vec{\nabla} T}{T} \right).$$  \hspace{1cm} (81)

where $D_{11}^{M}$ is the molecular diffusion coefficient and $k_{1T}^{*}$ is the thermal diffusion ratio (as defined by some authors [18, 21]); $D_{1}^{T} = D_{11}^{M} k_{1T}^{*}$ is the thermal diffusion coefficient. $\alpha$, $\beta$,
\( D_{11}^M \) and \( k_{IT}^* \) are related by

\[
D_{11}^M = \frac{\alpha}{\rho} \left( \frac{\partial \mu}{\partial x_1} \right)_{p,T}, \tag{82}
\]

\[
k_{IT}^* D_{11}^M = \frac{T}{\rho} \left[ \alpha \left( \frac{\partial \mu}{\partial T} \right)_{p,x_1} + \beta \right]. \tag{83}
\]

It should be mentioned that Eq. (81) for the diffusion flux can not be extended to multicomponent non-ideal mixtures.

Eqs. (78) and (82) imply that the diffusion coefficient \( D_{11}^M \) vanishes at the critical point as \( \xi^{-1} \). The thermal diffusion coefficient \( D_{T1}^T \), however, has a finite value at the critical point since the critical enhancements compensate each other according to Eq. (83); the coefficient \( k_{IT}^* = D_{T1}^T / D_{11}^M \), therefore, diverges as \( \xi \) towards the critical point. This has been supported by experimental data by Haase et al. [26].

Haase et al. [26], from experimental data, claim that the thermal diffusion factor \( \alpha_T \) and the related quantities approach infinity in the critical state for binary mixtures. However, the expression these authors use for the diffusion mass flux is not appropriate for non-ideal systems. At steady state, by representing the gradients of temperature and mole fraction by \( \Delta T \) and \( \Delta x_1 \), respectively, Haase et al. provide the following relation, from which they calculate the thermal diffusion factor using the experimental data

\[
\Delta x_1 = \alpha_T x_1 (1 - x_1) \frac{\Delta T}{T}. \tag{84}
\]

This expression ignores the thermodynamic factor \( (\partial \ln f_1 / \partial \ln x_1)_{T,P} \) which approaches zero when one approaches the critical state. Thus, the coefficient \( \alpha_T \) used by Haase et al. [26] is in reality the thermal diffusion factor divided by the thermodynamic factor.

In their investigation of the crossover behavior of the transport properties in the critical region, Luettmer-Strathmann and Sengers [18] and Sakonidou et al. [21] used Eq. (81) to express the diffusion flux. Eq. (81) can be also written in the following form

\[
\mathcal{J}_1 = -\rho a_{12} D_{12} \left( \frac{\partial \ln f_1}{\partial \ln x_1} \right)_{p,T} \frac{\bar{v}_{x_1}}{T} + \frac{\partial \ln f_1}{\partial \ln x_1} \left( k_{IT}^* \frac{\bar{v}_T}{T} \right). \tag{85}
\]

From the comparison of Eq. (85) and Eq. (40) (for isobaric condition), one deduces that the appropriate expression for the thermal diffusion ratio is \( k_{IT} = (\partial \ln f_1 / \partial \ln x_1)_{T,P} k_{IT}^* \). Luettmer-Strathmann and Sengers [18] and Sakonidou et al. [21] used the mode-mode coupling analysis to calculate the molecular diffusion and the thermal diffusion coefficient by fitting the crossover equation of the thermal conductivity to thermal conductivity data in the vicinity of the critical point. These authors concluded that \( D_{11}^M k_{IT}^* \) reaches a finite value at the critical point [18, 21]. Since \( D_{12} \) has generally finite value at the critical point, the thermal diffusion ratio, \( k_{IT} \) should also have a finite value. Luettmer-Strathmann and Sengers [18] conclude that \( D_{11}^M \) vanishes at the critical point and that \( k_{IT}^* \), on the other hand, diverges at the critical point. This conclusion is in agreement with our simple analysis of Eq. (76)
One could summarize then that at the critical point, 1) the molecular diffusion coefficient vanishes, 2) the thermal diffusion ratio reaches a finite value, and 3) the mole fraction gradient reaches infinity with either temperature or pressure gradient or both; that is, the mole fraction has an inflexion point when plotted vs. depth.

6 Concluding Remark

A general formalism is provided to describe multicomponent molecular, pressure, and thermal diffusion flux for non-ideal mixtures. The treatment is within the framework of thermodynamics of irreversible processes. The formalism allows us to evaluate thermal diffusion factors for ternary and higher mixtures which has not been attempted in the past (Firoozabadi et al. [39]). The general expression also allows the determination of various diffusion processes at the critical point. One main conclusion of this study is that molecular diffusion is infinite at the critical point for non-isothermal, and for isothermal, non-isobaric conditions.
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Figure 1: Sketch of the composition vs. height for a binary mixture in an isothermal non isobaric process in the critical region.
Part II - Theoretical Model of Thermal Diffusion Factors in Multicomponent Mixtures

ABBAS FIROOZABADI, KASSEM GHORAYEB
and KESHAWA SHUKLA

1 Summary

Unlike molecular diffusion, where expressions are available for molecular diffusion coefficients in multicomponent mixtures, there are surprisingly neither measured thermal diffusion coefficients, nor theoretical framework for the estimation of thermal diffusion coefficients in non-ideal multicomponent mixtures. In this work, we derive a theoretical model for thermal diffusion coefficients in ideal and non-ideal multicomponent mixtures (number of components ≥ 3). Our model is based on the thermodynamics of irreversible processes and the molecular kinetic approach incorporating the explicit effects of non-equilibrium properties, such as the net heat of transport and molecular diffusion coefficients, and of the equilibrium properties of the mixture. The equilibrium properties of the mixture are determined from the Peng-Robinson equation of state. The net heat of transport is expressed in terms of equilibrium properties and viscosity. An interesting feature of the proposed model for the estimation of thermal diffusion coefficients in non-ideal multicomponent mixtures is the dependency on molecular diffusion coefficients. For binary mixtures, such a dependency does not occur. The model successfully describes thermal diffusion factors of binary mixtures for which experimental data are available, even those in extreme non-ideal conditions and close to the critical point. Since experimental data for thermal diffusion factors in multicomponent hydrocarbon mixtures (number of components ≥ 3) are not available, we are unable to test the accuracy of our model in multicomponent mixtures at this moment. However, the model has been found to be successful in predicting the experimental data of spatial variation of composition in a ternary mixture of \(nC_{24}/nC_{16}/nC_{12}\), providing an indirect verification. The model is used for predicting the thermal diffusion factors in a six-component mixture of \(C_1/C_3/nC_5/nC_{10}/nC_{16}/C_2\). The results show significant dependency of the thermal diffusion factors on the distance to the critical point. Another interesting feature of the model is that it demonstrates for the first time that there is no need to adopt a sign convention for thermal diffusion coefficients in binary and higher mixtures. From thermodynamic stability analysis, it is shown that when the thermal diffusion coefficient is positive, the component should go to the cold region in a binary mixture.
2 Introduction

Thermal diffusion or the Soret effect is important for the study of compositional variation in hydrocarbon reservoirs [1] and for separating isotopic mixtures [2], among others. In this process, in a convection-free mixture a temperature gradient develops the corresponding composition gradient of the mixture constituents. Previous studies indicate that thermal diffusion factors are sensitive to the details of intermolecular interactions, size and shape of the molecules, and their magnitude are governed by thermodynamic conditions [3, 4]. In many mixtures, accurate measurement of thermal diffusion factors is difficult to perform because of the obscuring effect of natural convection. Experiments in microgravity (10^{-5} of normal gravity g) have been proposed to alleviate the difficulties with convection [5]. Thermal diffusion factor data are sparse; they are available for some binary mixtures only [6, 7, 8, 9, 10, 11, 12, 13, 14, 15, 16, 17]. Recently, Zhang et al. [18] have presented a detailed analysis of the different methods for measuring thermal diffusion factors. Again, only binary mixtures have been considered.

Several theoretical approaches have been suggested in the literature to describe thermal diffusion factors in binary mixtures with varying degrees of success. Important among them are the models based on the kinetic theory of irreversible thermodynamics [19], the phenomenological theory of irreversible thermodynamics [20], and the maximization of the partition function of two idealized bulbs [21]. These models were found to describe thermal diffusion factors in some binary hydrocarbon mixtures only qualitatively because of the several approximations involved in their formulations and calculations. In fact, thermal diffusion factors from the above models incorporate only equilibrium properties and ignore the dependence on the non-equilibrium properties. It is known that the thermal diffusion factor is a non-equilibrium property, and its proper formulation requires the knowledge of both the equilibrium and non-equilibrium properties.

Recently, Shukla and Firoozabadi [22] developed a new theoretical model for the prediction of thermal diffusion factors in binary hydrocarbon mixtures using irreversible thermodynamics. Unlike the previous models, their work incorporates both equilibrium and non-equilibrium properties of mixtures. In that model, equilibrium properties are obtained from the volume translated Peng-Robinson equation of state, while non-equilibrium properties are determined using the energy of viscous flow estimated from viscosity data. The Shukla and Firoozabadi [22] model has been applied for the prediction of binary thermal diffusion factors of several mixtures consisting of hydrocarbon species (C_1/C_3, C_1/C_4, C_7/C_{12}, C_7/C_{16}), non-hydrocarbon species (Ar/CO_2, N_2/CO_2, H_2/N_2, H_2/CO_2), and hydrocarbon and non-hydrocarbon species (C_1/CO_2), for which experimental data were available. Comparisons of theoretical results with experimental data showed a good performance of the model, except in the near-critical region (in the critical region due to factoring the term (\partial \ln f_i/\partial \ln z_i)_{P,T} out in accord with the practice of the experimentalists, the model should not be applied in the form presented in Ref. [23]). The model was also found to offer a significant improvement over the earlier models [19, 20] and was able to predict the sign of thermal diffusion factors of the above mixtures to be consistent with experiment.

The variation of thermal diffusion factors in three- and multicomponent non-ideal mixtures may significantly differ from those in binary mixtures. For example, experimental
data of thermal diffusion factors in binary mixtures \( C_1/C_2, C_1/C_3 \) and \( C_1/C_4 \) show that methane segregates toward the hot region \([23, 24, 25]\), leading to a negative value of the thermal diffusion factor of the first component, \( C_1 \) (we will later show that there is no need to adopt a sign convention for thermal diffusion factors). In contrast, in hydrocarbon reservoirs more methane has often been seen in the cold region (top of the reservoir) \([26, 27]\) (experimental data for thermal diffusion factors in multicomponent mixtures are not available). These results show that the segregation of methane in a non-ideal mixture with more than two components for a non-isothermal process cannot be determined using the binary results, and the sign of thermal diffusion factors is immaterial in defining the direction of component segregation in the hot and cold regions. Consequently, a detailed quantitative study of thermal diffusion factors in multicomponent mixtures is needed for a proper understanding of the thermal diffusion process not only of industrial interest but also of academic interest to investigate the size and shape of the molecules and intermolecular interactions taking part in the mixture.

Our literature survey shows that the study of thermal diffusion factors in multicomponent mixtures has not been performed previously in a systematic way, probably, because 1) equations of mass flux in multicomponent mixtures become too complicated to be evaluated analytically and require a special effort, and 2) no experimental data are available for thermal diffusion factors in multicomponent mixtures (more than two components) for testing the models.

The goal of this work is to derive a model for thermal diffusion factors in multicomponent non-ideal mixtures. The model is derived from the thermodynamics of irreversible processes where the effects of both equilibrium and non-equilibrium properties are incorporated.

### 3 Thermal diffusion factors

We consider a mixture consisting of \( n \) components at a given temperature, \( T \), and pressure, \( P \), where the only external force, \( \vec{F} \), is the gravity. If we assume that there is no heat generation, viscous dissipation, or chemical reaction, the entropy production strength can be written as \([28]\)

\[
\sigma = -\frac{1}{T^2} \left( \dot{J}_q - \sum_{k=1}^{n} \frac{H_k}{M_k} \dot{J}_k \right) \cdot \nabla T - \frac{1}{T} \sum_{k=1}^{n} \dot{J}_k \cdot \left( \nabla_T \frac{\mu_k}{M_k} - \frac{\vec{F}}{M_k} \right),
\]  

(1)

where \( \dot{J}_q \) is the heat flux, \( M_k, H_k, \mu_k \), and \( \dot{J}_k \) are the molecular weight, the partial molar enthalpy, the chemical potential, and the molar diffusion flux relative to the molar average velocity of component \( k \), respectively. \( \sum_{k=1}^{n} (H_k/M_k) \dot{J}_k \) is the transfer of heat due to diffusion. By introducing a new heat flux expression, \( \dot{J}^n_q \), defined as

\[
\dot{J}^n_q = \dot{J}_q - \sum_{k=1}^{n} \frac{H_k}{M_k} \dot{J}_k,
\]

(2)

and using \( \sum_{k=1}^{n-1} \dot{J}_k = 0 \), Eq. (1) becomes

\[
\sigma = -\frac{1}{T^2} \dot{J}^n_q \cdot \nabla T - \frac{1}{T} \sum_{k=1}^{n-1} \dot{J}_k \cdot \nabla_T \left( \frac{\mu_k}{M_k} - \frac{\mu_n}{M_n} \right),
\]

(3)
Another method of expressing the heat flux, \( \vec{J}_q \), is based on combining the concept of irreversible thermodynamics and molecular kinetic theory involving the heat of transport [29, 30]

\[
\vec{J}_q = \sum_{k=1}^{n} \frac{Q_k}{M_k} \vec{J}^*_k, \tag{4}
\]

where \( Q_k \) is the heat of transport of component \( k \). The expression for \( \vec{J}^*_q \) then becomes

\[
\vec{J}^*_q = \sum_{k=1}^{n} \frac{Q_k - \vec{H}_k}{M_k} \vec{J}^*_k = \sum_{k=1}^{n} \frac{Q^*_k}{M_k} \vec{J}^*_k; \tag{5}
\]

where \( Q^*_k = Q_k - \vec{H}_k \) is the net heat of transport of component \( k \). Consequently, Eq. (3) can be expressed in terms of the net heat of transport as

\[
\sigma = -\frac{1}{T} \sum_{k=1}^{n} \left[ \left( \frac{Q_k}{M_k} - \frac{Q^*_n}{M_n} \right) \frac{\vec{V}_T}{T} + \vec{V}_T \left( \frac{\mu_k}{M_k} - \frac{\mu_n}{M_n} \right) \right] \cdot \vec{J}^*_k. \tag{6}
\]

Using Eqs. (3) and (6) of the entropy production strength, one can write the phenomenological equations for the diffusion flux in the two following forms

\[
\vec{J}^*_i = -L'_{iq} \frac{\vec{V}_T}{T} - \frac{1}{T} \sum_{k=1}^{n} L_{ik} \vec{V}_T \left( \frac{\mu_k}{M_k} - \frac{\mu_n}{M_n} \right), \quad i = 1, ..., n - 1, \tag{7}
\]

and

\[
\vec{J}^*_i = -\frac{1}{T} \sum_{k=1}^{n-1} L_{ik} \left[ \left( \frac{Q^*_k}{M_k} - \frac{Q^*_n}{M_n} \right) \frac{\vec{V}_T}{T} + \vec{V}_T \left( \frac{\mu_k}{M_k} - \frac{\mu_n}{M_n} \right) \right], \tag{8}
\]

respectively; \( L'_{iq} \) and \( L_{ik} \) are the phenomenological coefficients [31, 32]. Eqs. (7) and (8) imply

\[
L'_{iq} = \sum_{k=1}^{n-1} L_{ik} \left( \frac{Q^*_k}{M_k} - \frac{Q^*_n}{M_n} \right), \quad i = 1, ..., n - 1. \tag{9}
\]

At steady state, the diffusion flux vanishes and Eq. (8) implies (\( L_{ik}'s, i, k = 1, ..., n - 1 \) are independent)

\[
Q^*_k \frac{\vec{V}_T}{T} + \vec{V}_T \mu_k = 0, \quad i = 1, ..., n - 1, \tag{10}
\]

\[
Q^*_n \frac{\vec{V}_T}{T} + \vec{V}_T \mu_n = 0. \tag{11}
\]

From the Gibbs-Duhem relation under isothermal and isobaric conditions

\[
\vec{V}_{T,P} \mu_n = -\frac{1}{x_N} \sum_{j=1}^{n-1} x_j \cdot \vec{V}_{T,P} \mu_j \tag{12}
\]
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Substituting the above Gibbs-Duhem relation in Eq. (11) for the isobaric condition one obtains
\[
x_n Q_n^* \frac{\nabla T}{T} - \sum_{k=1}^{n-1} x_k \frac{\nabla T}{T, P} \mu_k = 0; \tag{13}
\]
and from Eq. (10) one obtains for the isobaric condition
\[
- \sum_{k=1}^{n-1} \left[ Q_k^* \frac{\nabla T}{T} + \nabla T, P \mu_k \right] x_k = 0. \tag{14}
\]

Eqs. (13) and (14) imply that
\[
\sum_{k=1}^{n} x_k Q_k^* = 0, \tag{15}
\]
which is valid only under isobaric conditions. From the following matrix and column vectors
\[
L \equiv [L_{ij}] \equiv L_{ij} \quad i, j = 1, ..., n - 1,
\]
\[
L_q \equiv [L_{iq}] \quad i = 1, ..., n - 1,
\]
\[
Q \equiv \frac{Q_k^* - Q_n^*}{M_k} \quad i = 1, ..., n - 1;
\]
Eq. (9) can be written in a compact form as
\[
L_q = L Q. \tag{16}
\]
Using Eq. (7), the diffusion flux vector \( J = (J_1, ..., J_{n-1}) \) reads [33]
\[
J = -c \left( D^M \nabla x + D^T \nabla T + D^P \nabla P \right), \tag{17}
\]
where \( D^M \equiv [D_{ij}] \), \( D^T = (D^T_1, ..., D^T_{n-1}) \), \( D^P = (D^P_1, ..., D^P_{n-1}) \), and \( \nabla x = (\nabla x_1, ..., \nabla x_{n-1}) \).
The molecular diffusion coefficients \( D_{ij} \) (m\(^2\) s\(^{-1}\)), the thermal diffusion coefficients \( D^T_i \) (m\(^2\) s\(^{-1}\) K\(^{-1}\)), and the pressure diffusion coefficients \( D^P_i \) (m\(^2\) s\(^{-1}\) Pa\(^{-1}\)) are expressed by
\[
D_{ij} = a_{in} D_{in} \frac{M_i x_i}{L_{ii}} \sum_{k=1}^{n-1} L_{ik} \sum_{l=1}^{n-1} \frac{M_l x_l + M_n x_n \delta_{lk}}{M_l} \frac{\partial \ln f_i}{\partial x_j} \Bigg|_{x_j, T, P}, \quad i, j = 1, ..., n - 1, \tag{18}
\]
\[
D^T_i = a_{in} D_{in} M_i \frac{k_{pi}}{T}, \quad i = 1, ..., n - 1, \tag{19}
\]
\[
D^P_i = a_{in} D_{in} \frac{M_i x_i}{RT L_{ii}} \sum_{k=1}^{n-1} L_{ik} \left[ \sum_{j=1}^{n-1} x_j V_j + \frac{M_n x_n \nabla k - M}{M_k} \right], \quad i = 1, ..., n - 1, \tag{20}
\]
respectively. \( V_i, f_i, \) and \( M \) are the partial molar volume of component \( i \), the fugacity of component \( i \), and the total molecular weight, respectively; \( \bar{V}_i \) and \( f_i \) can be obtained using an equation of state [34]. The subscription \( x_j \) is defined by \((x_1, ..., x_{j-1}, x_{j+1}, ..., x_{n-1})\). The coefficients \( a_{in}, D_{in} \) and \( k_{Ti} \) are given by

\[
a_{in} = \frac{M_i M_n}{M^2}, \quad i = 1, ..., n - 1, \tag{21}
\]
\[
D_{in} = \frac{M^3 R L_{ii}}{\rho M_i^2 M_n^2 x_i x_n}, \quad i = 1, ..., n - 1, \tag{22}
\]
\[
k_{Ti} = \frac{M_i x_i M_n x_n L_{iq}^i}{M R T L_{ii}}
= \alpha_{Ti} x_i x_n, \quad i = 1, ..., n - 1; \tag{23}
\]

\( k_{Ti} \) and \( \alpha_{Ti} \) are the thermal diffusion ratio, and the thermal diffusion factor of component \( i \), respectively. For binary mixtures, the diffusion flux of component 1 can be obtained from Eq. (17);

\[
\vec{J}_1 = -cD_{12} \frac{M_1 M_2}{M} \left[ \frac{\partial \ln f_1}{\partial \ln x_1} \right]_{P, T} \nabla x_1 + \frac{k_{T1}}{T} \nabla T + \frac{x_1}{RT} \left( \bar{V}_1 - \frac{M_1}{\rho} \right) \nabla P; \tag{24}\]

\( k_{T1} \) is equal to \( x_1(1 - x_1) \alpha_{T1} \). From Eq. (24) at steady state, under isobaric conditions, when \( k_{T1} > 0 \), thermal diffusion causes component 1 to segregate towards the cold region (from stability analysis [34] \( (\partial \ln f_1 / \partial \ln x_1)_{P, T} \geq 0 \)). Note that there is no need for adopting a sign convention for \( k_T \) in a binary mixture despite the practice in the literature.

In a non-ideal multicomponent mixture, the sign of \( k_{Ti} \) in general may have no relation with the segregation of a particular component to the hot or cold regions. At steady state under isobaric conditions, \( \nabla x_i = -\nabla T \det(B_i) / \det(D^M) \), where \( B_i \) is the matrix \( D^M \) with column \( i \) replaced by column vector \( D^T \); therefore, the sign of \( D^T_i \) (and thus \( k_{Ti} \)) alone may not determine the sign of \( \nabla x_i \). From Eq. (23) one obtains

\[
L_{iq} = \frac{M R T L_{ii}}{M_i x_i M_n x_n} k_{Ti}. \tag{25}\]

When one adopts the following definitions

\[
D = [D_{ij}] = a_{in} D_{in} \delta_{ij}, \quad i, j = 1, ..., n - 1,
M = [M_{ij}] = \frac{M_i x_i}{L_{ii}} \delta_{ij}, \quad i, j = 1, ..., n - 1,
W = [W_{ij}] = \frac{M_j x_j + M_n x_n \delta_{ij}}{M_j}, \quad i, j = 1, ..., n - 1,
K_T = [K_{Ti}] = k_{Ti} = x_i x_n \alpha_{Ti}, \quad i = 1, ..., n - 1;
\]

then \( D^M \) and \( L_q \) read

\[
D^M = D.M.L.W.F, \tag{26}\]
and
\[ L_q = \frac{MRT}{M_n x_n} M^{-1} K_T, \]  
respectively. Eqs (16) and (27) give
\[ K_T = \frac{M_n x_n}{MRT} M.L.Q, \]  
which can be written as
\[ k_{T_i} = \frac{M_i x_i M_n x_n}{MRT L_{ii}} \sum_{j=1}^{n-1} L_{ij} \left( \frac{Q_j^*}{M_j} - \frac{Q_n^*}{M_n} \right), \quad i = 1, ..., n - 1. \]  

Under isobaric conditions, using Eq. (15), Eq. (29) becomes
\[ k_{T_i} = \frac{M_i x_i}{MRT L_{ii}} \sum_{j=1}^{n-1} \left( \sum_{k=1}^{n-1} L_{ik} \frac{M_j x_j + M_N x_N \delta_{kj}}{M_j} \right) Q_j^*, \quad i = 1, ..., n - 1. \]  

We propose to use Eq. (29) (Eq. 30 for isobaric systems) for the estimation of thermal diffusion ratios in multicomponent mixtures. For binary mixtures, Eq. (29) reduces to
\[ k_{T_1} = x_1 (1 - x_1) \alpha_{T_1} = \frac{M_1 x_1 M_2 x_2}{MRT} \left( \frac{Q_1^*}{M_1} - \frac{Q_2^*}{M_2} \right), \]  
which, from Eq. (15), can be written as
\[ k_{T_1} = \frac{x_1}{RT} Q_1^*. \]  

Eq. (32) was used by Shukla and Firoozabadî [22] for thermal diffusion ratio in binary mixtures (with the sign convention and the definition of the thermal diffusion factor from Ref. [22])

Eq. (29) (Eq. 30 for isobaric systems) allows the determination of the thermal diffusion factors for a given composition having, 1) the net heat of transport of all the components in the mixture, and 2) the phenomenological coefficients (which can be readily obtained from the molecular diffusion coefficients). It should, however, be mentioned that, if cross-molecular diffusion coefficients are neglected, that is, the phenomenological coefficients \( L_{ij} = 0 \) for \( i \neq j \), then the expression for thermal diffusion ratios in multicomponent mixtures simplifies to
\[ k_{T_i} = \frac{M_i x_i M_n x_n}{MRT} \left( \frac{Q_i^*}{M_i} - \frac{Q_n^*}{M_n} \right), \quad i = 1, ..., n - 1 \]  

Thus, like in binaries, for a multicomponent mixture where the cross-molecular diffusion coefficients are negligible, the thermal diffusion ratios do not depend on molecular diffusion coefficients; they are functions of temperature, composition, molecular weight and the net heat of transport. However, even in this case, thermal diffusion factors for multicomponent mixtures are different from those for binary mixtures, since the net heat of
transport of each component differs from binary to multicomponent mixtures. Furthermore, for non-ideal mixtures where the cross-molecular diffusion coefficients are important in comparison with the mutual diffusion coefficients, they significantly affect the thermal diffusion factors. In the remaining part of this section we explain how the net heat of transport \( Q^*_i \) and the phenomenological coefficients \( L_{ij} \) can be obtained.

The net heat of transport for the \( i \)th component in an \( n \) component mixture can be determined by generalizing, for \( n \) components, the expression used by Shukla and Firoozabadi [22]

\[
Q^*_i = -\frac{\Delta U_i}{\tau_i} + \left[ \frac{\sum_{j=1}^{n} x_j \Delta U_j}{\tau_j} \right] \frac{V_i}{\sum_{j=1}^{n} x_j V_j} \quad i = 1, \ldots, n,
\]

where \( \Delta U_i \) is the partial molar internal energy departure of component \( i \) and \( \tau_i = \frac{\Delta U^\text{ap}_i}{\Delta U^\text{vis}_i} \); \( \Delta U^\text{ap}_i \) and \( \Delta U^\text{vis}_i \) are the energy of vaporization and the energy of viscous flow of pure component \( i \), respectively [35].

From Eq. (26), one obtains the expression relating the phenomenological coefficient matrix \( L \) to the molecular diffusion coefficient matrix \( D^M \)

\[
L = (D.M)^{-1} . D^M . (W.F)^{-1};
\]

which can be written as [33]

\[
\sum_{k=1}^{n-1} \sum_{l=1}^{n-1} \frac{M_k x_k + M_n x_n \delta_{lk}}{M_k} \frac{\partial \ln f_k}{\partial x_j} \bigg|_{x_j,T,P} \cdot L_{li} = \frac{\rho M_n x_n}{MR} D^M_{ij},
\]

\( i, j = 1, \ldots, n - 1. \) (36)

Thus, having the molecular diffusion coefficients, one can readily obtain the phenomenological coefficients. It should be mentioned that the measurement of the molecular diffusion coefficients is less complicated than that of the thermal diffusion coefficients since the existence of the temperature gradient in the latter normally generates convection within the system which can cause erroneous results for the thermal diffusion factors. This may not be the case for the measurement of the molecular diffusion coefficients where the experiment can be performed in isothermal cavities. The molecular diffusion coefficients used in the next section have been calculated using the model proposed by Kooijman and Taylor [36]. Reference [37] provides a complete procedure for the estimation of the molecular diffusion coefficients.

4 Results and discussion

We start by studying our model for some binary mixtures near and far from the critical point; then we present results for ternary and higher mixtures. El Maâtaoui [38] reports compositional data for the ternary mixture of \( nC_{24}/nC_{16}/nC_{12} \) in a thermogravitational column [39, 40, 41]; our model is used to indirectly compare the results. Recently, we incorporated [37] the molecular diffusion coefficients using Kooijman and Taylor's correlation [36] and those of the thermal diffusion factors from this work into a numerical
model for a thermogravitational column filled with a porous medium [37]. This was our only comparison for mixtures with more than two components.

In order to obtain the thermal diffusion ratios using Eq. (28), equilibrium properties such as partial molar volumes, partial internal energies and fugacities were determined using the Peng-Robinson equation of state (PR EOS) [42] with or without volume correction [43] along with the van der Waals mixing rules. For most of the cases we studied, we found that the effect of the volume translation on the thermal diffusion factors was insignificant. However, for heavy components, the volume correction was found to be important to match the experimental volumetric data and had significant effect on the thermal diffusion factors. In the following, all the results we present for thermal diffusion factors are obtained without volume correction unless mentioned otherwise. The binary interaction parameters used in the PR EOS are taken from Katz and Firoozabadi [44]. Table I presents the critical temperature, critical pressure, eccentric factor, and the molecular weight of the components considered in this study. The value of the parameter $\tau_i$ is assumed to be the same for all the components; $\tau_i = 4$. This value is based on the observation that at the normal boiling point, $\ln \eta$, where $\eta$ is the liquid viscosity, varies linearly with $1/T$ over a wide range of temperature; $\tau_i$ variations are in the range [35] of 3 to 5. Moreover, the universal value of $\tau_i = 4$ gave satisfactory results for thermal diffusion factors for binary mixtures as was shown by Shukla and Firoozabadi [22] and is shown in this study.

### 4.1 Binary mixtures

Here we further test our thermal diffusion factor model with binary mixture data of $CO_2/C_2$ [45], $C_7H_8/nC_7$ (toluene/n-hexane) [17, 8, 46], and $nC_{24}/nC_{12}$ [38]. In order to make the comparison as clear as possible, we keep, as long as it does not create confusion, the same parameters that were obtained in the experimental work. The Soret coefficient, $S_T$, for binary mixtures used by some authors is defined by $S_T = D_T^Z (x_{10} (1 - x_{10}))$, where $x_{10}$ is the initial mole fraction of component 1.

Fig. 1 presents the thermal diffusion ratio $k_{T1}$ vs. the molar density for the binary mixture $CO_2/C_2$ ($x_{CO_2} = 0.60, x_{C_2} = 0.40$) in the critical region. The predictions are in agreement with data of Walther [45]. The figure also shows that as the critical point approaches, the predicted thermal diffusion factor increases, as expected. Note that, depending on the molar density, $CO_2$ can segregate to the hot side ($k_{T1} < 0$) or the cold side ($k_{T1} > 0$).

Fig. 2 shows the Soret coefficient in the binary mixture toluene/n-hexane. An excellent agreement between experimental data of Li et al. [46] and Köhler and Müller [17] and our theoretical results is obtained. The Soret coefficients reported by Ecenarro et al. [8] using the thermogravitational column are almost half of those obtained by Li et al. [46] using the small angle Rayleigh scattering method, and those of Köhler and Müller [17] using the forced Rayleigh scattering method.

El Maâtaoui [38] reports the measured Soret coefficient in a binary mixture of $nC_{24}/nC_{12}$ at the initial composition $8.15\% nC_{24}; 91.85\% nC_{12}$. The average temperature for the measurements is $T_0 = 321.5$. The value of $S_T$ reported by El Maâtaoui under these conditions is $S_T = 0.90 \text{ K}^{-1}$. The results from our model are in excellent agreement with the
experimental data of El Maâtaoui; we obtain $S_T = 0.85 \text{ K}^{-1}$. This value is obtained by taking into account volume correction in the PR-EOS.

Various authors have used the mode-mode coupling analysis showing that thermal diffusion coefficients in binary mixtures exhibit a finite enhancement in the critical region [48, 49, 50]. Fig. 3 depicts a plot of $-TD_f$ vs. $(T - T_c)/T$ near the critical point for an equimolar mixture of $C_1/C_2$ (at the critical pressure). This figure shows that our theory gives reasonable results in the critical region for this binary, in view of the deficiency in the PR-EOS predictions in the critical region [34]. The results obtained by Sakonidou et al. [24] (by fitting the crossover equation of the thermal conductivity to the thermal conductivity data which allows to calculate the molecular and thermal diffusion coefficients in the vicinity of the critical point) and those from our model show the same trend when we approach the critical point; $TD_f$ reaches a finite value at the critical point.

Luetzter-Strathmann and Sengers [47] investigated, using the mode-mode coupling calculations, the transport properties in a $CO_2/C_2$ binary mixture (25%/75%) in the critical region. They reported that $D_{II}$ decreases asymptotically towards zero when one approaches the critical point. They also reported that $k_T1/D_{II}$ diverges at the critical point. However, these authors reported that $D_{II}$ vanishes as $\xi^{-2}$ ($\xi$ is the correlation length divergent at the critical point), and $k_T1/D_{II}$ diverges as $\xi^{2}$ when one approaches the critical point. Consequently, their product, $k_T1$, is finite at the critical point. The results from our model for the thermal diffusion ratio, $k_T1$, near the critical point (at the critical pressure) is depicted for this mixture in Fig. 4.

4.2 Ternary mixture

The main goal of this work is to present a model for thermal diffusion factors of multicomponent mixtures. However, there are no experimental data for multicomponent thermal diffusion factors in the literature to the best of our knowledge. There are, however, spatial concentration data in ternary systems that can be used to verify the validity of our proposed model.

For the ternary mixture $nC_{24}/nC_{16}/nC_{12}$, the experimental data by El Maâtaoui [38] show $nC_{24}$ segregates towards the bottom of the column. The data also show no significant compositional variation across the column for $nC_{16}$. There is excellent agreement between the measured compositional data and the results obtained using our model where volume correction is taken into account (see Table II). The maximal relative error between predictions and measurements is less than 10%. For this mixture, the predicted Soret coefficients of components 1 ($nC_{24}$) and 2 ($nC_{16}$) from our model are $S_{T1} = 0.1552 \times 10^{-2}$ and $S_{T2} = 0.8695 \times 10^{-4}$, respectively.

4.3 Six-component mixture

We used our model to predict thermal diffusion factors of a mixture of $C_1/C_3/nC_5/nC_{10}/nC_{16}/C_2$ for the composition 40/12/5/2/1/40 mole % at different temperatures and pressures. The magnitude and the sign of the thermal diffusion factors depend obviously on the choice of the $nth$ component (component 6 in this example). In the following, $C_1$, $C_3$, $nC_5$, $nC_{10}$, and $nC_{16}$ represent components 1, 2, 3, 4, and 5, respectively; $C_2$ represents component
6. Fig. 5 depicts the predicted saturation pressure of this mixture. We performed two sets of thermal diffusion factors calculations; first, we fixed the temperature equal to the critical temperature and varied the pressure. Then, we fixed the pressure equal to the critical pressure and varied the temperature. The dashed lines on the figure represent the above two sets of calculations. The volume correction was taken into account. The predicted results are presented in Tables III and IV. Note that for heavier components, the thermal diffusion factor is larger than for lighter components. The thermal diffusion factor \( \alpha_{12} \) of the lightest component, \( C_1 \), in the mixture is negative; the others are positive. In an isobaric system where cross-molecular diffusion can be neglected, this may imply that methane may segregate toward the cold region which may not be always true. Similarly, component 2, \( C_3 \), may not segregate to the hot side. Tables III and IV also show that, the closer the system is to the critical point the larger is the absolute value of the thermal diffusion factors. Far from the critical point, the change of temperature (pressure) at fixed pressure (temperature) does not affect the thermal diffusion factors as it does near the critical point. The distance to the critical point is the main parameter which affects the thermal diffusion factors in multicomponent mixtures.

5 Concluding remark

We have formulated a model for thermal diffusion factors for non-ideal multicomponent mixtures. The model shows explicit dependency of the thermal diffusion factors in non-ideal mixtures of more than two components on molecular diffusion coefficients. The single validation of the model for a ternary mixture shows success. The results for a six-component mixture show that the thermal diffusion factors in multicomponent mixtures are mostly affected by the distance to the critical point. The model presented in this paper, combined with the formalism of diffusion flux in multicomponent mixtures presented in our earlier paper [33], provide a comprehensive theoretical framework for future experimental investigation of thermal diffusion factors in multicomponent mixtures. We believe the model also enjoys simplicity for practical applications.
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Table 1: Properties of pure components used in this study

<table>
<thead>
<tr>
<th>Component</th>
<th>$T_c$ (K)</th>
<th>$P_c$ ($\times 10^5$ Pa)</th>
<th>$\omega$</th>
<th>$M$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$C_1$</td>
<td>190.60</td>
<td>46.00</td>
<td>0.008</td>
<td>16.04</td>
</tr>
<tr>
<td>$C_2$</td>
<td>305.40</td>
<td>48.83</td>
<td>0.098</td>
<td>30.07</td>
</tr>
<tr>
<td>$C_3$</td>
<td>369.80</td>
<td>41.90</td>
<td>0.152</td>
<td>44.09</td>
</tr>
<tr>
<td>$nC_5$</td>
<td>469.60</td>
<td>33.30</td>
<td>0.251</td>
<td>72.15</td>
</tr>
<tr>
<td>$nC_6$</td>
<td>507.40</td>
<td>29.30</td>
<td>0.296</td>
<td>86.18</td>
</tr>
<tr>
<td>$nC_{10}$</td>
<td>617.60</td>
<td>20.80</td>
<td>0.490</td>
<td>142.28</td>
</tr>
<tr>
<td>$nC_{12}$</td>
<td>658.30</td>
<td>18.00</td>
<td>0.562</td>
<td>170.34</td>
</tr>
<tr>
<td>$nC_{16}$</td>
<td>717.00</td>
<td>14.00</td>
<td>0.742</td>
<td>226.45</td>
</tr>
<tr>
<td>$nC_{24}$</td>
<td>845.00</td>
<td>10.50</td>
<td>0.995</td>
<td>338.63</td>
</tr>
<tr>
<td>$CO_2$</td>
<td>304.20</td>
<td>72.80</td>
<td>0.225</td>
<td>44.01</td>
</tr>
<tr>
<td>$C_7H_8$</td>
<td>591.70</td>
<td>41.14</td>
<td>0.257</td>
<td>92.14</td>
</tr>
</tbody>
</table>

Table 2: Composition at the top and bottom of the thermogravitational column of the ternary mixture $nC_{24}/nC_{16}/nC_{12}$; initial composition 12.67 ($nC_{24}$), 37.41 ($nC_{16}$), and 49.92% ($nC_{12}$); $T_0 = 321.5$ K, $\Delta T = 25$, Column height = 120 cm, permeability = $6.1 \times 10^{-11}$ m$^2$.

<table>
<thead>
<tr>
<th></th>
<th>($nC_{24}$)bottom</th>
<th>($nC_{24}$)top</th>
<th>($nC_{16}$)bottom</th>
<th>($nC_{16}$)top</th>
</tr>
</thead>
<tbody>
<tr>
<td>experiment</td>
<td>0.240</td>
<td>0.140</td>
<td>0.415</td>
<td>0.380</td>
</tr>
<tr>
<td>model</td>
<td>0.265</td>
<td>0.135</td>
<td>0.408</td>
<td>0.389</td>
</tr>
</tbody>
</table>
Table 3: Thermal diffusion factors for the mixture $C_1/C_3/nC_5/nC_{10}/nC_{16}/C_2$ (40/12/5/2/1/40%, mole); $P = 1.24 \times 10^7$ Pa. $C_1$, $C_3$, $nC_5$, $nC_{10}$, and $nC_{16}$ represent components 1, 2, 3, 4, and 5, respectively; $C_2$ represents component 6.

<table>
<thead>
<tr>
<th>$T$ (K)</th>
<th>$\alpha_1$</th>
<th>$\alpha_2$</th>
<th>$\alpha_3$</th>
<th>$\alpha_4$</th>
<th>$\alpha_5$</th>
</tr>
</thead>
<tbody>
<tr>
<td>225</td>
<td>-0.8380</td>
<td>0.5912</td>
<td>1.2417</td>
<td>2.4412</td>
<td>3.2569</td>
</tr>
<tr>
<td>235</td>
<td>-0.8655</td>
<td>0.6107</td>
<td>1.3181</td>
<td>2.6466</td>
<td>3.6192</td>
</tr>
<tr>
<td>245</td>
<td>-0.8990</td>
<td>0.6341</td>
<td>1.4049</td>
<td>2.8774</td>
<td>4.0236</td>
</tr>
<tr>
<td>255</td>
<td>-0.9393</td>
<td>0.6619</td>
<td>1.5032</td>
<td>3.1377</td>
<td>4.4777</td>
</tr>
<tr>
<td>265</td>
<td>-0.9869</td>
<td>0.6942</td>
<td>1.6147</td>
<td>3.4323</td>
<td>4.9901</td>
</tr>
<tr>
<td>275</td>
<td>-1.0424</td>
<td>0.7315</td>
<td>1.7407</td>
<td>3.7656</td>
<td>5.5699</td>
</tr>
<tr>
<td>285</td>
<td>-1.1060</td>
<td>0.7738</td>
<td>1.8823</td>
<td>4.1415</td>
<td>6.2248</td>
</tr>
<tr>
<td>295</td>
<td>-1.1773</td>
<td>0.8206</td>
<td>2.0386</td>
<td>4.5602</td>
<td>6.9581</td>
</tr>
<tr>
<td>305</td>
<td>-1.2538</td>
<td>0.8702</td>
<td>2.2059</td>
<td>5.0147</td>
<td>7.7607</td>
</tr>
<tr>
<td>315</td>
<td>-1.3301</td>
<td>0.9184</td>
<td>2.3740</td>
<td>5.4825</td>
<td>8.5987</td>
</tr>
</tbody>
</table>

Table 4: Thermal diffusion factors for the mixture $C_1/C_3/nC_5/nC_{10}/nC_{16}/C_2$ (40/12/5/2/1/40%, mole); $T = 318$ K. $C_1$, $C_3$, $nC_5$, $nC_{10}$, and $nC_{16}$ represent components 1, 2, 3, 4, and 5, respectively; $C_2$ represents component 6.

<table>
<thead>
<tr>
<th>$P \times 10^{-5}$ Pa</th>
<th>$\alpha_1$</th>
<th>$\alpha_2$</th>
<th>$\alpha_3$</th>
<th>$\alpha_4$</th>
<th>$\alpha_5$</th>
</tr>
</thead>
<tbody>
<tr>
<td>125</td>
<td>-1.3511</td>
<td>0.9312</td>
<td>2.4221</td>
<td>5.6221</td>
<td>8.8548</td>
</tr>
<tr>
<td>135</td>
<td>-1.2524</td>
<td>0.8647</td>
<td>2.3196</td>
<td>5.1504</td>
<td>8.0713</td>
</tr>
<tr>
<td>145</td>
<td>-1.1720</td>
<td>0.8105</td>
<td>2.0771</td>
<td>4.7669</td>
<td>7.4349</td>
</tr>
<tr>
<td>155</td>
<td>-1.1049</td>
<td>0.7653</td>
<td>1.9478</td>
<td>4.4472</td>
<td>6.9049</td>
</tr>
<tr>
<td>165</td>
<td>-1.0480</td>
<td>0.7267</td>
<td>1.8379</td>
<td>4.1756</td>
<td>6.4549</td>
</tr>
<tr>
<td>175</td>
<td>-0.9988</td>
<td>0.6935</td>
<td>1.7430</td>
<td>3.9412</td>
<td>6.0666</td>
</tr>
<tr>
<td>185</td>
<td>-0.9558</td>
<td>0.6644</td>
<td>1.6599</td>
<td>3.7361</td>
<td>5.7271</td>
</tr>
<tr>
<td>195</td>
<td>-0.9177</td>
<td>0.6387</td>
<td>1.5864</td>
<td>3.7361</td>
<td>5.7271</td>
</tr>
<tr>
<td>205</td>
<td>-0.8838</td>
<td>0.6157</td>
<td>1.5208</td>
<td>3.3929</td>
<td>5.1588</td>
</tr>
</tbody>
</table>
Figure 1: Thermal diffusion ratio vs. molar density at $T = 305.15$ K for the binary mixture $CO_2/C_2$ at composition 60/40 mole %.
Figure 2: Soret coefficient in a toluene/n-hexane binary mixture vs. composition (of toluene) at different temperatures and at atmospheric pressure.

Figure 3: $-TD_I^T$ vs. $(T - T_c)/T$ for the equimolar mixture of $C_1/C_2$; $P = P_c = 6.84 \times 10^6$ Pa.
Figure 4: Thermal diffusion ratio vs. \((T - T_c)/T\) at the critical pressure for the binary mixture \(CO_2/C_2\) at composition 25/75 mole %.

Figure 5: \(P - T\) diagram for the mixture \(C_1/C_2/C_3/nC_5/nC_{10}/nC_{16}\) at the composition 50/40/5/3/1/1 mole %. • denotes the critical point.
1 Summary

Compositional variation in a vertical rectangular porous medium containing a two-component single phase fluid in the presence of a prescribed linear temperature field is considered. We investigate by using a finite volume method, the effects of convection, thermal diffusion and pressure diffusion on the compositional variation. Calculations show that, for high permeabilities, convective mass transfer overrides both thermal and pressure diffusion; it is the main phenomenon affecting compositional variation within the porous medium. In this case, the permeability increase makes the composition variation less pronounced. For low permeabilities, compositional variation is mainly affected by the ratio \((-C^T T_z)/(C^P P_z)\) where \(C^P, C^T, P_z\) and \(T_z\) are the pressure and thermal diffusion coefficients and the vertical pressure and thermal gradients, respectively. When this ratio is > 1, thermal diffusion is the main phenomenon affecting compositional variation and the horizontal composition gradient reaches a maximum at some permeability. For \((-C^T T_z)/(C^P P_z) < 1\), compositional variation is mostly affected by pressure diffusion and the horizontal compositional gradient decreases monotonically with permeability increase.

2 Introduction

Composition variation in hydrocarbon reservoirs has been a mystery until very recently. Measured data indicate several trend of compositional variation. There is mainly vertical compositional variation of the hydrocarbon components in some reservoirs [1]. Some other reservoirs show pronounced horizontal compositional variation [2]. In some other reservoirs there is very little compositional variation with depth [3].

There are four distinct mechanisms that affect the variation of composition in a single-phase hydrocarbon reservoir. These mechanisms are: 1) molecular diffusion, 2) pressure diffusion, 3) thermal diffusion, and 4) natural convection. Molecular diffusion is the tendency to mix due to concentration gradient. Pressure diffusion (gravitational segregation) is the separation by pressure gradient; it is negligible in the horizontal direction even when there exists natural convection, but may be pronounced in the vertical direction due to high vertical pressure gradient. Because of the pressure diffusion, the bottom fluid is richer in heavy components than the top. Thermal diffusion is the tendency of a convection-free
mixture to separate under a thermal gradient. Natural convection is the convective circulation due to density gradient. Density gradient is established due to temperature and concentration gradients. Steady state convection in hydrocarbon reservoirs is caused by horizontal temperature gradient.

A considerable amount of investigations of compositional variation in hydrocarbon reservoirs exist in the literature \([4 - 10]\). Those studies consider mainly the gravitational effect in a 1D convection-free system \([4 - 7]\) where it has been shown that gravitational effect causes the heavier components to segregate towards the bottom of the reservoir. From Refs. \([8 - 10]\) one concludes that thermal diffusion may have the same order of magnitude and may have an opposite effect than pressure diffusion. However, the above studies \([4 - 10]\) neglect the effect of convection on compositional variation and do not consider horizontal compositional variation.

There are very few studies that combine the effect of convection and diffusion on the compositional variation in binary and multicomponent mixtures in porous media that take into account pressure diffusion. These studies include the works of Jacqmin \([11]\), and Riley and Firoozabadi \([12]\). Both studies address compositional variation in homogeneous porous media. Jacqmin neglects thermal diffusion and uses a perturbation analysis where approximations are made to the governing equations. Based on his study, Jacqmin concludes that, under certain conditions the fluid composition reorients itself in such a way as to inhibit convection. Riley and Firoozabadi \([12]\) studied the effect of thermal, pressure and molecular diffusion and natural convection on compositional variation in a cross-sectional reservoir with a prescribed linear temperature field. The behavior is investigated using a method of successive approximations which iterates on Poisson’s equation. At high permeabilities certain difficulties were encountered in the calculations \([12]\). They incorporated the features of the solution from the Poisson’s equation in a simplified perturbation solution which provides accurate results for horizontal composition variation. Riley and Firoozabadi \([12]\) show that a small amount of convection can cause the horizontal composition gradient to increase until a maximum is reached and then decays as \(1/k\). One purpose of this work is to find out if this conclusion has general validity.

This work investigates the steady state spatial compositional variation in a vertical rectangular reservoir using a numerical model. The main goals of the work are to investigate features of compositional variation in a porous medium for a binary mixture of methane/normal-butane by including all basic four mechanisms and reasonable variations of the coefficients of diffusion. Compositional variation of methane in a multicomponent mixture (the case of hydrocarbon reservoirs) may drastically differ from that in binary mixtures \([13]\). The study of compositional variation of methane in binary mixtures, however, provides a basis for a better understanding of more realistic situations in which the mixture consists of more than two components.

### 3 Mathematical Formulation

We consider a two-dimensional porous medium with width \(W\) and height \(H\) (Fig. 1) saturated by a binary mixture of \(C_1/nC_4\). We assume that the Oberbeck-Boussinesq approximation is valid in the range of temperature, pressure and composition expected so
that the density $\rho$ is constant except in the buoyancy term $(\rho g z)$ where it varies linearly with the temperature $T$ and the weight fraction $w$:

$$\rho (T, w) = \rho_0 [1 - \beta_T (T - T_0) - \beta_w (w - w_0)],$$

(1)

where $\rho_0$, $\beta_T = (-1/\rho_0) (\partial \rho / \partial T)_w$ and $\beta_w = (-1/\rho_0) (\partial \rho / \partial w)_T$ are the density at temperature $T_0$ and weight fraction $w_0$, the thermal expansion coefficient, and the compositional expansion coefficient, respectively. The coefficients $\beta_T$ and $\beta_w$ are calculated for the system $C_1/nC_4$, using the Peng-Robinson equation of state (PR EOS) [14]. The validity of Eq. 1 has been demonstrated by Ghorayeb and Firoozabadi [15] for the same range of temperature and pressure considered in this study.

The unsteady state conservation equations of mass and species are:

$$\nabla \cdot v = 0,$$

(2)

$$\rho_0 \frac{\partial w}{\partial t} + \rho_0 \nabla \cdot (w v) + \nabla \cdot J = 0,$$

(3)

where $v$ and $J$ are the velocity and the diffusive mass flux for component 1, respectively.

The bulk velocity, $v$, is given by Darcy's law:

$$v = -\frac{k}{\phi \mu} [\nabla P + \rho_0 (1 - \beta_T (T - T_0) - \beta_w (w - w_0)) g z],$$

(4)

where $P$, $g$, $k$, $\mu$ and $\phi$ are the pressure, the acceleration due to gravity, the permeability, the viscosity and the porosity, respectively. The unit vector $z$ points upwards. The substitution of Eq. 4 into Eq. 2 and the assumption that $(k/\phi \mu)$ is constant lead to the pressure equation:

$$\nabla^2 P = \rho_0 g \left( \beta_T \frac{\partial T}{\partial z} + \beta_w \frac{\partial w}{\partial z} \right).$$

(5)

The above equation will be used later in the numerical solution to the problem. The reservoir is assumed to be bounded by an impervious rock that has constant temperature gradients $T_x$ and $T_z$ in horizontal and vertical directions, respectively. We also assume that the conductive flow of heat is much greater than the convective flow and that thermal diffusivity is very large compared with compositional diffusivity. With these assumptions, the solution of the energy equation will have roughly the same temperature gradients as the bounding rock. In the following, the temperature field is assumed to be a linear function of $x$ and $z$: $T = T_x x + T_z z + a$, where $a$ is a constant. If we set the temperature at $x = W/2$ and $z = H/2$ equal to $T_0$, then,

$$T = T_x (x - W/2) + T_z (z - H/2) + T_0.$$

(6)

The diffusive mass flux is given by the expression (see Bird et al. [16]):

$$J = C^w \nabla w + C^P \nabla P + C^T \nabla T,$$

(7)

where $C^w$, $C^P$ and $C^T$ are the coefficients of molecular diffusion, pressure diffusion and thermal diffusion, respectively. These coefficients are described in Refs. [12, 16]. The
diffusive flux, $J$, results from the deviation in the velocity of component one from the velocity of the bulk fluid. Since, in the case of a two-component system, the diffusive flux of component two is equal to $-J$ and the weight fraction of component two is equal to $1 - w$, the equation expressing conservation of mass of component two will be a linear combination of Eqs. 2 and 3. The coefficients $C^w$, $C^P$ and $C^T$ are the result of the phenomenological laws, the Gibbs-Duhem relation, and an equation of state (see Bird et al. [16], de Groot and Mazur [17], and Firoozabadi [18]); they generally depend on the concentration, temperature and thermo-physical properties of the mixture. In this work, those coefficients are assumed, for convenience, to be constant in the whole reservoir. In the range of parameters we consider in this study, this assumption has only a small effect on the results as we will discuss later.

3.1 Boundary Conditions

The boundary conditions for Eqs. 2, 3 and 4 are that the fluid does not cross the outer boundaries (Fig. 1):

$$J \cdot n = 0 \quad x = 0, W \text{ and } z = 0, H,$$
$$v \cdot n = 0 \quad x = 0, W \text{ and } z = 0, H,$$

where $n$ is the unit normal vector. Eqs. 8 and 9 imply that:

$$C^w \frac{\partial w}{\partial x} + C^P \frac{\partial P}{\partial x} + C^T \frac{\partial T}{\partial x} = 0, \text{ and } v \cdot n = 0 \quad x = 0, W,$$
$$C^w \frac{\partial w}{\partial z} + C^P \frac{\partial P}{\partial z} + C^T \frac{\partial T}{\partial z} = 0, \text{ and } v \cdot n = 0 \quad z = 0, H.$$

From Eq. 4, we obtain the boundary conditions required for the integration of Eq. 5:

$$\frac{\partial P}{\partial x} = 0 \quad x = 0, W,$$
$$\frac{\partial P}{\partial z} = -\rho_0 (1 - \beta_T (T - T_0) - \beta_w (w - w_0)) \quad z = 0, H.$$

With the above Neumann boundary conditions, weight fraction and pressure must be assigned at one point of the medium. In this work we set $w(W/2, H/2) = w_0$ and $P(W/2, H/2) = P_0$.

4 Numerical Scheme

Eqs. 3, 4 and 5 together with the boundary conditions given by Eqs. 10 to 13 are integrated numerically using finite volume method (see Patankar [19]) with a nonuniform rectangular grid system. The spatial discretization is performed using a second-order centered scheme. A semi-implicit first-order scheme is used for the temporal integration. We seek the steady state solution and iterate on the unsteady system until the steady state is reached. In this work convergence to the steady state is assumed when the absolute relative error of concentration is found to be less than $10^{-7}$ between the two
successive iterations at each grid point. In all simulations, we used 301 mesh points in the horizontal direction and 41 mesh points in the vertical direction. To study the effect of grid size, numerical runs were performed with different mesh grids; we found that using finer grids than those above do not significantly improve the accuracy of the results. We also verified the numerical results from our model with the analytical work presented in Ref. [12]. Fig. 2 depicts the horizontal gradient of mole fraction in the center of the reservoir vs. permeability; the agreement, as shown in this figure, is good.

## 5 Results and Discussion

First, calculations were performed using the PR EOS, instead of the Boussinesq approximation, to predict the fluid density. This was done for two reasons: 1) to justify the use of the Boussinesq approximation in the range of temperature, concentration and pressure expected in this study; and 2) to estimate the variation of the coefficients $C^w$, $C^p$ and $C^T$ in the $x$-$z$ plane. We calculated $C^w$, $C^p$, and $C^T$ using the expressions presented in Ref. [12] where the density, fugacity and partial molar volume are calculated using the PR EOS and where the molecular diffusion coefficient and the thermal diffusion ratio are given by Sigmund [20] and Rutherford and Roof [21], respectively. Fig. 3 presents $C^w$, $C^p$, and $C^T$ contour lines for $k = 1$ md. This figure shows that, the variation of $C^w$, $C^p$, and $C^T$ in the whole medium is less than 21% for $C^w$ and $C^p$, and less than 7% for $C^T$. The same results (not depicted) are valid for other permeabilities. We compared the numerical results obtained using $C^w$, $C^p$, and $C^T$ in Fig. 3 to those obtained using the average values of $C^w$, $C^p$, and $C^T$ ($C^w = -2.91 \times 10^{-7}$ kg/m.s °K, $C^p = -1.15 \times 10^{-15}$ kg/m.Pa.s, $C^T = 2.68 \times 10^{-10}$ kg/m.s) and the Boussinesq approximation. The results show that by taking $C^w$, $C^p$, and $C^T$ as constants equal to their average and using the Boussinesq approximation, has only a small effect on the compositional variation in the reservoir. In this work we are rather concerned with the understanding of the fluid behavior trend when the physical parameters of the problem vary, and we present all the results using the Boussinesq approximation with constant values of $C^w$, $C^p$, and $C^T$. The data used in our simulations are presented in Table 1. The choice of data used in this work is motivated by the earlier study (Riley and Firoozabadi [12]). We start with the investigation of the thermal diffusion effect on composition variation. Toward this end, calculations are performed using $C^T = 0, 1.5 \times 10^{-10}, 2.0 \times 10^{-10}, 2.5 \times 10^{-10}, 3.0 \times 10^{-10}, 3.5 \times 10^{-10}$ kg/m.s °K, and $C^P = -1.15 \times 10^{-15}$ kg/m.Pa.s. Then, pressure diffusion effect on compositional variation is investigated using $C^P = -2.0 \times 10^{-15}, -1.15 \times 10^{-15},$ and 0 kg/m.Pa.s, and $C^T = 2.5 \times 10^{-10}$ kg/m.s °K. The permeabilities considered in this work vary between 0 (convection-free) and 100 md. Note that when $k = 0$, the convective velocity is also zero; therefore by assigning zero to permeability, we model convection-free case. We did not perform calculations for $k > 100$ md because the reservoir composition becomes homogeneous in this range of permeability. Although $C^T$ and $C^P$ are not independent, their effect on compositional variation is studied by assuming one constant and varying the other. $C^w$ is set equal to $-2.88 \times 10^{-7}$ kg/m.s.
5.1 Thermal diffusion

Fig. 4 shows a typical behavior of methane mole fraction contour lines for different permeabilities. For \( k = 0 \) (convection free), mole fraction varies linearly in both horizontal and vertical directions. Note that the vertical compositional gradient is much more pronounced than the horizontal gradient for convection free systems. Also note that since methane segregates to the hot region, its concentration is higher in the bottom than in the top of the reservoir. When \( k \) increases, the linear horizontal variation of the mole fraction still occurs except for a very thin region near the vertical boundaries. Fig. 5 depicts the mole fraction at \( z = W/2 \) vs. \( x \) for \( k = 0, 1, 10 \) and \( 100 \) md (similar behavior occurs at other values of \( z \)). This figure clearly shows the linear horizontal variation of mole fraction mentioned above. Furthermore, Figs. 4 and 5 show that more compositional variation occurs for \( k = 1 \) md than \( k = 0 \) and \( k = 10 \) md. This behavior has been observed by Riley and Firoozabadi [12]. They report that compositional variation reaches a maximum when the permeability increases and then decays as \( 1/k \). This maximum occurs in the neighborhood of \( k = 0.5 \) md.

Fig. 6 depicts the horizontal gradient of mole fraction (at \( z = H/2 \) and \( z = W/2 \)) vs. \( k \) for three values of thermal diffusion coefficient \( C^T \). Since the horizontal variation of the mole fraction is linear, this gradient does not depend on \( z \). Results show that, in the range of permeabilities studied, the behavior reported by Riley and Firoozabadi [12] (maximum segregation for a permeability of about 0.5 md) occurs only for high values of \( C^T \) (for the specific value of the pressure diffusion coefficient \( C^P = -1.15 \times 10^{-15} \) kg/m.Pa.s). For \( C^T = 1.5 \times 10^{-10} \) kg/m.s °K, for instance, such behavior is not observed; the horizontal gradient of mole fraction decreases monotonically with \( k \) (Fig. 6). The change of trend of the behavior of the horizontal compositional gradient occurs for a critical value, \( C^T_c \), of the thermal diffusion coefficient: \( 1.5 \times 10^{-10} < C^T_c < 2.0 \times 10^{-10} \) kg/m.s °K. Thermal diffusion effect on compositional variation becomes less significant for high permeabilities where mass transport due to natural convection overrides that due to diffusion phenomena. As permeability increases, the reservoir composition becomes almost homogeneous. This is clearly shown in Fig. 4 for \( k = 100 \) md. Similar behavior is observed for different values of \( C^T \). Figs. 7 to 10 show mole fraction contour lines for different values of \( C^T \) for permeabilities from 0 to \( k = 100 \) md. Those figures show that, the increase of \( C^T \) results in more compositional variation. From Fig. 7, one observes that, at \( k = 0 \) (convection-free), the mole fraction contour lines are straight lines; the slope of those lines changes with \( C^T \). For \( C^T = 0 \), for instance, the mole fraction contour lines are horizontal. The slope of the mole fraction contour lines is negative for \( C^T = 1.5 \times 10^{-10} \) kg/m.s °K but becomes positive at \( C^T = 2.0 \times 10^{-10} \) kg/m.s °K. For \( C^T > C^T_c \), the slope remains positive.

5.2 Pressure diffusion

For the two-component hydrocarbon mixture of \( C_1/nC_4 \), thermal diffusion and pressure diffusion affect compositional variation in opposite directions. Pressure diffusion causes the bottom richer in heavier component while thermal diffusion results the segregation of the heavier component to the cold boundary at the top. The resulting effect of those two diffusion phenomena depends mainly on the ratio \((-C^T T_s)/(C^P P_z)\), where \( P_z \) is
the vertical pressure gradient (which is nearly constant). Numerical results show that, for \( C^T \approx C_c^T \), this ratio reaches 1; that is \( C_c^T \approx -C^P P_z / T_z \). Given that the reservoir height considered in our simulation is \( H = 150 \text{m} \) and that the pressure at the center is assigned the value \( 1.103 \times 10^7 \text{Pa} \), \( P_z \) is roughly equal to \(-4.829 \times 10^8 \text{Pa/m} \) and then \( P_z / T_z \approx 1.325 \times 10^5 \text{Pa/°K} \); thus \( C_c^T \approx -(1.325 \times 10^5 \text{Pa/°K}) \times C^P \). For \( C^P = -1.15 \times 10^{-15} \text{kg/m/Pa/s} \), one obtains: \( C_c^T \approx 1.523 \times 10^{-10} \text{kg/m.s/°K} \), which is in good agreement with the results reported above. Compositional variation closely depends on \( (-C^T T_z) / (C^P P_z) \); thermal diffusion overrides pressure diffusion when this ratio is larger than 1 whereas pressure diffusion is the main phenomenon which affects compositional variation when \( (-C^T T_z) / (C^P P_z) < 1 \). The horizontal variation of mole fraction behaves differently when \( (-C^T T_z) / (C^P P_z) > 1 \) and \( (-C^T T_z) / (C^P P_z) < 1 \). For \( (-C^T T_z) / (C^P P_z) > 1 \), the horizontal gradient of mole fraction reaches a maximum around \( k = 1 \text{ md} \). For \( (-C^T T_z) / (C^P P_z) < 1 \), the horizontal gradient of mole fraction decreases monotonically when the permeability increases.

Figs. 11, 12 and 13 show the mole fraction contour lines for \( C^P = 0, -1.15 \times 10^{-15}, \) and \(-2.0 \times 10^{-15} \text{kg/m/Pa/s} \), respectively. Since pressure and thermal diffusion have opposite effects on vertical compositional variation, we observe that, for impermeable media, as well as low permeability media, more vertical composition variation occurs for \( C^P = 0 \) than \( C^P = -1.15 \times 10^{-15} \text{kg/m/Pa/s} \) and \( C^P = -2.0 \times 10^{-15} \text{kg/m/Pa/s} \), that is the mole fraction contour lines are near vertical for \( C^P = -1.15 \times 10^{-15} \text{kg/m/Pa/s} \) than \( C^P = 0 \). When the permeability increases, the two approach each other (in terms of reservoir composition) both in horizontal and vertical directions. This maybe due to the fact that, at high permeabilities, natural convection overrides both diffusion phenomena and composition becomes homogeneous. Nevertheless, for all permeabilities (up to 100 \text{md}), more compositional variation occurs when pressure diffusion is neglected.

Fig. 14 depicts horizontal gradient of mole fraction vs. permeability at three different values of \( C^P \). For \( k = 0 \), the same horizontal gradient of mole fraction realizes for different values of \( C^P \) and the horizontal pressure gradient is identically zero. For \( C^P = 0 \) and \( C^P = -1.15 \times 10^{-15} \text{kg/m/Pa/s} \) the horizontal composition gradient reaches a maximum for some permeability of say \( k = 1 \text{ md} \) and then decays. Furthermore, when \( C^P \) varies at constant permeability, the horizontal gradient of mole fraction reaches a maximum for \( C^P = 0 \). For \( C^P = -2.0 \times 10^{-15} \text{kg/m/Pa/s} \), the horizontal gradient of mole fraction decreases monotonically when the permeability increases; for this value of \( C^P \), \( C_c^T \approx -(1.325 \times 10^5 \text{Pa/°K}) \times C^P = 2.65 \times 10^{-15} \), whereas \( C^T = 2.0 \times 10^{-10} \text{kg/m.s/°K} \). As mentioned above, when \( C^T < C_c^T \), pressure diffusion overrides thermal diffusion and the above trend of horizontal compositional gradient occurs.

6 Conclusions and Remark

This work investigates the compositional variation of a single phase two-component system due to combined effects of natural convection and diffusion. We studied the effect of permeability, thermal diffusion and pressure diffusion on the compositional variation by using a numerical model. From the results presented we conclude that convection can enhance or weaken the horizontal composition variation depending on the magnitude of the
thermal diffusion and pressure diffusion coefficients. For the specific example presented in this work, the horizontal gradient of mole fraction reaches a maximum in the neighborhood of \( k = 0.5 \text{ md} \) for \( (-C^T T_x)/(C^P P_z) > 1 \), whereas it decreases monotonically when \( k \) increases for \( (-C^T T_x)/(C^P P_z) < 1 \). However, for high permeabilities \( (k > 10 \text{ md}) \), natural convection is the main phenomenon which affects compositional variation within the reservoir and results in nearly homogeneous system.

We finally mention that, due to the cross-diffusion effects, compositional variation in multicomponent mixtures may drastically differ from that in binary mixtures [13].

7 Nomenclature

- \( C^w \) coefficient of molecular diffusion in \( J \)
- \( C^P \) coefficient of pressure diffusion in \( J \)
- \( C^T \) coefficient of thermal diffusion in \( J \)
- \( C^C \) critical value of the coefficient of thermal diffusion
- \( g \) gravity acceleration
- \( H \) reservoir height
- \( J \) diffusive mass flux
- \( k \) permeability
- \( n \) normal vector
- \( P \) pressure
- \( P_0 \) pressure at the reservoir center
- \( T \) temperature
- \( T_0 \) temperature at the reservoir center
- \( T_x \) horizontal thermal gradient
- \( T_z \) vertical thermal gradient
- \( t \) time
- \( u_x \) horizontal velocity
- \( u_z \) vertical velocity
- \( v \) velocity vector
- \( W \) reservoir width
- \( w \) weight fraction
- \( w_0 \) weight fraction at the reservoir center
- \( x, z \) coordinates
- \( z \) upward vertical unit vector

Greek symbols

- \( \beta_w \) compositional expansion coefficient
- \( \beta_T \) thermal expansion coefficient
- \( \chi \) mole fraction
- \( \phi \) porosity
- \( \mu \) dynamic viscosity
- \( \rho \) density
- \( \rho_0 \) density at \( w_0 \) and \( T_0 \)
References


| $\bar{W}$ | 3000 m |
| $H$ | 150 m |
| $\chi_0$ | 0.2 |
| $P_0$ | $1.10 \times 10^7$ Pa |
| $T_0$ | 338.5 °K |
| $\rho_0$ | 495.3 kg/m$^3$ |
| $C^w$ | $-2.88 \times 10^{-7}$ kg/m.s |
| $T_z$ | $+1.82^\circ K/1000$ m |
| $T_z$ | $-3.65^\circ K/100$ m |
| $\phi$ | 0.25 |
| $\mu$ | 200 kg/m.s |
| $\beta_w$ | $0.58 \times 10^{-3}$ |
| $\beta_T$ | $2.05 \times 10^{-2}$ °K$^{-1}$ |

**Table 1: Relevant Data.**
Figure 1: Geometry and boundary conditions.

Figure 2: Horizontal gradient of mole fraction in the center of the reservoir vs. \( k \): \( C_w = -4.53 \times 10^{-7} \text{ kg/m.s} \), \( C_P = -0.78 \times 10^{-15} \text{ kg/m.Pa.s} \) and \( C_T = 2.81 \times 10^{-10} \text{ kg/m.s} \).
$C^w \times 10^7 \text{ kg/m.s}$

$C^p \times 10^{15} \text{ kg/m.Pa.s}$

$C^f \times 10^{10} \text{ kg/m.s. } ^\circ\text{K}$

Figure 3: $C^w$, $C^p$, and $C^f$ contour lines for $k = 1\text{md}$. 
Figure 4: Mole fraction contour lines for different permeabilities: $C^T = 2.5 \times 10^{-10}$ kg/m.s. °K.
Figure 5: Mole fraction vs. $x$ at $z = W/2$ for different permeabilities: $C^T = 2.5 \times 10^{-10}$ kg/m.s $^\circ$K, $C^P = -1.15 \times 10^{-15}$ kg/m.Pa.
Figure 6: Horizontal gradient of mole fraction in the center of the reservoir vs. $k$ for different values of $C^p$: $C^p = -1.15 \times 10^{-15}$ kg/m$^2$Pa.
Figure 7: Mole fraction contour lines for different values of $C^T$: $k = 0$ (convection-free),

$C^P = -1.15 \times 10^{-15}$ kg/m.Pa.
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$C^T = 1.5 \times 10^{-10}$ kg/m.s. °K

$C^T = 2.0 \times 10^{-10}$ kg/m.s. °K

$C^T = 2.5 \times 10^{-10}$ kg/m.s. °K

$C^T = 3.0 \times 10^{-10}$ kg/m.s. °K

$C^T = 3.5 \times 10^{-10}$ kg/m.s. °K

Figure 8: Mole fraction contour lines for different values of $C^T$: $k = 1$ md, $C^P = -1.15 \times 10^{-15}$ kg/m.Pa.
Figure 9: Mole fraction contour lines for different values of $C_T$: $k = 10 \text{md}, C_P = -1.15 \times 10^{-15} \text{ kg/m.Pa.}$
Figure 10: Mole fraction contour lines for different values of $C_T$: $k = 100\, \text{md}$, $C^P = -1.15 \times 10^{-15} \, \text{kg/m.Pa.}$
Figure 11: Mole fraction contour lines for different permeabilities: $C^p = 0 \text{ kg/m.Pa}$; $C^f = 2.0 \times 10^{-10} \text{ kg/m.s. } ^\circ\text{K}$
Figure 12: Mole fraction contour lines for different permeabilities: $C_p = 1.15 \times 10^{-15}$ kg/mPa.s; $C_T = 2.0 \times 10^{-10}$ kg/m.s °K
Figure 13: Mole fraction contour lines for different permeabilities: $C^P = -2.0 \times 10^{-15}$ kg/m.Pa.s, $C^T = 2.0 \times 10^{-10}$ kg/m.s °K
Figure 14: Horizontal gradient of mole fraction in the center of the reservoir vs. \( k \) for different values of \( C^T \): \( C^T = 2.0 \times 10^{-10} \) kg/m.s. °K
Part IV - Natural Convection and Diffusion in Fractured Porous Media

KASSEM GHORAYEB AND ABBAS FIROOZABADI

1 Summary

Compositional variation in a rectangular two-dimensional \((x, z)\) fractured porous medium containing a two-component single phase fluid in the presence of a prescribed linear temperature field is considered. The work examines the effect of the fracture parameters: fracture permeability, fracture aperture, fracture intensity and fracture connectivity on the fluid composition variation. Numerical results reveal that, due to high fracture permeability, a pronounced convective motion within the fracture takes place, whereas the composition is only affected beyond a certain fracture permeability. Numerical results also show that the flow velocity within the fracture increases as the fracture aperture decreases; the compositional variation, however, decreases with the increased fracture aperture. The effect of connected and discrete fractures on composition variation was also studied; connected fractures influence the compositional variation much more than discrete fractures as expected. The convection cells are mainly loops which develop within the connected fractures.

2 Introduction

Examination of the compositional variation of reservoir fluids in hydrocarbon reservoirs reveals various trends. In some reservoirs there is substantial variation of composition in the horizontal direction (Hamoodi et al. [1]). In many other reservoirs, there is a large variation of composition in the vertical direction (Neveux and Sathikumar [2]). There are also reservoirs that have no variation of composition in the entire reservoir; such reservoirs may have an oil column thickness of 1.5 km and a horizontal extension larger than 10 km (Saidi [3]).

The purpose of this work is to understand composition variation in fractured hydrocarbon reservoirs and to relate the composition variation to reservoir characterization.

There are four distinct mechanisms that affect the variation of composition in the single phase in a hydrocarbon reservoir. These mechanisms are: 1) thermal diffusion, 2) pressure diffusion, 3) molecular diffusion, and 4) natural convection. Thermal diffusion is the tendency of a convection free mixture to separate under a thermal gradient. Molecular diffusion is the tendency to mix due to concentration gradient. Pressure diffusion is separation by pressure gradient; it is negligible in the horizontal direction even when
there exists natural convection, but may be pronounced in the vertical direction due to high vertical pressure gradient. Natural convection is the convective circulation due to density gradient. Density gradient is established due to temperature and concentration gradients. A pronounced effect of natural convection on compositional variation may occur in homogeneous media [5].

There are very few studies that combine the effect of convection and diffusion on the compositional variation in hydrocarbon reservoirs. These studies include the works of Jacqmin [4], and Riley and Firoozabadi [5]. Both studies address compositional variation in homogeneous porous media. Jacqmin's study is concerned with a wide variety of conditions, sloping reservoirs, and even two phases but does not include thermal diffusion. He uses a perturbation analysis where approximations are made to the governing equations. Based on his study, Jacqmin states that, under certain conditions the fluid composition reorients itself in such a way as to inhibit convection. Riley and Firoozabadi [5] studied the effect of thermal, pressure and Fickian diffusion and natural convection on compositional variation in a cross-sectional reservoir with a prescribed linear temperature field. The behavior is investigated using a method of successive approximations which iterates on Poisson's equation. This behavior is then incorporated in a simplified perturbation solution which provides accurate results for horizontal composition variation. Riley and Firoozabadi [5] show that a small amount of convection can cause the horizontal composition gradient to increase until a maximum is reached and then decays as $1/k$.

The work of Jacqmin, and Riley and Firoozabadi is limited to homogeneous porous media. This work is concerned with a numerical study of convection and diffusion in fractured porous media. The conservation equations of mass and species and Darcy's law, together with the boundary conditions and the matching conditions at the matrix block/fracture interface, are numerically integrated in the whole cross section (in both matrix blocks and fractures). The numerical investigations were carried out for fracture permeabilities varying by six orders of magnitude. The fracture aperture was varied from 0.1 to 1mm. However, in view of the large number of parameters, no attempt was made to present a complete parametric study.

3 Mathematical Formulation

We consider a two-dimensional fractured porous media with width $W$ and height $H$ (Fig. 1) saturated by a binary mixture of $C_1/nC_4$. The fractured porous media are comprised of matrix blocks and fractures of permeabilities $k_m$ and $k_f$, respectively. The matrix and fracture porosities are assumed to be the same. We assume that the Oberbeck-Boussinesq approximation (Chandrasekhar [6]) is valid in the range of temperature, pressure and composition expected so that the density $\rho$ is constant except in the buoyancy term $(\rho g z)$ where it varies linearly with the temperature $T$ and the weight fraction $w$:

$$\rho (T, w) = \rho_0 \left[1 - \beta_T (T - T_0) - \beta_w (w - w_0)\right],$$

where $\rho_0$, $\beta_T = (-1/\rho_0) (\partial \rho / \partial T)_w$ and $\beta_w = (-1/\rho_0) (\partial \rho / \partial w)_T$ are the density at temperature $T_0$ and weight fraction $w_0$, the thermal expansion coefficient, and the compositional expansion coefficient, respectively. The coefficients $\beta_T$ and $\beta_w$ are calculated for the system $C_1/nC_4$, using the Peng-Robinson equation of state [7]. Fig. 2 depicts the density $\rho$
vs. temperature and mole fraction $\chi$ of methane. This figure clearly shows the validity of the assumption of linear variation of $\rho$ vs. $T$ and $\chi$ in the range of temperature, pressure and composition expected; $\beta_T$ and $\beta_w$ are thus the slopes of those lines.

The unsteady state conservation equations of mass and species are:

$$\nabla \cdot \mathbf{v} = 0,$$

$$\rho_0 \frac{\partial w}{\partial t} + \rho_0 \nabla \cdot (w \mathbf{v}) + \nabla \cdot \mathbf{J} = 0,$$

where $\mathbf{v}$ and $\mathbf{J}$ are the velocity and the diffusive mass flux for component 1, respectively. The diffusive mass flux is given by the expression:

$$\mathbf{J} = C_w \nabla w + C_p \nabla P + C_T \nabla T,$$

where $C_w$, $C_p$ and $C_T$ are the coefficients of molecular diffusion, pressure diffusion and thermal diffusion, respectively. These coefficients are described in Ref. [5]. They are assumed constant in this work. Their variation can be readily accommodated by the numerical model. The diffusive flux, $\mathbf{J}$, results from the deviation in the velocity of component one from the velocity of the bulk fluid. Since, in the case of a two-component system, the diffusive flux of component two is equal to $-\mathbf{J}$ and the weight fraction of component two is equal to $1 - w$, the equation expressing conservation of mass of component two will be a linear combination of Eqs. 2 and 3.

The bulk velocity, $\mathbf{v}$, is given by Darcy’s law:

$$\mathbf{v} = -\frac{k}{\phi \mu} [\nabla P + \rho_0 (1 - \beta_T (T - T_0) - \beta_w (w - w_0)) g z],$$

where $P$, $g$, $k$, $\mu$ and $\phi$ are the pressure, the acceleration due to gravity, the permeability, the viscosity and the porosity, respectively. The unit vector $z$ points upwards. The substitution of Eq. 5 into 2 and the assumption that $(k/\phi \mu)$ is constant in each medium lead to the pressure equation:

$$\nabla^2 P = \rho_0 g \left( \beta_T \frac{\partial T}{\partial z} + \beta_w \frac{\partial w}{\partial z} \right).$$

The above equation will be used later in the numerical solution to the problem. The cross-sectional reservoir is assumed to be bounded by an impervious rock that has constant temperature gradients $T_x$ and $T_y$ in horizontal and vertical directions, respectively. We also assume that the conductive flow of heat is much greater than the convective flow and that thermal diffusivity is very large compared with compositional diffusivity. With these assumptions, the solution of the energy equation will have roughly the same temperature gradients as the bounding rock. In the following, the temperature field is assumed to be a linear function of $x$ and $z$: $T = T_x x + T_z z + a$, where $a$ is a constant. If we set the temperature at $x = W/2$ and $z = H/2$ equal to $T_0$, then, $T = T_x (x - W/2) + T_z (z - H/2) + T_0$. 
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3.1 Boundary Conditions

The boundary conditions for Eqs. 2, 3 and 5 are that the fluid does not cross the outer boundaries (Fig. 1):

\[ J \cdot n = 0 \quad x = 0, \ W \ \text{and} \ z = 0, \ H, \]  
\[ \nu \cdot n = 0 \quad x = 0, \ W \ \text{and} \ z = 0, \ H, \]  

where \( n \) is the unit normal vector. Eqs. 7 and 8 imply that:

\[ C_w \frac{\partial w}{\partial x} + C_p \frac{\partial P}{\partial x} + C_T \frac{\partial T}{\partial x} = 0, \ \text{and} \ \nu_x = 0 \quad x = 0, W, \]  
\[ C_w \frac{\partial w}{\partial z} + C_p \frac{\partial P}{\partial z} + C_T \frac{\partial T}{\partial z} = 0, \ \text{and} \ \nu_z = 0 \quad z = 0, H. \]

From Eq. 5, we obtain the boundary conditions required for the integration of Eq. 6:

\[ \frac{\partial P}{\partial x} = 0 \quad x = 0, W, \]  
\[ \frac{\partial P}{\partial z} = -\rho_0 (1 - \beta_T (T - T_0) - \beta_w (w - w_0)) \quad z = 0, H. \]

With the above Newman boundary conditions, weight fraction and pressure must be assigned at one point of the medium. In this work we set \( w(W/2, H/2) = w_0 \) and \( P(W/2, H/2) = P_0 \).

3.2 Conditions at the matrix-fracture interface

The matching conditions at the matrix-fracture interface are given by the continuity of the normal component of the total mass flux, the normal component of the diffusive mass flux, the pressure and the mole fraction. Because of incompressibility assumption, the total mass flux across the interface reduces to the normal velocity. Let us designate by "1" and "2" the matrix and fracture media which are separated by an interface. The matching conditions can thus be expressed by:

\[ (v \cdot n)_1 = (v \cdot n)_2 \]  
\[ \left( C_w \frac{\partial w}{\partial n} + C_p \frac{\partial P}{\partial n} + C_T \frac{\partial T}{\partial n} \right)_1 = \left( C_w \frac{\partial w}{\partial n} + C_p \frac{\partial P}{\partial n} + C_T \frac{\partial T}{\partial n} \right)_2 \]  
\[ (P)_1 = (P)_2 \]  
\[ (w)_1 = (w)_2 \]

Note that the matching conditions are not required for the tangential velocity at the interface. This is because we use Darcy's law to calculate the bulk velocity \( v \).

4 Numerical Scheme

Eqs. 3, 5 and 6 together with the boundary conditions given by Eqs. 9 to 12 and the matching conditions given by Eqs. 13 to 16 are numerically integrated using the finite
volume method (see Patankar [8]) with a nonuniform rectangular grid system. The spatial
discretization is performed using a second-order centered scheme. A semi-implicit first-
order scheme is used for the temporal integration. We seek the steady state solution and
iterate on the unsteady system until the steady state is reached. In this work convergence
to the steady state is assumed when the absolute relative error of concentration is found
to be less than $10^{-7}$ between the two successive iterations at each grid point.

The discretization of Eqs. 3 and 6 gives rise to large sparse systems of linear equa-
tions. The matrices corresponding to those equations are pentadiagonal and are amenable
to solution by iterative methods. However, the integration of those systems is a major
task. The matrices are highly ill-conditioned because of 1) the spatial discontinuity in
permeability of matrix and fractures, and 2) the small fracture thickness in comparison
to the matrix size. Thus, iterative methods may not be suitable unless special robust pre-
conditioners are used. For such problems, direct methods are commonly used in reservoir
simulation. In this work, the direct method of D4 Gaussian Elimination is used. Details
about the D4 algorithm can be found in Price and Coats [9], and Stringer et al. [10].

In this work, we use eight different configurations of fractured porous media to study
the effect of fracture parameters on the variation of composition. These configurations
are sketched in Fig. 3. Four configurations relate to connected fractures; the four other
configurations relate to discrete fractures (Fig. 3). Calculations are performed using grid
sizes of $309 \times 159$, $313 \times 161$, $325 \times 125$, $345 \times 135$, $345 \times 135$, $345 \times 135$, $41 \times 135$, and
$345 \times 41$ to model configurations 1, 2, 3, 4, 5, 6, 7 and 8, respectively. Three mesh
points are used to model the flow in the fracture. The remaining points are distributed in
the matrix blocks. To study the effect of grid size, numerical runs were performed with
different mesh grids either in the matrix blocks or in the fractures. We found that using
finer grids than those above do not significantly improve the accuracy of the results. The
nodal points are uniformly distributed in the fractures, while a nonuniform grid is used
in the matrix blocks. Fig. 4 shows the grid for configurations 1 and 3 with the zooms in
and around fractures (The dashed lines represent the fracture-matrix interface).

5 Results

We first verified the numerical results from our model with the analytical work presented
in Ref. [5] for unfractured media. The agreement was excellent. The main goal of this
study is, however, the investigation of the effect of fracture parameters on compositional
variation in hydrocarbon reservoirs. We assume that the reservoir consists of matrix
blocks of permeability $k_m = 1\text{md}$ (constant in all the calculations) and horizontal and/or
vertical fractures of permeability $k_f = 1$ to $10^6\text{md}$ and aperture $a_f = 1$ to 0.1mm. All
the fractures of a given configuration are assumed to have the same permeability and
aperture. The fractures may or may not be connected. All the numerical investigations
are performed for a $30 \times 15\text{m}$ cross section ($W = 30\text{m}$ and $H = 15\text{m}$). The fracture
parameters considered in this study are:

1) fracture permeability,

2) fracture aperture,
3) fracture intensity and
4) fracture connectivity.

Fracture permeability and fracture aperture are related through the cubic law. However, in this study we treat them as independent parameters. Configuration 1 shown in Fig. 3 consists of a large matrix surrounded by one fracture. This configuration is used to investigate the effect of fracture permeability and fracture aperture on the compositional variation. Configurations 2, 3 and 4 consist of a network of \(2 \times 2\), \(8 \times 4\) and \(10 \times 5\) matrix blocks, respectively all surrounded by fractures (see Fig. 3). Those configurations are considered to study the effect of fracture intensity. Configurations 5, 6, 7 and 8 represent fractures that are not connected. Configuration 5 is similar to configuration 1 aside from the fact that the surrounding fracture is blocked by a rock with the matrix permeability. In configuration 6, four rocks of equal permeabilities block the surrounding fracture, one rock in the middle of each side of the fracture. Configuration 7 consists of 6 horizontal, equidistant, fractures separated by 5 matrix blocks. Configuration 8 consists of 11 vertical, equidistant, fractures separated by 10 matrix blocks. The data used in all the simulations are presented in Table 1. The coefficient of pressure diffusion term is the same as the one that was used in Ref. [5]; the coefficients of molecular diffusion and thermal diffusion are different. The effect of fracture permeability, fracture aperture, fracture intensity and fracture connectivity on the compositional variation is presented next.

5.1 Fracture permeability

The fracture aperture \(f_a\) is set to 1mm. The calculations are performed for \(k_f = 1\) (that is, \(k_f = k_m\)), \(10\), \(10^2\), \(10^3\), \(10^4\), \(10^5\) and \(10^6\)md. Mole fraction contours are presented in Fig. 5. This figure shows that with the increase in fracture permeability, the composition stays constant but beyond a certain fracture permeability the mole fraction contours become affected and tend to be vertical (in Fig. 5, the distance between the contours is set 0.002). Fig. 6 depicts the horizontal variation of mole fraction vs. \(x\) at \(z = H/2\). This figure reveals the same trend as in Fig. 5. It also shows that the composition varies linearly vs. \(x\) aside from the region close to the vertical boundaries. For \(k_f > 10^4\)md, the variation is linear across the whole distance. The implication of this linear behavior is that, at high fracture permeabilities the composition variation is not affected by vertical boundaries. Consequently, the results obtained for a small cross section could be applicable to a total reservoir with a large width. Fig. 7 presents the horizontal mole fraction gradient (at \(x = W/2\) \(z = H/2\)) vs. \(k_f\). As was shown above, up to \(k_f \approx 10^5\)md, the horizontal mole fraction gradient decreases slightly with \(k_f\). For \(k_f > 10^5\)md, the horizontal mole fraction gradient decreases sharply (Fig. 7).

The velocity field corresponding to this configuration consists mainly of a loop within the fracture. The velocity in the matrix is very small compared with that in the fracture even near the matrix-fracture interface. This is in part due to the use of Darcy's law, where no continuity conditions are required for the tangential velocity at the interface. Darcy's law allows for slip-flow at the matrix-fracture interface. The no-slip flow conditions affect only a thin boundary layer at the interface, while the flow in the remaining part of the matrix is not appreciably affected by the assumption of "slip" conditions. Fig. 8 shows the
velocity field for \( k_f = 10^5 \text{md} \); to facilitate the visualization of the velocity field, fracture aperture \( f_a \), which is equal to 1 mm is enlarged. Fig. 9 shows a plot of the maximum horizontal velocities in the fracture vs. \( k_f \). Note that unlike the composition gradient, fracture velocity increases with fracture permeability over the entire range.

### 5.2 Fracture aperture

Configuration 1 is also used to study the effect of fracture aperture on the compositional variation for constant fracture permeability. Calculations are performed for \( f_a = 1, 0.75, 0.5, 0.25 \) and 0.1 mm. Results for mole fraction contours and horizontal compositional variation for \( f_a = 0.1 \text{mm} \) are presented in Figs. 10 and 11, respectively. By comparing results depicted in these two figures with the corresponding results for \( f_a = 1 \text{mm} \) in Figs. 5 and 6, we find that compositional variation is much less affected for \( f_a = 0.1 \text{mm} \) than for \( f_a = 1 \text{mm} \) for the same value of fracture permeability.

Figs. 12, 13 and 14 present mole fraction contours, horizontal compositional variation and horizontal mole fraction gradient for various fracture apertures. It is seen that the increase in fracture aperture results in the homogeneity of composition (see Figs. 12 and 13). Fig. 14 (right) shows that in a log-log graph, the horizontal gradient of mole fraction varies nearly linearly with fracture aperture; this behavior implies that the function describing the variation of the horizontal gradient of mole fraction with \( f_a \) takes the form \( A(f_a)^B \). By linear regression, we find the expression \( 0.0199(f_a)^{-0.486} \).

Figs. 15 and 16 show the fracture horizontal velocity and the maximum fracture horizontal velocity, \( v_{x_{max}} \), respectively. It was intuitively expected that the fracture velocity would decrease with a decrease in \( f_a \); for all calculations, we find that, the velocity increases when \( f_a \) decreases. The trend, however, should reverse when \( f_a \) becomes very small, of the order of microns. Similarly to the behavior of the horizontal gradient of mole fraction, the function describing the variation of \( v_{x_{max}} \) with \( f_a \) takes the form \( A(f_a)^B \) (see Fig. 16 right). By linear regression, we find the expression \( 0.00377(f_a)^{-0.541} \).

### 5.3 Fracture intensity

In all the previous calculations, only configuration 1 is studied. Here, three other configurations (Fig. 3) with different fracture intensities are investigated.

Figs. 17 and 18 present the mole fraction contours, and horizontal composition variation vs. \( x \) at \( z = H/2 \), respectively, for \( k_f = 10^5 \text{md} \) and \( f_a = 1 \text{mm} \). Compositional variation is almost the same in configurations 1 and 2. In both configurations, mole fraction contours are almost vertical, and the horizontal mole fraction gradient is constant. However, some difference on compositional variation occurs between these two configurations and configurations 3 and 4. When the number of fractures increases, mole fraction contours lose their vertical shape as seen in Fig. 17. No substantial difference, however, is noticed for the horizontal mole fraction gradient. Fig. 18 clearly shows that there is no significant effect of interior fractures on the overall horizontal compositional gradient.

The above behavior could be explained by observing the velocity fields of configurations 1 to 4 (see Fig. 19) for \( k_f = 10^5 \text{md} \) and \( f_a = 1 \text{mm} \). This figure shows that, the flow velocity in the interior fractures is small compared with the flow velocity in the main...
surrounding fracture. The flow mainly occurs in the loop of the main fracture. Smaller loops occur in the interior core but fluid movement in these loops is relatively slow. Fig. 20 depicts, in more detail, the horizontal fracture velocity (top) and the vertical fracture velocity (bottom) of configurations 1, 2, 3 and 4. This figure shows that horizontal (vertical) velocity increases or decreases because of incoming or outgoing flow in the vertical (horizontal) fractures. The negative vertical fracture velocity in Fig. 20 indicates that the velocity is in the downward direction.

5.4 Fracture connectivity

In configurations 1 to 4 studied above, the connected fractures form a network and the fluid circulates without being stopped by a rock matrix of low permeability. Let us now consider configurations with discrete fractures to study the influence of fracture discreteness on compositional variation. Configurations 5, 6, 7 and 8 (Fig. 3) are studied toward this end. The results are presented in Fig. 21 for \( k_f = 10^5 \text{md} \) and \( f_a = 1 \text{mm} \). This figure shows the effect of blocking the surrounding fracture by a 6m long porous medium of low permeability \( (k = 1 \text{md}) \) for configuration 5. Fig. 21 also shows that discrete horizontal and vertical fractures have less influence on compositional variation than connected fractures. Furthermore, the composition is more affected by horizontal fractures than by vertical fractures. Composition in configuration 6 is more homogeneous than in configuration 7 although the number of fractures in configuration 7 is twice the number of horizontal fractures in configuration 6.

The fracture velocity fields of configurations 1, 5, 6 and 7 are depicted in more detail in Fig. 22. This figure shows that the maximum horizontal fracture velocity in configuration 1, for instance, is more than twice those in configurations 5, 6 and 7 for the same value of \( k_f \) and \( f_a \). The same behavior occurs regarding the maximum vertical velocity; \( v_{zmaz} \) in configuration 1 is more than twice those in configurations 5, 6 and 8 for the same value of \( k_f \) and \( f_a \).

6 Conclusions

This study centers on the features of composition variation in fractured porous media. The numerical results show that fracture permeability above a certain value influences the composition variation, whereas the fracture convective velocity increases with an increase in fracture permeability. Other conclusion from this study are:

1) The fluid flow consists mainly of a loop within the surrounding fracture. Smaller loops occur in the interior connected fractures. The flow velocity within the rock matrix is negligible in comparison to fracture velocity.

2) The fracture flow velocity increases when the fracture aperture decreases. On the other hand, with larger fractures, the compositional variation is less significant.

3) The main effect on compositional variation is due to the surrounding fractures. The interior fractures affect the shape of the mole fraction contour lines, but the horizontal compositional variation is not significantly affected by those fractures.
Nomenclature

$C_w$ coefficient of molecular diffusion in J
$C_P$ coefficient of pressure diffusion in J
$C_T$ coefficient of thermal diffusion in J
$f_a$ fracture aperture
$g$ gravity acceleration
$H$ reservoir height
$J$ diffusive mass flux
$k$ permeability
$k_f$ fracture permeability
$k_m$ matrix permeability
$n$ normal vector
$P$ pressure
$P_0$ pressure at the reservoir center
$T$ temperature
$T_0$ temperature at the reservoir center
$T_x$ horizontal thermal gradient
$T_z$ vertical thermal gradient
$t$ time
$v_x$ horizontal velocity
$v_z$ vertical velocity
$v$ velocity vector
$W$ reservoir width
$w$ weight fraction
$w_0$ weight fraction at the reservoir center
$x, z$ coordinates
$z$ upward vertical unit vector

Greek symbols

$\beta_w$ compositional expansion coefficient
$\beta_T$ thermal expansion coefficient
$\chi$ mole fraction
$\phi$ porosity
$\mu$ dynamic viscosity
$\rho$ density
$\rho_0$ density at $w_0$ and $T_0$
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<table>
<thead>
<tr>
<th>Symbol</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>$W$</td>
<td>30 m</td>
</tr>
<tr>
<td>$H$</td>
<td>15 m</td>
</tr>
<tr>
<td>$x_0$</td>
<td>0.2</td>
</tr>
<tr>
<td>$P_0$</td>
<td>$1.10 \times 10^7$ Pa</td>
</tr>
<tr>
<td>$T_0$</td>
<td>338.5 °K</td>
</tr>
<tr>
<td>$\rho_0$</td>
<td>495.3 kg/m³</td>
</tr>
<tr>
<td>$C^w$</td>
<td>$-1.55 \times 10^{-7}$ kg/m.s</td>
</tr>
<tr>
<td>$C^P$</td>
<td>$-7.85 \times 10^{-16}$ kg/m.Pa.s</td>
</tr>
<tr>
<td>$C^T$</td>
<td>$+1.71 \times 10^{-9}$ kg/m.s °K</td>
</tr>
<tr>
<td>$T_x$</td>
<td>$+0.1° K/30$ m</td>
</tr>
<tr>
<td>$T_z$</td>
<td>$-1° K/15$ m</td>
</tr>
<tr>
<td>$\phi$</td>
<td>0.25</td>
</tr>
<tr>
<td>$\mu$</td>
<td>200 kg/m.s</td>
</tr>
<tr>
<td>$k_m$</td>
<td>1 md</td>
</tr>
</tbody>
</table>

**Table 1:** Data used in this work.
Figure 1: Geometry and boundary conditions.
Figure 2: Density variation vs. mole fraction (top) and temperature (bottom) obtained by the Peng-Robinson equation of state for the binary mixture $C_1/nC_4$. 
Figure 3: Sketch of the fractured porous media configurations.
Figure 4: Meshes used in the numerical simulations: Configuration 1 (top) and Configuration 3 (bottom).
Figure 5: Mole fraction contours for different fracture permeabilities ($f_s=1\text{mm}$): Configuration 1.
Figure 6: Mole fraction vs. distance at $z=H/2$ ($f_a=1\text{mm}$): Configuration 1.
Figure 7: Horizontal gradient of mole fraction vs. fracture permeability at $x=W/2, z=H/2$ for $f_a=1\text{mm}$: Configuration 1.

Figure 8: Velocity field for $f_a=1\text{mm}, k_f=10^5\text{md}$; $v_{z\text{max}}=2.648 \times 10^{-6}\text{m/s}$, $v_{\text{max}}=2.569 \times 10^{-6}\text{m/s}$: Configuration 1.
Figure 9: Maximum value of the horizontal velocity vs. fracture permeability ($f_a=1\text{mm}$): Configuration 1.
Figure 10: Mole fraction contours for different fracture permeabilities ($f_a=0.1\text{mm}$): Configuration 1.
Figure 11: Mole fraction vs. distance at $z=H/2$ ($f_a=0.1\text{mm}$): Configuration 1.
Figure 12: Mole fraction contours for various fracture apertures ($k_f=10^5$ md): Configuration 1.
Figure 13: Configuration 1: mole fraction vs. distance at $z=H/2$ for various fracture apertures ($k_f=10^5$ md).
Figure 14: Horizontal gradient of mole fraction vs. fracture aperture at $x=W/2$, $z=H/2$ for $k_f=10^5$ md. Linear graph (top) and log-log graph (bottom): Configuration 1.
Figure 15: Horizontal fracture velocity $v_x$ vs. fracture aperture ($k_f=10^5$ md): Configuration 1.
Figure 16: Maximum horizontal velocity vs. fracture aperture ($k_f=10^5$mm). Linear plot (top) and log-log plot (bottom): Configuration 1.
Figure 17: Mole Fraction contours for different configurations: $f_a=1\text{mm}$, $k_f=10^5\text{md}$. 
Figure 18: Mole fraction vs. distance at $z = H/2$ for different configurations: $f_a = 1\text{mm}, \quad k_f = 10^5\text{md}$. 
Figure 19: Velocity field for different configurations: $f_a = 1\text{mm}, k_f = 10^5\text{md}$.
Figure 20: Fracture horizontal velocity (top) and fracture vertical velocity (bottom) for $f_a = 1\text{mm}$ and $k_f = 10^5\text{md}$. 
Figure 21: Mole fraction contours (left) and velocity field (right) for configurations 5, 6, 7 and 8: $f_a = 1\text{mm}$, $k_f = 10^5\text{md}$. 
Figure 22: Fracture horizontal velocity (top) and fracture vertical velocity (bottom) for $f_a = 1$mm and $k_f = 10^5$md.
Part V - Modeling of Multicomponent Diffusions and Convection in Porous Media

KASSEM GHORAYEB AND ABBAS Firoozabadi

1 Summary

Numerical investigations of diffusion and convection in multicomponent hydrocarbon mixtures in 2D cross-sectional \((x, z)\) porous media are performed using the finite volume method with nonuniform rectangular grids. Spatial discretization is performed by a second-order centered scheme. It is shown that methane, unlike in binary hydrocarbons where it segregates towards the bottom hot of the porous media, may be at higher concentration at the cold top in ternary and mixtures and multicomponent reservoir fluids. This behavior, which is in line with oil field data, is due to various cross effects which have not been properly accounted for in the past. It is also demonstrated that convection may significantly effect the compositional variation in a hydrocarbon reservoir; depending on temperature and pressure, a weak convection may drastically change compositional variation.

2 Introduction

Field observations show several trend of compositional variation; there is mainly vertical compositional variation of the hydrocarbon components in some reservoirs [1]. Some other reservoirs show pronounced horizontal compositional variation [2]. In some reservoirs, there is very little compositional variation with depth [3]. One may even observe a decrease of heavy components such as \(C_7^+\) with depth [4]. It is believed that multicomponent diffusions and convection effect the distribution of various components in hydrocarbon reservoirs [5, 6]. In a multicomponent hydrocarbon fluid, the total mass flux of a given component consists of two parts: 1) the convective flux from the velocity of the bulk fluid, and 2) the diffusive flux as a result of the difference between component velocity and bulk velocity. The molecular diffusive flux of a given component depends not only on its composition gradient (mutual diffusion), but also on the composition gradient of all the other components in the mixture (cross-molecular diffusion). The diffusive flux also depends on pressure and thermal gradients— the so-called thermal diffusion (Soret effect) and pressure diffusion (gravitational segregation), respectively [7]. All these effects can be modeled using thermodynamics of irreversible processes.

The compositional variation of a component in multicomponent mixtures (more than two components) in a porous medium may radically differ from that in binary mixtures. The cross effects (cross-molecular diffusion and thermal diffusion) are the main processes.
for a radical variation. The primary goal of this work is to model the compositional variation of multicomponent mixtures in porous media, taking various cross-effects into account, and to show that all the trends in field data (from Refs. [1] to [4]) can be predicted.

Methane in binary mixtures of C1/C2, C1/C3 and C1/nC4, where experimental data are available, segregates to the hot side [8, 9, 10]. On the other hand, in hydrocarbon reservoirs, there is generally more methane on the cold side (top of the reservoir) [4, 5]. Those facts imply that one may not use effective thermal diffusion factors to study the segregation of methane in mixtures with more than two components in a non-isothermal medium. Cross-molecular diffusion has also been shown to be important in some ternary and higher mixtures. There is no claim in the literature for having studied the combined effect of thermal diffusion, molecular diffusion and convection in ternary and higher mixtures. Larre et al. [11] investigated the stability of a horizontal layer heated from below filled with a water-isopropanol-ethanol mixture. The authors neglected the cross-molecular diffusion coefficients and assumed that the thermal diffusion factor of a component could be expressed as the sum of the thermal diffusion factors of the binaries consisting of the given component and the two others, respectively. The model results do not, however, agree with the experimental data. A similar conclusion has been reported by Krupiczka and Rotkegel [12] who investigated mass transfer in ternary mixtures of isopropanol-water-air and isopropanol-water-helium. Considerable discrepancies between experimental data and theoretical predictions were observed when cross-diffusion terms were neglected [12].

There is a vast body of literature on molecular diffusion coefficients in binary systems [13, 14, 15, 16, 17, 18, 19, 20]. A sizable amount of binary data on hydrocarbons is also available [13, 16, 17]. However, molecular diffusion data for mixtures consisting of three or more components, especially for hydrocarbon mixtures at reservoir conditions, are scarce. Reviews of the available data in ternary mixtures with summaries of the measurement methods are presented by Cussler [21] and Tyrrell and Harris [22]. Kooijman and Taylor [23] summarized the existing models for predicting the molecular diffusion coefficients in multicomponent mixtures and presented a correlation based on the Vignes correlation [24] for binary systems. Compared with experimental data for ternary systems, Kooijman and Taylor's correlation [23] provides better results than do the other available correlations. In this work, we adopted Kooijman and Taylor's correlation to calculate the molecular diffusion coefficients.

Surprisingly, no experimental data for ternary and higher mixtures exists in the literature for thermal diffusion factors, a necessary requirement for the calculation of thermal diffusion in a multicomponent mixture. Firoozabadi et al. [25] have recently developed a theoretical model to estimate thermal diffusion factors for ternary and higher mixtures. The new model accurately predicts the thermal diffusion factors of binary mixtures. Furthermore, using the thermal diffusion factors obtained by this model, where able to successfully simulate the compositional variation in a thermogravitational porous column containing a ternary mixture as reported by El Maâtaoui [26]; that was an indirect validation, and the only source of verification, of the model in multicomponent mixtures. In this work, we use the thermal diffusion factors from the work of Firoozabadi et al. [25] (see appendix C).
Several attempts have been made in the last 20 years to model compositional variation in hydrocarbon reservoirs. The earlier studies considered the gravitational effect on compositional variation in a 1D convection-free system [27, 28, 29, 30]. The main conclusion from those studies is that gravitational effect causes the heavier components to segregate towards the bottom of the reservoir. Thermal diffusion in a 1D convection-free system has been accounted for in both binary and multicomponent mixtures in some studies [31, 5, 32]. From those studies one can mainly observe that thermal diffusion may have the same order of magnitude and may have an opposite effect than pressure diffusion. The above studies neglect the effect of convection on compositional variation (although it may be very important) and have been performed in a 1D vertical system; they do not, therefore, allow for investigating areal compositional variation. Furthermore, no appropriate model for thermal diffusion has been considered in the studies which considered thermal diffusion effect in compositional variation [5]. For multicomponent systems, Belery and da Silva [5] investigated the compositional variation in the Ekofisk field using a one dimensional model. They took into account molecular, pressure and thermal diffusion and assumed a convection-free system. Their model is based on effective molecular diffusion coefficients and effective thermal diffusion factors. The results from the work of Belery and da Silva show roughly the same qualitative trend of compositional variation of methane as in the field data; methane is more concentrated at the top of the reservoir. However, significant discrepancies between field data and predictions exist. This may be due to the fact that the authors neglected: 1) convection, and 2) certain cross-effects. The combined effect of convection and pressure diffusion has been considered by Jacqmin [6]. This study shows the mixing effect of convection; the more convection occurs in the reservoir, the more homogeneous is the composition. However, neglecting thermal diffusion may mask an inverse role that convection may play on compositional variation in hydrocarbon reservoirs in some range of permeability as it has been shown in recent studies [33, 34].

Compositional variation of methane in a C1/nC4 single-phase binary mixture has been studied by Riley and Firoozabadi [33] and Ghorayeb and Firoozabadi [34] in the same range of thermophysical and geometrical conditions as in this study. For a particular example, it has been shown that, at low permeabilities (k < 1 md), methane goes towards the hot side (the bottom of the reservoir). When the permeability increases, due to convection, there is only horizontal compositional variation. For high permeabilities (k > 10 md), convective mass transfer overrides both thermal and pressure diffusion; it is the main phenomenon effecting compositional variation within the porous medium for this specific binary mixture. The increase of permeability reduces the compositional variation. In a typical hydrocarbon binary mixture, for low permeabilities, compositional variation is mainly effected by the ratio \( \frac{D_p T_z}{D_T p_T} \) where \( D_p, D_T, p_z \) and \( T_z \) are the pressure and thermal diffusion coefficients (see Riley and Firoozabadi [33]) and the vertical pressure and thermal gradients, respectively. When this ratio is > 1, the horizontal compositional variation is more pronounced than the vertical variation. The horizontal compositional gradient reaches a maximum value for \( k \approx 1 \text{ md} \) and then decays as \( 1/k \) [33]. A small amount of convection can cause the horizontal compositional gradient to increase. A similar phenomenon has been experimentally and numerically observed in vertical columns (separation by thermogravitational effect) where there exists an optimal
value of $k$ leading to the maximal separation [26, 35]. For $(D^T/T_2)/(D^T_p z_2) < 1$, compositional variation is effected mostly by pressure diffusion; the vertical compositional variation is more pronounced than the horizontal variation.

The main goal of this paper is to provide a sound basis for the study of compositional variation in hydrocarbon reservoirs; both multicomponent diffusions and convection are taken into account. The results for a ternary system are presented in detail to show the effect of cross-molecular diffusion and thermal diffusion on the compositional variation of methane, and to explain the discrepancies occurring between field observations and results in binary systems. Furthermore, the modeling of compositional variation in a field case is presented. The paper is organized as follows; first we briefly present the mathematical formulation of the problem. Then, an overview of the numerical method is presented. Results obtained under several conditions of composition, temperature and pressure are discussed together with a comparison with previous results obtained in the binary mixture $C_1/nC_4$.

3 Mathematical Formulation

We consider a two-dimensional porous medium with width $W$ and height $H$ (Fig. 1) saturated by a single-phase mixture of $n$ components. We assume that the Oberbeck-Boussinesq approximation is valid; the density $\rho$ is assumed to be constant, except in the buoyancy term ($\rho g z$), where it varies linearly with the temperature $T$ and the mole fractions $x_i$, $i = 1, ..., n - 1$:

$$\rho = \rho_0 \left[ 1 - \beta_T (T - T_0) - \sum_{i=1}^{n-1} \beta_{x_i} (x_i - x_{i0}) \right],$$

where

$$\beta_T = -\frac{1}{\rho_0} \left. \frac{\partial \rho}{\partial T} \right|_{x_i = 1, ..., n-1},$$

and

$$\beta_{x_i} = -\frac{1}{\rho_0} \left. \frac{\partial \rho}{\partial x_i} \right|_{T=x_j, j=1, n-1, j \neq i}, \quad i = 1, ..., n - 1$$

are the thermal expansion coefficient and the compositional coefficients of component $i$, respectively; $\rho_0$ is the density at temperature $T_0$ and mole fractions $x_{i0}$. The validity of the Oberbeck-Boussinesq approximation has been demonstrated by Ghorayeb and Firoozabadi [36]. The coefficients $\beta_T$ and $\beta_{x_i}$ are calculated using the Peng-Robinson equation of state (PR EOS) [37].

The unsteady state conservation equations of mass and species are:

$$\nabla \cdot \vec{\jmath} = 0,$$

$$c \left[ \frac{\partial x_i}{\partial t} + \nabla (x_i \vec{\jmath}) \right] + \nabla \cdot \vec{J}_i = 0, \quad i = 1, ..., n - 1,$$

where $c$, $\vec{\jmath}$, and $\vec{J}_i$ are the total molar density, the bulk velocity, and the molar diffusive flux relative to molar average velocity for component $i$ ($i = 1, ..., n - 1$), respectively.
The bulk velocity, $\vec{v}$, is given by Darcy’s law:

$$\vec{v} = \frac{k}{\phi \mu} (\vec{\nabla}p + \rho g z),$$  \hspace{1cm} (4)

where $p$, $g$, $k$, $\mu$, and $\phi$ are the pressure, the acceleration due to gravity, the permeability, the viscosity, and the porosity, respectively. The unit vector $z$ points upwards. Substitution of Eq. 4 into Eq. 2 and the assumption that $(k/\phi \mu)$ is constant lead to the pressure equation:

$$\nabla^2 p = \rho_0 g \left( \beta_T \frac{\partial T}{\partial z} + \sum_{i=1}^{n-1} \beta_{xi} \frac{\partial x_i}{\partial z} \right).$$  \hspace{1cm} (5)

The above equation will be used later in the numerical solution to the problem. The reservoir is assumed to be bounded by an impervious rock that has constant temperature gradients $T_x$ and $T_z$ in horizontal and vertical directions, respectively. In the following, the temperature field is assumed to be a linear function of $x$ and $z$: $T = T_x x + T_z z + a$, where $a$ is a constant. Field data support this form of the temperature expression. If we set the temperature at $x = W/2$ and $z = H/2$ equal to $T_0$, then,

$$T = T_x (x - W/2) + T_z (z - H/2) + T_0.$$  \hspace{1cm} (6)

The diffusive fluxes are given by the expression (see Appendix A):

$$\bar{J}_i = -c \left( \sum_{j=1}^{n-1} D_{ij}^M \nabla x_j + D_i^p \nabla p + D_i^T \nabla T \right), \hspace{1cm} i = 1, ..., n - 1$$  \hspace{1cm} (7)

where $D_{ij}^M$, $D_i^p$ and $D_i^T$ are the coefficients of molecular diffusion, pressure diffusion and thermal diffusion, respectively. The diffusive flux, $\bar{J}_i$, results from the deviation in the velocity of component $i$ from the velocity of the bulk fluid. Since, for an $n$-component mixture, the diffusive flux of the $n$th component is equal to $-\sum_{i=1}^{n-1} \bar{J}_i$ and the mole fraction of the $n$th component is equal to $1 - \sum_{i=1}^{n-1} x_i$, the equation expressing conservation of mass for component $n$ will be a linear combination of Eqs. 2 and 3.

### 3.1 Boundary conditions

The boundary conditions for Eqs. 2, 3 and 4 are based on no-fluid fluxes across the outer boundaries (Fig. 1):

$$\bar{J}_i \cdot \vec{n} = 0, \hspace{1cm} i = 1, ..., n - 1, \hspace{1cm} x = 0, W \text{ and } z = 0, H,$$  \hspace{1cm} (8)

$$\vec{u} \cdot \vec{n} = 0, \hspace{1cm} x = 0, W \text{ and } z = 0, H,$$  \hspace{1cm} (9)

where $\vec{n}$ is the unit normal vector. Eqs. 8 and 9 imply that:

$$\sum_{j=1}^{n-1} D_{ij}^M \frac{\partial x_j}{\partial x} + D_i^p \frac{\partial p}{\partial x} + D_i^T \frac{\partial T}{\partial x} = 0, \hspace{1cm} i = 1, ..., n - 1,$$  \hspace{1cm} (10)

and $u_z = 0 \hspace{1cm} x = 0, W,$

$$\sum_{j=1}^{n-1} D_{ij}^M \frac{\partial x_j}{\partial z} + D_i^p \frac{\partial p}{\partial z} + D_i^T \frac{\partial T}{\partial z} = 0, \hspace{1cm} i = 1, ..., n - 1,$$  \hspace{1cm} (11)

and $v_x = 0 \hspace{1cm} z = 0, H.$
From Eq. 4, we obtain the boundary conditions that are required for the integration of Eq. 5:

\[
\frac{\partial p}{\partial x} = 0 \quad x = 0, W,
\]

\[
\frac{\partial p}{\partial z} = -\rho_0 \left[ 1 - \beta_T (T - T_0) - \sum_{i=1}^{n-1} \beta_{z,i} (x_i - x_{i0}) \right] \quad z = 0, H.
\]

With the above Neumann boundary conditions, mole fractions and pressure must be assigned at one point in the medium. In this work we set \( x_i (W/2, H/2) = x_{i0}, \quad i = 1, \ldots, n - 1 \) and \( p (W/2, H/2) = p_0 \).

4 Numerical Scheme

Eqs. 3, 4 and 5, together with the boundary conditions given by Eqs. 10 to 13, are integrated numerically using the finite volume method (see Patankar [38]) with a nonuniform rectangular grid system. The spatial discretization is performed using a second-order centered scheme. A semi-implicit first-order scheme is used for the temporal integration. We seek the steady state solution and iterate on the unsteady state until the steady state is reached. In this work, convergence to the steady state is assumed when the absolute relative error of mole fractions is less than \( 10^{-7} \) between the two successive iterations at each grid point.

5 Model Validation

In a previous work (Ref. [34]), the spatial variation of \( C_1/nC_4 \) with the measured molecular diffusion coefficient and thermal diffusion coefficient was calculated for a given condition. In this work these coefficients are estimated from the procedures outlines in Appendix B and C. The results are very similar; provided the non-idealities are properly accounted for (see Ref. [39]).

El Maâtaoui [26] measured species separation by thermogravitational effect in n-alkane mixtures (see Furry et al. [40] and Lorenz and Emery [41] for details about the thermogravitational effect). He mainly investigated the binary mixture \( nC_{24}/nC_{12} \). He also reported results for the ternary mixture \( nC_{24}/nC_{16}/nC_{12} \). We simulated, using our numerical model, some of those experiments with the same thermophysical parameters. The main difference occurring between the experiment parameters and those used in our numerical simulations is that, in the former, a cylindrical column was used (two concentric cylinders, the inner one heated and the outer one cooled), though, in the latter, a rectangular column is used (which has the same height as the cylindrical column and a width equal to the difference of the radii of the two cylinders). Since the difference of the radii is small compared with either radius, we may proceed as if the convection were taking place in a thin flat slab as we assume in this study [40].
Table 1 presents, for different values of permeability, $nC_{24}$ composition in the bottom and the top of the column (both experimental [26] and numerical results) and the separation factor $q = \left(\frac{x_{nC_{24}}/x_{nC_{12}}}_{\text{bottom}} / \frac{x_{nC_{24}}/x_{nC_{12}}}_{\text{top}}\right)$ as well; $q$ is also depicted vs. $k$ in Figure 2. The comparison between experimental data and numerical results shows good agreement. The maximal relative error is less that 20%. With regard to the optimal value of the permeability, $k_{\text{opt}}$, leading to a maximal segregation, experimental data and numerical results show $2.9 \times 10^{-11} < k_{\text{opt}} < 4.9 \times 10^{-11} \text{m}^2$ and $k_{\text{opt}} = 2.5 \times 10^{-11} \text{m}^2$, respectively. There is excellent agreement between measured and predicted value of the Soret coefficient $S_T = D_T^M / \left( D_{11}^M x_{10}(1 - x_{10}) \right)$; El Maâtaoui [26] reported $S_T = 0.90 \text{K}^{-1}$; from our model [25] we obtain $S_T = 0.85 \text{K}^{-1}$.

For the ternary system $nC_{24}/nC_{16}/nC_{12}$ which is an ideal mixture for the given composition, the experimental data reported by El Maâtaoui [26] show that no qualitative change occurs between the ternary and binary systems for the compositional variation of $nC_{24}$; $nC_{24}$ segregates towards the bottom of the column. The cross-diffusion coefficients are very small in comparison with the mutual diffusion coefficients and that $D_T^T$ has, in this example, the same order of magnitude in both binary and ternary systems. Furthermore, no significant composition variation is observed for $nC_{12}$ which is mainly due to the fact that the thermal diffusion coefficients $D_T^T$ is much smaller that $D_T^T$; molecular diffusion prohibits any significant segregation of $nC_{12}$. Table 2 shows the measured and predicted results; the maximal relative error between numerical and experimental values is less than 10%.

6 Results

6.1 Ternary systems

In this study we focus on a non-ideal ternary mixture of $C_1/C_2/nC_4$. Two set of calculations were performed; the compositions at the center of the reservoir were fixed at (1) $x_{10} = 0.25$, $x_{20} = 0.25$, $x_{30} = 0.50$, and (2) $x_{10} = 0.35$, $x_{20} = 0.35$, $x_{30} = 0.30$. Several conditions of temperature and pressure were considered. The mixture in all investigations is in single phase. Table 3 presents the data used for this ternary mixture. To study the effect of grid size, numerical runs were performed with different mesh grids; we found that using finer grids than those mentioned in Table 3 did not significantly improve the accuracy of the results.

Figs. 3 and 4 show the $p-T$ plots for those mixtures, as well as the temperatures and pressures at which the calculations were performed. For every mixture, at each composition, three combinations $(T, p)$ were selected. Tables 4 and 5 present, in detail, the data used in this work. The molecular diffusion coefficients are obtained using Kooijman and Taylor’s correlation (see Appendix B). Appendix B also shows how the pressure diffusion coefficients are obtained using the molecular diffusion coefficients and the thermodynamic properties of the mixture. The thermal diffusion factors are from Firoozabadi et al. [25]. The cross-molecular diffusion coefficients $D_{12}^M$ and $D_{21}^M$ may be $< 0$ or $> 0$. As temperature increases, $D_{12}^M$ and $D_{21}^M$ become significant in comparison to $D_{11}^M$ and $D_{22}^M$. Thermal diffusion coefficients and pressure diffusion coefficients show a similar trend. Figs. 5
to 10 show composition contour plots for $C_1$ and $C_2$ for permeabilities in the range of 0 (convection-free) to 100 md. Let us first discuss, according to those figures, compositional variation for the convection-free cases, and then proceed with the effect of convection as permeability increases.

First, from Figs. 5 to 10 it can be seen that, in almost all the cases we studied, component 2 ($C_2$) is more concentrated at the top of the reservoir. Therefore, the sign of the thermal diffusion factor in a non-ideal mixture with more than two components does not imply the segregation to the hot or cold side. Let us now discuss the compositional variation of methane (component 1). At high temperatures (the point denoted by "3" in Figs. 3 and 4), there is more methane at the top of the reservoir. This can be seen in Figs. 9 and 10. The behavior is reversed at low temperatures for the same range of pressure (the point denoted by "1" in Figs. 3 and 4); there is more methane at the bottom of the reservoir. Figs. 5 to 6 clearly show this behavior, which is similar to the compositional variation of methane observed in the binary mixture of $C_1/nC_4$ [33, 34]. In most cases we studied, there is no significant vertical compositional variation of $C_1$ for intermediate values of temperature at higher pressures. This can be seen in Figs. 7 and 8.

The methane mole fraction contour lines have a slope $>0$ for low temperatures. The slope increases when one increases temperature. For some combinations of $(T, p)$ (in the neighborhood of the point "2"), the mole fraction contour lines becomes almost vertical; there is no vertical compositional variation of methane in the reservoir. When one keeps increasing temperature, the slope of the mole fraction contour lines becomes $<0$; methane in this case is more concentrated at the top of the reservoir.

Points "1", "2" and "3" differ also in terms of the effect of permeability on compositional variation. The same trend as reported by Riley and Firoozabadi [33] is observed for $C_1/nC_4$ when the permeability increases at point "1". The horizontal gradient of mole fraction of methane is almost constant; it reaches a maximum value for $k = 1$ md then decays with the increase of permeability so that, at $k = 100$ md, no significant compositional variation is observed. For point "3", the composition in the reservoir changes drastically when the permeability increases from $k = 0$ to $k = 1$ md. Fig. 11 shows the mole fraction contour lines of methane and ethane in this range of permeability. At $k = 0$ (that is, convection-free), methane is more concentrated in the top left corner of the reservoir. The slope of the mole fraction contour lines is $<0$. At some permeability between 0.05 and 0.1 md, those contour lines become horizontal and then, their slope becomes $>0$. When one increases $k$, there is always more methane at the top of the reservoir. For permeabilities $> 1$ md and up to 100 md (the end of our computational domain), there is almost no effect of permeability on compositional variation. At point "2", for $k > 10$ md, the whole reservoir has a homogeneous composition. The ternary mixture encompasses the features of compositional variation in Refs. [1, 2, 3, 4].

6.2 Field example

Recently, Lee et al. [3] presented data from a gas condensate reservoir with some unexpected behavior. We adopted this field example. The temperature data are not provided by the authors. Therefore, we assign them arbitrarily. Tables 6 and 7 present the data used in this field example and the composition at the center of the reservoir.
Figs. 12, 13 and 14 show the mole fraction contour lines of all the components in the mixture for three values of permeability: \( k = 0 \), \( k = 1 \) and \( k = 10 \) md. At convection-free conditions \( (k = 0 \text{ md}) \), one can see from Fig. 12 that \( C_1, C_2, CO_2, N_2 \) segregate toward the top of the reservoir; the inverse trend is shown by the other components. One can also observe that the maximum segregation occurs for \( C_1, C_7 - C_{19}, \) and \( C_{20+} \). However, no significant compositional variation is observed for the hydrocarbon components in between: \( C_2 \) and \( C_3 - C_4 \). Figure 12 also reveals that there is no significant compositional variation for \( CO_2 \).

When the permeability changes from \( k = 0 \) to \( k = 1 \) md, one observes by comparing Figs. 12 and 13 that there is less compositional variation for all the components at \( k = 1 \) than \( k = 0 \) md. Furthermore, methane, which was more concentrated in the right top corner of the reservoir for \( k = 0 \) md is more concentrated in the left top corner for \( k = 1 \) md. The compositional variation changes between \( k = 0 \) and \( k = 1 \) md are similar to that for the ternary mixture \( C_1/C_2/nC_4 \) depicted in Fig. 11.

As the permeability increases, the compositional segregation becomes less pronounced. For \( k = 10 \) md (average value for the field), for example, no significant compositional variation occurs for most of the components. The maximum compositional variation occurs for \( C_1 \) and \( C_{20+} \); even though, compositional variation for these components at \( k = 10 \) md is insignificant comparing with that occurring at \( k = 0 \) md. The results are in agreement with the field data.

### 7 Remark and Conclusions

The use of general expressions for molecular, pressure, and thermal diffusion in multi-component non-ideal hydrocarbon mixtures combined with natural convection allow the calculation of species distribution in hydrocarbon reservoirs. Since steady state convection is governed by horizontal temperature gradient, the measurement of horizontal temperature variation is a key factor. Without horizontal temperature variation, there is no convection at steady state. Specific conclusions from this study are drawn in the following.

Compositional variation in a single-phase ternary system of \( C_1/C_2/nC_4 \) under a wide range of pressure, temperature and composition and for a reservoir fluid have been numerically studied. For the ternary mixture at low permeabilities \( (k < 1 \text{ md}) \), the calculations show that, in the same range of pressure, methane is more concentrated at the bottom of the reservoir for low temperatures. However, when the temperature increases, this trend is reversed; more methane segregates towards the top of the reservoir. For intermediate temperatures, no significant vertical compositional gradient is observed. When the permeability increases (up to \( k = 100 \) md), one may either have a reservoir with a homogeneous composition or very little convection effect on compositional variation. For some cases, at low permeabilities, the permeability increase results in a reversal of the compositional gradient of methane. The field example reconfirms the effect of convection on spatial variation of various species.
Nomenclature

c \quad \text{total molar density}
\bar{D}_M \quad \text{molecular diffusion coefficient}
\bar{D}_{ij} \quad \text{Maxwell-Stefan diffusion coefficient}
\bar{D}_M^\infty \quad \text{infinite dilution diffusion coefficient}
\bar{D}_p \quad \text{pressure diffusion coefficient}
\bar{D}_T^i \quad \text{thermal diffusion coefficient}
\bar{f}_i \quad \text{fugacity of component } i
\bar{g} \quad \text{acceleration of gravity}
H \quad \text{reservoir height}
J_i \quad \text{diffusive mass flux of component } i
k \quad \text{permeability}
k_{RT} \quad \text{thermal diffusion ratio of component } i
M \quad \text{total molecular weight}
M_i \quad \text{molecular weight of component } i
n \quad \text{number of components}
\bar{n} \quad \text{normal vector}
p \quad \text{pressure}
p_0 \quad \text{pressure at the reservoir center}
T \quad \text{temperature}
T_0 \quad \text{temperature at the reservoir center}
T_h \quad \text{horizontal thermal gradient}
T_v \quad \text{vertical thermal gradient}
t \quad \text{time}
x_i \quad \text{mole fraction of component } i
x_{i0} \quad \text{mole fraction of component } i \text{ at the reservoir center}
z \quad \text{upward vertical unit vector}

Greek symbols
\alpha_{RT} \quad \text{thermal diffusion factor of component } i
\beta_{x_i} \quad \text{compositional coefficient of component } i
\beta_T \quad \text{thermal expansion coefficient}
\phi \quad \text{porosity}
\mu \quad \text{viscosity}
\rho \quad \text{density}
\rho_0 \quad \text{density at } x_{i0} \text{ and } T_0
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Appendix A–Diffusion mass flux

Ghorayeb and Firoozabadi [7] have used: 1) the entropy production expression [42]; 2) phenomenological laws of the thermodynamics of the irreversible processes; 3) Onsager’s reciprocal relations [43, 44]; and 4) equilibrium thermodynamics at a local level to derive the diffusive flux vector \( \mathbf{J} = (\vec{\mathbf{j}}_1, ..., \vec{\mathbf{j}}_{n-1}) \) in a non-ideal fluid mixture of \( n \) components. The flux reads

\[
\mathbf{J} = -c \left( \mathbf{D}^M \nabla x + \mathbf{D}^T \nabla T + \mathbf{D}^p \nabla p \right).
\] (A-1)
The molecular diffusion coefficients, thermal diffusion coefficients and pressure diffusion coefficients $D_{ij}^M$, $D_i^T$ and $D_i^P$, $i, j = 1, \ldots, n-1$, are expressed by

$$D_{ij}^M = a_{in}D_{in} \frac{M_i x_i}{L_{ii}} \sum_{k=1}^{n-1} L_{ik} \sum_{l=1}^{n-1} \frac{M_l x_l + M_n x_n \delta_{lk}}{M_l} \left. \frac{\partial \ln f_i}{\partial x_j} \right|_{x_j, T, P},$$

$$D_i^T = a_{in}D_{in} \frac{k_{Ti}}{T}, \quad i = 1, \ldots, n-1,$$

$$D_i^P = a_{in}D_{in} \frac{M_i x_i}{RTL_{ii}} \sum_{k=1}^{n-1} L_{ik} \left[ \sum_{j=1}^{n-1} x_j \tilde{V}_j + \frac{M_N x_N \tilde{V}_k - M}{\rho} \right],$$

respectively, where $M_i$, $f_i$ and $\tilde{V}_i$ are the molecular weight, the fugacity, and the partial molar volume of component $i$, respectively. In the above equations, $L_{ij}$, $i, j = 1, 2$ are the phenomenological coefficients ($L_{ij} = L_{ji}$) [42]. $\tilde{V}_i$ and $f_i$ can be obtained using an equation of state [39]. The coefficients $a_{in}$, $D_{in}$ and $k_{Ti}$ (thermal diffusion ratio of component $i$) are given by

$$a_{in} = \frac{M_i M_n}{M^2}, \quad i = 1, \ldots, n-1,$$

$$D_{in} = \frac{M^3 RL_{ii}}{\rho M_i^2 M_n^2 x_i x_n} \quad i = 1, \ldots, n-1,$$

$$k_{Ti} = \frac{M_i x_i M_n x_n L_{ii}}{M_i x_i M_n x_n L_{ii}^2}$$

$$= \alpha_{Ti} x_i x_n, \quad i = 1, \ldots, n-1;$$

$\alpha_{Ti}$ is the thermal diffusion factor of component $i$. Let

$$c_1 = \frac{M_1 x_1 + M_3 x_3}{M_1} \left. \frac{\partial \ln f_1}{\partial x_2} \right|_{P, T, x_1} + x_2 \left. \frac{\partial \ln f_2}{\partial x_2} \right|_{P, T, x_1},$$

$$c_2 = x_1 \left. \frac{\partial \ln f_1}{\partial x_2} \right|_{P, T, x_1} + \frac{M_2 x_2 + M_3 x_3}{M_2} \left. \frac{\partial \ln f_2}{\partial x_2} \right|_{P, T, x_1},$$

$$c_3 = \frac{M_1 x_1 + M_3 x_3}{M_1} \left. \frac{\partial \ln f_1}{\partial x_1} \right|_{P, T, x_2} + x_2 \left. \frac{\partial \ln f_2}{\partial x_1} \right|_{P, T, x_2},$$

$$c_4 = x_1 \left. \frac{\partial \ln f_1}{\partial x_1} \right|_{P, T, x_2} + \frac{M_2 x_2 + M_3 x_3}{M_2} \left. \frac{\partial \ln f_2}{\partial x_1} \right|_{P, T, x_2}.$$

For a ternary mixture, Eqs. A-2-A-4 then read

$$D_{11}^M = a_{13}D_{13}M_1 x_1 \left( c_3 + c_4 \frac{L_{12}}{L_{11}} \right),$$

$$D_{12}^M = a_{13}D_{13}M_1 x_1 \left( c_1 + c_2 \frac{L_{12}}{L_{11}} \right),$$

255
\[ D_{21}^M = a_{23} D_{23} M_2 x_2 \left( c_4 + c_3 \frac{L_{21}}{L_{22}} \right), \quad (A-10) \]
\[ D_{22}^M = a_{23} D_{23} M_2 x_2 \left( c_2 + c_1 \frac{L_{21}}{L_{22}} \right), \quad (A-11) \]
\[ D_1^p = a_{13} D_{13} M_1 x_1 \frac{M_1 x_1 + M_3 x_3 \bar{V}_1 + x_2 \bar{V}_2 - \frac{M}{\rho}}{M_1} + \left( \frac{M_2 x_2 + M_3 x_3 \bar{V}_2 + x_1 \bar{V}_1 - \frac{M}{\rho}}{M_2} \right) \frac{L_{12}}{L_{11}}, \quad (A-12) \]
\[ D_2^p = a_{23} D_{23} M_2 x_2 \frac{M_2 x_2 + M_3 x_3 \bar{V}_2 + x_1 \bar{V}_1 - \frac{M}{\rho}}{M_2} + \left( \frac{M_1 x_1 + M_3 x_3 \bar{V}_1 + x_2 \bar{V}_2 - \frac{M}{\rho}}{M_1} \right) \frac{L_{21}}{L_{22}}. \quad (A-13) \]
\[ D_1^T = a_{13} D_{13} M_1 k_{T1}, \quad (A-14) \]
\[ D_2^T = a_{23} D_{23} M_2 k_{T2}, \quad (A-15) \]

From Eqs. A-8-A-11 the phenomenological coefficients read (provided that \( c_2 c_3 - c_1 c_4 \neq 0 \))

\[ L_{11} = \frac{c M_3 x_3}{R \left( c_2 c_3 - c_1 c_4 \right)} \left( c_2 D_{11}^M - c_4 D_{12}^M \right), \quad (A-16) \]
\[ L_{12} = \frac{-c M_3 x_3}{R \left( c_2 c_3 - c_1 c_4 \right)} \left( c_1 D_{11}^M - c_3 D_{12}^M \right), \quad (A-17) \]
\[ L_{21} = \frac{c M_3 x_3}{R \left( c_2 c_3 - c_1 c_4 \right)} \left( c_2 D_{21}^M - c_4 D_{22}^M \right), \quad (A-18) \]
\[ L_{22} = \frac{-c M_3 x_3}{R \left( c_2 c_3 - c_1 c_4 \right)} \left( c_1 D_{21}^M - c_3 D_{22}^M \right). \quad (A-19) \]

Suppose the molecular diffusion coefficients are known say by experimental measurements or from a correlation (see Appendix B for the correlation we used in this work); the phenomenological coefficients can be obtained using Eqs. A-16-A-19. Note that \( c_2 c_3 - c_1 c_4 \) (appearing in Eqs. A-16 to A-19) vanishes at the critical point because of the criticality condition [39]. Once the phenomenological coefficients are calculated, the pressure diffusion coefficients are readily obtained from Eqs. A-12 and A-13.

**Appendix B—Molecular diffusion coefficients**

There are a number of attempts in the literature to predict multicomponent molecular diffusion coefficients for liquid systems (Krishna [45], Wesselingh and Krishna [46]). Kooijman and Taylor [23] summarized the existing equations and proposed a correlation for the Maxwell-Stefan diffusion coefficients \( \hat{D}_{ij} \) for multicomponent mixtures based on a generalization of the Vignes [24] equation for binary systems. For a mixture of \( n \) components,
this correlation reads [23]
\[ \hat{D}_{ij} = (\hat{D}_{ij}^0)^{x_{ij}} (\hat{D}_{ji}^0)^{x_{ji}} \prod_{k=1 \atop k \neq i, j}^{n} (\hat{D}_{ik}^0 \hat{D}_{jk}^0)^{x_{ik}/2}. \] (B-1)

where \( \hat{D}_{ij}^0 \) are the coefficients at infinite dilution. The Maxwell-Stefan and the Fickian expressions for the molar diffusive fluxes for non-ideal mixtures are
\[ J = -c B^{-1} \Gamma \vec{\nabla} x \] (B-2)
and
\[ J = -c D^M \vec{\nabla} x, \] (B-3)
respectively [23]. In the above equations \( D^M \) denotes the Fickian diffusion coefficients matrix, \( B \) is a square matrix (order \( n - 1 \)) with elements given by
\[ B_{ii} = \frac{x_i}{\hat{D}_{in}} + \sum_{k=1 \atop i \neq k}^{n} \frac{x_k}{\hat{D}_{ik}}, \] (B-4)

\[ B_{ij} = -x_i \left( \frac{1}{\hat{D}_{ij}} - \frac{1}{\hat{D}_{in}} \right), \] (B-5)
and, \( \Gamma \) is the matrix with elements given by
\[ \Gamma_{ij} = x_i \frac{\partial \ln f_i}{\partial x_j} \bigg|_{x_j,T,P}, \] (B-6)

where \( x_j \) denotes \( x_j \equiv (x_1, ..., x_{j-1}, x_{j+1}, ..., x_{n-1}) \). Thus, the Maxwell-Stefan diffusion coefficients are related to the Fickian diffusion coefficients by the following relationship
\[ D^M = B^{-1} \Gamma. \] (B-7)

Several attempts have been made to estimate the infinite dilution diffusion coefficients (Wilke and Chang [47], Tyn and Calus [19], Bandrowski and Kubaczka [48], and Hayduk and Minhas [18]). Review and evaluation of those correlations have been made by Siddiki and Lucas [20], and Reid et al. [49]. After comparing the results obtained by those correlations, Siddiki and Lucas [20] recommended using the correlation proposed by Hayduk and Minhas [18] for liquid mixtures of normal paraffins
\[ \hat{D}_{ij}^0 = 13.3 \left( 10^{-8} \right) T_{1.47}^{1.47} \eta_i^{(10.2/V_i^{0.791}-0.791)} V_i^{-0.71}, \] (B-8)

where \( \eta_i \) and \( V_i \) are the viscosity and the molar volume at the normal boiling point of component \( i \), respectively.

Eqs. B-1 and B-8 allow us to predict the Maxwell-Stefan diffusion coefficients. Following this calculation, the Fickian diffusion coefficients can be obtained using Eq. B-7. The fugacities \( f_i \) are calculated using the PR EOS [37]. We used the viscosity and the normal boiling point data reported in Refs. [50, 52, 53, 54] and [55], respectively. We have also performed an independent evaluation of the above correlation for some new binary diffusion coefficients such as the \( C_1/nC_{10} \) mixture at high pressures and temperatures [17], which yielded satisfactory results.
Appendix C–Thermal diffusion coefficients

Thermal diffusion coefficients in multicomponent mixtures has been studied by Firoozabadi et al. [25]. Here, we summarize the model reported by the authors for the sake of completeness. The diffusion flux $\bar{J}_i$ of the $ith$ component in a mixture of $n$ components can be written in the two following forms

$$\bar{J}_i = -L'_{iq} \frac{\bar{V}T}{T^2} - \frac{1}{T} \sum_{k=1}^{n-1} L_{ik} \bar{V}_T \left( \frac{\mu_k}{M_k} - \frac{\mu_n}{M_n} \right), \quad i = 1, \ldots, n-1, \quad (C-1)$$

$$\bar{J}_i = -\frac{1}{T} \sum_{k=1}^{n-1} L_{ik} \left[ \left( \frac{Q^*_k}{M_k} - \frac{Q^*_n}{M_n} \right) \frac{\bar{V}T}{T} + \bar{V}_T \left( \frac{\mu_k}{M_k} - \frac{\mu_n}{M_n} \right) \right], \quad i = 1, \ldots, n-1, \quad (C-2)$$

where $Q^*_k$ is the net heat of transport, and $L'_{iq}$ and $L_{ik}$ are the phenomenological coefficients. Eqs. C-1 and C-2 imply

$$L'_{iq} = \sum_{k=1}^{n-1} L_{ik} \left( \frac{Q^*_k}{M_k} - \frac{Q^*_n}{M_n} \right), \quad i = 1, \ldots, n-1. \quad (C-3)$$

Let

$$L_{ij} = L_{ij} \quad i, j = 1, \ldots, n-1,$$

$$L_{iq} = \left[ L_{iq} \right] \quad i = 1, \ldots, n-1,$$

$$Q = \left[ \frac{Q^*_k}{M_k} - \frac{Q^*_n}{M_n} \right] \quad i = 1, \ldots, n-1.$$

Eq. C-3 can be then written in a compact form as

$$L_q = L.Q. \quad (C-4)$$

Let

$$D = \left[ D_{ij} \right] = a_{in} D_{in} \delta_{ij} \quad i, j = 1, \ldots, n-1,$$

$$M = \left[ M_{ij} \right] = \frac{M_i x_i \delta_{ij}}{L_{ii}} \quad i, j = 1, \ldots, n-1,$$

$$W = \left[ W_{ij} \right] = \frac{M_j x_j + M_n x_n \delta_{ij}}{M_j} \quad i, j = 1, \ldots, n-1,$$

$$K_T = \left[ K_{T_i} \right] = k_{T_i} = x_i x_n \alpha_{T_i} \quad i = 1, \ldots, n-1;$$

Using Eqs. A-1–A-4 $D^M$ and $L_q$ read

$$D^M = D.M.L.W.F, \quad (C-5)$$
respectively. Eq. C-6 can be written as

\[ k_{Ti} = \frac{M_i x_i M_n x_n}{MRT L_{ii}} \sum_{j=1}^{n-1} L_{ij} \left( \frac{Q_i^*}{M_j} - \frac{Q_n^*}{M_n} \right) \quad i = 1, \ldots, n - 1 \]  

The net heat of transport for the \( i \)th component in an \( n \) component mixture has been determined by generalizing, for \( n \) components, the expression used by Shukla and Firoozabadi [56]

\[ Q_i^* = -\frac{\Delta U_i}{\tau_i} + \left[ \frac{\sum x_j \Delta U_j}{\tau_j} \right] \frac{V_i}{\sum x_j V_j} \quad i = 1, \ldots, n \]  

where \( \Delta U_i \) is the partial molar internal energy departure of component \( i \), \( \tau_i = \Delta U_i^{\text{vap}} / \Delta U_i^{\text{vis}} \); \( \Delta U_i^{\text{vap}} \) and \( \Delta U_i^{\text{vis}} \) are the energy of vaporization and the energy of viscous flow, respectively [57].

From Eq. C-5, one obtains the expression relating the phenomenological coefficients matrix \( L \) to the molecular diffusion coefficients matrix \( D^M \) [7]

\[ L = (D^M)^{-1} D^M (W^F)^{-1} \]  

which can be written as [7]

\[ \sum_{i=1}^{n-1} \sum_{k=1}^{n-1} \left( \frac{M_k x_k + M_n x_n \delta_{ik}}{M_k} \right) \frac{\partial \ln f_k}{\partial x_j} \left. \right|_{x_j, x_{j'}, T, P} L_{ii} = \frac{\rho M_n x_n D^M_{ij}}{R} \quad i, j = 1, \ldots, n - 1. \]  

Thus, having \( D^M \) and \( Q \), the calculation of \( D^T \) becomes straightforward from Eq. A-3.
Table 1: Predicted and experimental composition in a thermogravitational column for a binary mixture of $nC_{14}/nC_{12}$. Initial composition: 8.15% $nC_{24}$; 91.85% $nC_{12}$. $T_0 = 321.5$ K, $\Delta T = 25$. Column height = 40 cm.

<table>
<thead>
<tr>
<th>$k (m^2)$</th>
<th>Data of El Maâtaoui [26]</th>
<th>Model Results</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>$(nC_{24})_{bottom}$</td>
<td>$(nC_{24})_{top}$</td>
</tr>
<tr>
<td>2.90 x 10^{-11}</td>
<td>0.200</td>
<td>0.095</td>
</tr>
<tr>
<td>4.90 x 10^{-11}</td>
<td>0.230</td>
<td>0.109</td>
</tr>
<tr>
<td>6.10 x 10^{-11}</td>
<td>0.205</td>
<td>0.116</td>
</tr>
<tr>
<td>1.18 x 10^{-10}</td>
<td>0.188</td>
<td>0.133</td>
</tr>
<tr>
<td>1.79 x 10^{-10}</td>
<td>0.169</td>
<td>0.140</td>
</tr>
<tr>
<td>2.69 x 10^{-10}</td>
<td>0.151</td>
<td>0.136</td>
</tr>
<tr>
<td>4.75 x 10^{-10}</td>
<td>0.165</td>
<td>0.148</td>
</tr>
</tbody>
</table>

Table 2: Predicted and experimental composition in a thermogravitational column for a ternary mixture of $nC_{24}/nC_{16}/nC_{12}$; initial composition 12.67% $nC_{24}$; 37.41% $nC_{16}$; 49.92% $nC_{12}$. $T_0 = 321.5$ K, $\Delta T = 25$. Column height = 120 cm. $k = 6.1 \times 10^{-11}$ m².

<table>
<thead>
<tr>
<th></th>
<th>$(nC_{24})_{bottom}$</th>
<th>$(nC_{24})_{top}$</th>
<th>$(nC_{16})_{bottom}$</th>
<th>$(nC_{16})_{top}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Measured data (Ref. [26])</td>
<td>0.240</td>
<td>0.140</td>
<td>0.415</td>
<td>0.380</td>
</tr>
<tr>
<td>Model results</td>
<td>0.265</td>
<td>0.135</td>
<td>0.408</td>
<td>0.389</td>
</tr>
</tbody>
</table>
Table 3: Relevant reservoir and fluid property data for the ternary mixture.

<table>
<thead>
<tr>
<th>Property</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Reservoir Width</td>
<td>1500 m</td>
</tr>
<tr>
<td>Reservoir Height</td>
<td>150 m</td>
</tr>
<tr>
<td>Porosity</td>
<td>0.25</td>
</tr>
<tr>
<td>Viscosity</td>
<td>0.2 cp</td>
</tr>
<tr>
<td>Permeability</td>
<td>0-100 md</td>
</tr>
<tr>
<td>Vertical thermal gradient</td>
<td>3.5 K / 100 m</td>
</tr>
<tr>
<td>Horizontal thermal gradient</td>
<td>1.8K / 1000 m</td>
</tr>
<tr>
<td>Mesh</td>
<td>301 x 41</td>
</tr>
</tbody>
</table>

Table 4: Physical and transport properties for the C1/C2/nC4 mixture: x_{10} = 0.25, x_{20} = 0.25 and x_{30} = 0.50.

<table>
<thead>
<tr>
<th>Physical and transport properties</th>
<th>P_0 = 7.0 \times 10^6 Pa</th>
<th>T_0 = 315 K</th>
<th>P_0 = 7.8 \times 10^6 Pa</th>
<th>T_0 = 345 K</th>
<th>P_0 = 7.4 \times 10^6 Pa</th>
<th>T_0 = 365 K</th>
</tr>
</thead>
<tbody>
<tr>
<td>\rho_0 Kg/m^3</td>
<td>450.35</td>
<td>374.41</td>
<td>175.36</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>\beta_T K^{-1}</td>
<td>-0.52 \times 10^{-2}</td>
<td>-0.86 \times 10^{-2}</td>
<td>-1.43 \times 10^{-2}</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>\beta_{x1}</td>
<td>-1.25</td>
<td>-2.17</td>
<td>-3.98</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>\beta_{x2}</td>
<td>-0.72</td>
<td>-1.25</td>
<td>-2.44</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>D_{11} \times 10^9 m^2/s</td>
<td>+3.14</td>
<td>+3.52</td>
<td>+3.96</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>D_{12} \times 10^9 m^2/s</td>
<td>-0.77</td>
<td>-1.68</td>
<td>-3.24</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>D_{21} \times 10^9 m^2/s</td>
<td>-0.32</td>
<td>-0.83</td>
<td>-1.87</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>D_{22} \times 10^9 m^2/s</td>
<td>+4.68</td>
<td>+6.43</td>
<td>+8.76</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>D_{11} \times 10^{16} m^2.Pa</td>
<td>+0.32</td>
<td>+0.87</td>
<td>+4.54</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>D_{12} \times 10^{16} m^2.Pa</td>
<td>+0.14</td>
<td>+0.47</td>
<td>+2.86</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>D_{21} \times 10^{12} m^2/s K</td>
<td>-5.13</td>
<td>-8.94</td>
<td>-11.8</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>D_{22} \times 10^{12} m^2/s K</td>
<td>-1.35</td>
<td>-2.71</td>
<td>-4.36</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Table 5: Physical and transport properties for the C1/C2/nC4 mixture: x_{10} = 0.35, x_{20} = 0.35 and x_{30} = 0.30.

<table>
<thead>
<tr>
<th>Physical and transport properties</th>
<th>P_0 = 8.5 \times 10^6 Pa</th>
<th>T_0 = 290 K</th>
<th>P_0 = 9.3 \times 10^6 Pa</th>
<th>T_0 = 315 K</th>
<th>P_0 = 8.8 \times 10^6 Pa</th>
<th>T_0 = 365 K</th>
</tr>
</thead>
<tbody>
<tr>
<td>\rho_0 Kg/m^3</td>
<td>423.20</td>
<td>358.66</td>
<td>178.58</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>\beta_T K^{-1}</td>
<td>-0.51 \times 10^{-2}</td>
<td>-0.86 \times 10^{-2}</td>
<td>-1.26 \times 10^{-2}</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>\beta_{x1}</td>
<td>-1.71</td>
<td>-2.48</td>
<td>-3.98</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>\beta_{x2}</td>
<td>-0.97</td>
<td>-1.44</td>
<td>-2.44</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>D_{11} \times 10^9 m^2/s</td>
<td>+2.51</td>
<td>+2.26</td>
<td>+3.11</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>D_{12} \times 10^9 m^2/s</td>
<td>-1.14</td>
<td>-2.03</td>
<td>-3.89</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>D_{21} \times 10^9 m^2/s</td>
<td>+0.06</td>
<td>-0.74</td>
<td>-0.56</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>D_{22} \times 10^9 m^2/s</td>
<td>+4.87</td>
<td>+6.10</td>
<td>+9.67</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>D_{11} \times 10^{16} m^2.Pa</td>
<td>+0.43</td>
<td>+0.98</td>
<td>+4.87</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>D_{12} \times 10^{16} m^2.Pa</td>
<td>+0.12</td>
<td>+0.43</td>
<td>+2.75</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>D_{21} \times 10^{12} m^2/s K</td>
<td>-6.94</td>
<td>-10.0</td>
<td>-13.2</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>D_{22} \times 10^{12} m^2/s K</td>
<td>+0.32</td>
<td>+0.11</td>
<td>-0.76</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
Table 6: Relevant reservoir and fluid property data for the field example.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Reservoir Width</td>
<td>10 km</td>
</tr>
<tr>
<td>Reservoir Height</td>
<td>1.5 km</td>
</tr>
<tr>
<td>Porosity</td>
<td>0.20</td>
</tr>
<tr>
<td>Viscosity</td>
<td>0.05 cp</td>
</tr>
<tr>
<td>Permeability</td>
<td>10 md</td>
</tr>
<tr>
<td>Vertical thermal gradient</td>
<td>2.0 K/ 100 m</td>
</tr>
<tr>
<td>Horizontal thermal gradient</td>
<td>1.5 K / 1000 m</td>
</tr>
<tr>
<td>Mesh</td>
<td>501 × 81</td>
</tr>
</tbody>
</table>

Table 7: Composition at the center of the reservoir for the field example.

<table>
<thead>
<tr>
<th>Component</th>
<th>mole %</th>
<th>Component</th>
<th>mole %</th>
</tr>
</thead>
<tbody>
<tr>
<td>CO₂</td>
<td>4.230</td>
<td>C₃ – C₄</td>
<td>9.120</td>
</tr>
<tr>
<td>N₂</td>
<td>5.000</td>
<td>C₅ – C₆</td>
<td>3.630</td>
</tr>
<tr>
<td>C₁</td>
<td>53.40</td>
<td>C₇ – C₁₉</td>
<td>6.345</td>
</tr>
<tr>
<td>C₂</td>
<td>10.95</td>
<td>C₂₀⁺</td>
<td>7.325</td>
</tr>
</tbody>
</table>
Figure 1: Geometry and boundary conditions.
Figure 2: Predicted and measured separation factor $q = \frac{(x_{nC_{24}}/x_{nC_{12}})_{\text{bottom}}}{(x_{nC_{24}}/x_{nC_{12}})_{\text{top}}}$. Initial composition: 8.15% $nC_{24}$; 91.85% $nC_{12}$. $T_0 = 321.5$ K, $\Delta T = 25$. Column height = 40 cm.

Figure 3: $p - T$ diagram for the ternary mixture $C_1/C_2/nC_4$: $x_{10} = 0.25$, $x_{20} = 0.25$ and $x_{30} = 0.50$. ● denotes the critical point.
Figure 4: $p - T$ diagram for the ternary mixture $C_1/C_2/nC_4$: $x_{10} = 0.35$, $x_{20} = 0.35$ and $x_{30} = 0.30$. • denotes the critical point.
Figure 5: Composition contour plots for the \( C_1/C_2/nC_4 \) mixture: \( P = 7.0 \times 10^6 \) Pa, \( T = 315 \) K. \( x_{10} = 0.25, x_{20} = 0.25, x_{30} = 0.50 \).
Figure 6: Composition contour plots for the $C_1/C_2/nC_4$ mixture: $P = 8.5 \times 10^6$ Pa, $T = 290$ K. $x_{10} = 0.35$, $x_{20} = 0.35$, $x_{30} = 0.30$. 
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Figure 7: Composition contour plots for the $C_1/C_2/nC_4$ mixture: $P = 7.8 \times 10^6 \text{ Pa}$, $T = 345 \text{ K}$. $x_{10} = 0.25$, $x_{20} = 0.25$, $x_{30} = 0.50$. 
Figure 8: Composition contour plots for the $C_1/C_2/nC_4$ mixture: $P = 9.4 \times 10^6$ Pa, $T = 320$ K. $x_{10} = 0.35$, $x_{20} = 0.35$, $x_{30} = 0.30$. 
Figure 9: Composition contour plots for the $C_1/C_2/nC_4$ mixture: $P = 7.4 \times 10^6$ Pa, $T = 395$ K. $x_{10} = 0.25$, $x_{20} = 0.25$, $x_{30} = 0.50$. 
Figure 10: Composition contour plots for the $C_1/C_2/nC_4$ mixture: $P = 8.8 \times 10^6$ Pa, $T = 365$ K. $x_{10} = 0.35$, $x_{20} = 0.35$, $x_{30} = 0.30$. 
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Figure 11: Composition contour plots for the $C_1/C_2/nC_4$ mixture: $P = 7.4 \times 10^6$ Pa, $T = 395$ K. $x_{10} = 0.25$, $x_{20} = 0.25$, $x_{30} = 0.50$. 
Figure 12: Composition contour plots for the field example: $k = 0$ md (convection-free)
Figure 13: Composition contour plots for the field example: $k = 1$ md
Figure 14: Composition contour plots for the field example: $k = 10$ md