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Abstract

Computational materials simulations have traditionally focused on individual
phenomena: grain growth. crack propagation. plastic flow, etc. However, real materials
behavior results from a complex interplay between phenomena. In this project, we
explored methods for coupling mesoscale simulations of microstructural evolution and
micromechanical response. In one case, massively parallel (MP) simulations for grain
evolution and microcracking in alumina strorglink materials were dynamically coupled.
In the other. codes for domain coarsening and plastic deformation in CuSil braze alloys
were iteratively linked. This program provided the first comparison of two promising
ways to integrate mesoscale computer codes. Coupled microstmctural/micromechanical
codes were appIied to experimentally observed microstmctures for the first time. In
addition to the coupled codes. this project developed a suite of new computational
capabilities (PARGRAIN, GLAD, 00F. MPM. polycrystal plasticity. front tracking).
The problem of plasticity length scale in continuum calculations was recognized and a
solution strategy was developed. The simulations were experimentally validated on
stockpile materials.
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Introduction

Computational materials simulations have traditionally focused on an individual
phenomenon: grain growth, crack propagation, plastic flow, etc. However, red materials
behavior results from a complex interplay between phenomena. Linking computational
models for coupled behavior mechanisms is a grand challenge in computational materials
science.

Even general methodologies for linking simulation length and time scales have
not been developed. In the broadest sense, we can delineate two extremes in simulation
coupling. Computationally efficient codes for phenomena that occur on similar length
and time scales may be dynamically coupled: both codes compute simultaneously on the
same data set. Computationally intensive codes, or codes for phenomena which occur at
greatly different length and time scales, must be iteratively linked: each code takes a turn
evolving the system, then packages its output data in a form to be passed to the next code.

Utiliziig model problems amenable to each of these approaches, we explored
methods for coupling mesoscale (i.e. microstructuralhnicromechanical) simulations of
materials behavior. In one case, massiveIy parallel (MP) simulations for the physically
coupled processes of grain evolution and microcracking in brittle materials were
dynamically coupled. In the other, MP codes for domain coarsening and plastic
deformation were iteratively linked. This program provided the f~st comparison of two
promising ways to couple mesoscale computer codes.

The computer simulations were applied to problems in stockpile materials.
Microcracking in brittle materials was studied in the context of alumina used in
stronglinks. These materials are single phase, fracture is strictly brittle, and the ratio of
inter- to transgranular fracture depends on processing. During the hot pressing process,
anisotropic thermal expansion can cause microcracking along grain boundaries, which
increases with grain size.

Plastic deformation studies focused on thermomechanical response of Ag-Cu
(CuSi.1)braze alloys. During fabrication and service at high temperatures, grain growth
can both mediate and be influenced by plastic deformation. This coupling CCULin turn,
lead to failure initiation.

In both materials systems, microstructural evolution occurs simultaneously with
mechanical response. Diverse rnicrostructural evolution models were implemented and
their coupling characteristics were evaluated. These methods included a discrete Monte
Carlo Potts Model (P~GRAIN), a continuum front-tracking model (l?T), and a diffuse
interface phase field model. Each was found usefi-din certain situations. In additiom we
utilized OIM (Orientation Imaging Microscopy), an advanced experimental technique for
characterizing rnicrostructud geometry and crystallography, to provide real
microstructure to the mechanics code;.

The problem of modeling the mechanics of brittle fracture is complicated by the
stress singularity at the crack tip. To overcome the computational limitations of resolving
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this singularity, we examined both a discrete ball and spring model (GLAD) and a
continuum, finite element model with deatkelements (CX3F).

Plastic flow was-fomdto-be-=enable-to-a-confium-approach.-Boti.a....
conventional finite element model (JAS31))”% well”=-ti rneshless continuum model
(MPMj were evaluated for their ability to.accommodate microstructure and
microstructum--evolution= --- ---

In coupled microstructurehnicromechtics codes, the microslructural evolution
algoritlyn is used to form the initial microstructure. This grain cotiguration is mapped
onto the mech-iiiiicsmodel, settiiigl@Zd properties, and thiftist-hicrement-of ‘h-e-dynamic
stress/strain field is applied. The mechanics model relaxes the system, the system
deforms or fractures during this process. The resulting microstructure and local strain
field are fed back to the microstructure model for further evolution. This alternating
handshaking repeats until the simulation is complete.

The difi?erencebetween the coupling methodologies for brittle fracture and plastic
flow is the fi-equency of handshaking. In the brittle fracture code, both microstictural
evolution and micromechanics codes are relatively efficient. They are coupled to act on..—.—..
the same dati”sei, and a frill-mechinic-il-relaxation ISpetiormed-at eve~ rnicrostnictural

. ..— . ..—.... . .._._._____

evolution timestep. Thus, this code is dynamically coupIed. In the plastic flo”wcode,
direct coupling is not tractable even on the Teraflop machine. Instead, parametric
accuracy studies determined the degree of change.in tie microstmcture or mechanical
state that requires re-evaluation by the other code, and-the microstructural and
micromechanical models are linked by an J./Ointerface. Thus, this code is iteratively
linked.

Represefititive coupled-codes-were p-amllelizedXomputationd-challenges-to-
....

parallelization included timestep “synchronization mesh matching, and data passing.

Besides delivering coupled codes for microstructural and micromechanical
response, this three-yearproject developed-numerousnew-computationd-and
expefi-en-ti-~abiliti~s repo~=d=rb=ese effo-tis–ti-deti-l;present–
reStl@ and-propose-directions for-fiture-work: ------ .-.-- . . . . . . ----_:

Plastic deformation in CuSil braze alloys

Polycrystal plasticity model

----C~stdlogaptic-slip-~d-defomation-_g-metie-pti~-obsemed modes
of plastic deformation at low homologous temperatures. Both modes of inelastic
deformation take place exclusively on characteristic planes, i.e. slip planes or twinning
planes, in characteristic directions, i.e. slip directions or twinning directions. The
orientations of the characteristic planes and directions area function of the geometry of
the crystal. The microstructural mechanics model simulates the response of
crystallographic slip in face centered cubic (FCC) metals, such as Copper, Aluminum and
Nickel. The model can readily be extended to incorporate deformation by twinning or by
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slip on different systems. In FCC crystals, the slip systems are defined using standard
Miller index notation by (1 11) planes and {110} directions. A total of12(111){1 10} slip
systems are defined in FCC crystals. Table I lists the slip systems as they are defined in
the model implementation. Slip is hi-directional, resulting in 24 possible directions in
which plastic deformation by slip in FCC crystals can occur.

Table I. FCC Slip Systems

Slip Plane Slip Direction

1. {llT} [011]

2. {hi} [101]

3. {hi} [lie]

4. {1ii} [olil

5. {iii} [101]

6. {1ii} [110]

7. {lil} [011]

8. {lil} [loi]

9. {171} [110]

10. {111} [01i]

11. {111} [loi]

12. {111} [lie]
The microstructural mechanics model development implemented into JAS-3D

finite element code parallels a kinematic fkunework with a basis originally proposed by
Asaro and Rice [1] and Hill and Rice [2]. Researchers have used and presented this
framework in slightly modified forms and have experimented with adding rate sensitivity,
e.g. [3], and latent hardening, e.g. [4], to the model. More recently researchers have
incorporated the constitutive model into FE code to simulate the deformation of metallic
and ceramic single crystals and polycrystrds, e.g. [5]. This same constitutive framework ~
has recently been published in textbook form, in Chap. 8 and Tip. 11 of [6]. A detailed
model development is given there, a summary of the model, emphasizing aspects of the
JAS-3D implementation, is given in the following sub-sections.

Kinematic framework

Distortion of a continuum is described using the velocity gradien~ which can be
additively decomposed into symmetric and skew-symmetric parts as follows:

L=Q+D m

where D is the symmetric deformation rate tensor and Q is the skew-symmetric spin rate
tensor. Distortion of single crystals has been described as a combination of plastic flow
due to crystallographic slip and lattice distortion. Lattice distortion includes elastic
distortion and rigid body rotation of the crystal lattice. Thus, for single crystals the
deformation rate, D, and spin rate, Q can be further decomposed into lattice and plastic
parts as follows:

5

—



I

I

D= D1+DP
(2a)

(2b)

where D1represents the lattice deformation rate, and Dp represents the plastic deformation *
rate due to crystallographic slip. Q] represents the lattice spin rate and f2Prepresents the
plastic spin rate. The plastic deformation rate and spin rate depend on the slip rates, ~,,
for the active slip systems,

.

D,= ~y,P,
S=l

(3)

q = fy,w. (4)
S=l

P, and W. are the symmetric and skew-symmetric parts of the dyad, which is formed
from the lattice vectors for each slip system, defined as:

(5)

(6)

where d~ represents a unit vector oriented in the slip direction for slip systems and n~
represents a unit vector normal to the slip plane for slip systems.

Based on the assumption that the elastic lattice properties are unaffected by slip,
the constitutive relation given by [1] is as follows:

;*+cm(D*) = E : D* (7)

where 6 is the co-rotational stress rate formed on axes which spin with the lattice, o is
the Cauchy stress, tr(D*) represents the trace of D*, in indicial notation D*w, and 1?is
the fourth order elasticity tensor. Anisotropic elastic response is included in the JAS-3D
implementation of tlis model. Lattice vectors that characterize the slip systems are
affected by lattice distortion. A variety of assumptions can be made concerning the
evolution of the lattice vectors. For this work, the lattice vectors are assumed to remain
orthogonal unit vectors that simply rotate at the lattice spin rate.

(8) .

(9) ?
To complete the constitutive model, equations for the slip rates, ~,, are needed.

For the model, a slip rate with a power-law dependence on the resolved shear stress as
originally suggested by [7] was used.
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where ~0 is the reference slip rate, m is the rate sensitivity factor, ~, is the resolved shear
stress on slip systems, and ~, is an internal state variable which accounts for the
hardening on slip systems. The initial value of ~, on each slip system corresponds to the
critical resolved shear stress on that system, i.e. the stress necessary on slip systems to
activate slip in the rate insensitive limit. One can extract the yield surface in stress space
for a crystal from the K, values. The resolved shear stress, z,, for slip systems generated
by an applied Cauchy stress, O, can be obtained using Schmid’s equation:

Evolution of hardening

The internal state variable K, in equation (7) represents the resolved shear
strength of slip systems. In a polycrystal plasticity formulation such as the one outlined
in the previous sub-section, work hardening is governed by the evolution of KSduring
deformation. The foIlowing relationship is employed for an an.isotropic work hardening
model: [2]

where H~tis a value taken Ilom a matrix H of hardening moduli relating the hardening
rate on slip systems to strain rate on slip system t.Obviously, in FCC metals H is a 12 x
12 matrix. The matrix H is always defined such that an active slip system hardens itself
differently than it hardens other systems. Thus, the diagonal terms in H, where s=t,
describe the self-hardening moduli for each slip system while the off-diagonal terms in H
describe the latent-hardening moduli for each slip system. Attempts to model the
hardening behavior of single crystals subjected to plastic deformation via equation (12)
invariably propose that H evolves during deformation. Two separate anisotropic work
hardening models developed to simulate the deformation response of FCC single crystals
have been implemented into JAS-3D. One model was originally defined by Asaro [1] [4]
[8], then later modified by Zhou et al. [9] and the other model was derived by Bassani
and Wu. [1O] [11] A part of this report considers the benefits and drawbacks of applying
each anisotropic model as well as an isotropic hardening model, where all slip systems
harden equally, to polycrystalline simulations.

Ankotropic evolution of hardening: modified Zhou model
The self hardening modulus in the modified Zhou model is defined as:

7
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( )
n-1

hoYs + ~H,, = ho —
n~o (13)

where, ~ and n are constants, respectively defined as the hardening modulus and work
hardening exponent. TOis also a constant defined as the initial critical resolved shear
stress of each slip system, set to the same value on each slip system. The modified Zhou
model employs equation (14) to define the cross hardening terms of the hardening matrix
H:

where, each coefficient in the matrix q is defined as a latent hardening ratio between slip
systems and slip system t. In FCC crystals qx is always greater that 1, indicating that if
slip occurs on systems, the concomitant increase in hardening modulus on slip system t

is always equal to or greater than the increase in hardening modulus on slip systems. The
net result is that slip system t, the latent system, hardens faster than slip systems the
active system. Following the slip system definition in Table 1, the q matrix takes the form
of equation (15):

1 % % q“ ql % % % % qv % % ‘

% 1 % % % % % qv % % Clv %

% % 1 % ql qv % % qv % % %

q, % ql 1 % % q“ % % % % %

ql % % % 1 % % q, % ql q, %

ql % q“ q. q. 1 q~ q] q. % ql qv

% % % q“ !lI % 1 qc q. qv % %

ql qv % ql q“ % % 1 q= % q. ql

ql % qv % % % qc % 1 % ql q,

q“ % % % % ql q“ ql % 1 % qc

ql qv % % qv % ql qc ql qc 1 q.

The coefficients qC,q., and ql are latent hardening ratios based on experimental
measurements on single crystals and the types of junctions formed between dislocations
active on different slip systems. This report only considers the anisotropic hardening. .
response of annealed FCC copper, and m tis version of the model the coefficients q~, qv,

.

and q] are constant and set equal to 1, 1.5 and 1.7 respectively.

Anisotropic evolution of hardening: Bassani and Wu model
Beginning with the anisotropic work hardening basis given in equation (12). The

form of the self hardening term is:

8
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%s=f(%b’(’h) (16)

wherefly~) represents the self-hardening of slip systems and g(y) represents the cross
hardening of slip systems as a result of the total plastic strain accumulated on slip system
t.In the JAS-3D implementation of the Bassani and Wu model, an inactive slip system
does not harden, thus truly latent hardening is ignored, resulting in setting q=O in a cross-
hardening equation such as equation (14). This assumption follows that made by Bassani
and Wu [1O][11] in their original derivation of the model.

crystal
The functiomfly,) and g(~) in equation (16) assume forms which fit the single
tensile deformation response of FCC metals. They are:

.f(Y,)=(%- h,)=ch’[)(ho-h,) +h

z, – To s

where, Z. is the initkd critical resolved shear stress in each slip system, same as
previously defined in equation (13). &~, zland y. are constants whose values can be
extracted from the single crystal stress-strain response of the FCC material of interest. In
the JAS-3D implementation the values of those constants are: ho=90~o,hs=l .5@, zl=l .3zo

and yo=l 0-3.f~~is a 12 x12 matrix of cofactors that relates the strength of the dislocation
intersections between slip systemss and t,analogous to the q matrix defined for the
modified Zhou model.

(17)

(18)

9
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f=8’

o fc f, f, f* f, fc fl f] f, f, fl

fc o fc f, fc f, f, f, f, f, f, f,

fc fc o f, f* f“ f, f, f, f, f, fc

f, f, f, o f, fc f, f, f, fc fl f,

f, fc f, fc o fc f, f, fl fl f, f,

f, f, f, fc f, o f, f, fc f] f, f,

fc fl f, f“ f, f, o f= fc f, f, f,

‘
fl f, f, f, f, f, fc o fc f, fc f,

f, f, f, fl f* fc f= fc o f, f, f,

f, f, fl fc fl f, f, f, f, o fc f,

f* f, f, fl f“ f, fl f= f] fc o f,

f] f, fc f, f, f, f* fl f, fc fc o

Model results

Finite element implementation

.

(19)

The JAS-3D finite element implementation of the microstructure mechanics
model provides a fizunework to simulate the elastic-plastic deformation of an assemblage
of grains representing a polycrystal. Typical simulations consist of 10,000-50,000 finite
elements and 50-200 grains. Figure 1 illustrates results of a typical simulation, it shows
the distribution of Von-Mises stress in a 3-D 30x30x30 model composed of 54 randomly
oriented grains subjected to a prescribed displacement designed to simulate a tension test.
Periodic boundary conditions were applied to all “surfaces” of the cube. The periodic
boundary conditions used in the JAS-3D polycrystal plasticity simulations are a
generalization of classical periodic boundary conditions. In classical periodic boundary
conditions, the displacement of a node on one face is identical to the displacement of the
corresponding node on the opposite face. In this case, that concept is generalized to allow
an overall average displacement of an entire face to be imposed on the periodic
displacement. This average displacement may be kinematic, i.e. user imposed
displacement, or maybe defined iteratively such as the average displacement to achieve
an imposed overall force.

The overall stress-strain response of the polycrystal illustrated in figure 1
approximates the experimental tensile response of polycrystalline Copper. However, the
geometric constraints imposed by neighboring grains within the polycrystal create large
local variations in stress. These variations of stress and strain provide initiation sites for
tiacture, account for the variable and statistically dependent deformation response of
polycrystalline materials and can contribute to localized strain-enhanced coarsening of
microstructure, leading to thermomechanical fatigue and failure of a polycrystalline
material. More importantly, a standard continuum model cannot predict the stress and
strain variations observed in figure 1.
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The microstructure mechanics, or polycrystal plasticity model, used to generate
the results in figure 1 employed the Bassani [11] anisotropic work hardening model for
Copper. Data and parameters for the same work hardening model have also been
developed for Aluminum. Figure 2 illustrates the tensile response of a simulated two-
phase material where the softer matrix phase is simulated using the parameters for
#A.nninurn and the harder particulate phase is simulated using the properties for Copper.
The composition-of thetwo-phase polycrystal is 82.5’%oAl-l7.5YoCU.The response of the
two-phase polycrystal is compared with that of a two-phase material where each phase is
treated as a continuum. Figure 2(a) shows that the simulated stress-strain response of the
two-phase polycrystal and two-phase continuum is nearly identical to 5V0strain.
However, figure 2(b) and 2(c) reveal dramatic differences in the stress distributions of the
two models. The difference in local stress distribution results from the inherent geometric
effects between grains in the microsbuctud mechanics-polycrystal pkisticity model
which are not accounted for in a standard continuum-based model.

Grain rotations and the evolution of texture

Texture, or grain orientation distributions, and the evolution of texture can be
measured experimentally, while local stress and strain distributions can not. Thus,
tracking the evolution of texture during deformation provides perhaps the only method of
validation for this type of microstructure-based simulations. At the one element per grain
scale, isochoric deformation simulations were performed using the polycrystal plasticity
model to validate and assess the models’ predictive capability by tracking the evolution of
texture during deformation. Figure 3 compares the evolution of fiber texture as predicted
by the model when solved using an upper-bound solution, shown in figure 3(a), and using
JAS-3D where each ftite element represents a single grain in the polycrystal, shown in
figure 3(b). Experimental data [12] has been superimposed on the upper-bound solution.
The illustrated results demonstrate that the model predicts the evolution of fiber texture
correctly. The meandering grain rotation paths shown in figure 3(b) for the ftite element
solution result from the local and changing variations in constraint during deformation of
the polycrystal. Also, the meandering grain rotation paths slow the evolution of texture in
the JAS-3D solutiorL providing a more comparable solution relative to the experimental
results.

—
— —. -- -By-e~ending-the model to several hundred elements per gr@ predictions of

_sub@iiiir~titioii and fornicationcan be provided by tie model and direc~Y compared
with Orientation Imaging Microscopy (OIIVI)collected using a specially equipped SEM
which provides local crystal orientation data. Figure 4(a), a (100) pole figure, and 4(b)
illustrate OIM data collected on the surface of an annealed copper tension specimen. The
data was collected at a 2 pm spacing, then modified for model input as illustrated in
figure 4(c). The modification procedure averages orientation measurements within each
grain, which contain a small amount of scatter, to a single orientation. Figure 4(a) shows
the effect of the modification procedure on the (100) pole figure where the red patches
representing OIM measurements are reduced to single black points, each point
representing an averaged grain orientation. Figure 4(d) shows the simulated distribution
of misorientations relative to original grain orientation for the section of polycrystal on

,.
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the surface of the tension specimen deformed to 10’XOstrain in the horizontal direction.
The OIM technique provides grain orientation information only on the surface of the
specimen and in this simulation the grains were extended 10 pm deep then constrained by
a symmetry boundary condition. A comparison between simulated and experimental data
of subgrain formation and rotation within a single grain is shown in figure 4(e) using an
inverse pole figure representation. At 5°/0and 10°/0strain, the simulated data, shown in
green and red, does not generally agree with the experimental data, shown in blue and
yellow, in this figure. Approximated boundary conditions or lack of a length scale are
possible reasons for the marginal simulation vs. experimental agreement of subgrain
rotations at this size scale.

Work hardening model comparison
Anisotropic hardening models similar to the Asaro model discussed in the

previous section has been the preferred hardening model in most crystal plasticity type
simulations. In these models, the hardness, or resistance to deformation, of an individual
slip system is defined in terms of the slip accumulated along other slip systems, as
specified by equation (12). Such cross hardening rules are quite general but cumbersome
to implement arid slow ftite element simulation solutions. Also, to address problems of
interest to Sandi% a hardening model framework that incorporates aback-stress for
fatigue simulations was necessary. Incorporating a back-stress into an Asaro-type
anisotropic hardening model is diftlcult if not impossible, whereas incorporating aback-
stress into an isotropic hardening model is straightforward and tractable. The isotropic
hardening formulation for the polycrystal plasticity model implemented into JAS-3D has
the following form:

where A, n and TOare constants, e is equivalent plastic strain and ~ is the strength of each
slip system.

Figure 5 shows finite element polycryst.d plasticity simulation results on a
40x40x40 polycrystal with 200 grains using both isotropic, shown in figure 5(b), and
anisotropic, shown in figure 5(c), hardening models. A prescribed displacement with
generalized periodic boundary conditions designed to simulate a tension test was applied
to the polycrystal and periodic boundary conditions were applied to all “surfaces” of the
cube, similar to analysis presented in figure 1. Figure 5(a) compares the engineering
stress and strain response for both the isotropic and the anisotropic hardening models, and
experimental data. Both models used parameters to give a good fit to the experimental
stress-strain data. Only very minor quantitative differences are observed in the simulated
stress distributions within the polycrystals. Thus the simple isotropic hardening model
suffices and may prove superior for the polycrystal plasticity simulations of interest to
Sandia.

(20)

To fhrther understand the effect of slip system level work hardening forrmdations,
the evolution of a 200 grain random textured polycrystal yield surface was predicted
using JAS-3D polycrystal plasticity model with both anisotropic and isotropic work
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hardening formulations. The polycrystal was produced from a two-dimensional Potts
model simulation. This geometry was translated onto a one-element thick finite element
mesh. The Potts model was not produced with aperiodic grain structure so nominal
boundary conditions were imposed to load the polycrystal structure along various load
paths in plane-stress.” The initial yield stiaces produced by these analyses, representing
an annealed polycrystal, are shown in the figure 6(a), the data fits well to superimposed
isotropic yield surfaces. The polycrystal was then loaded to approximately 50°/0prestrain
in the +022 direction, relaxed back to a stress-free condition and the yield surface was
again probed. These results are shown in figure 6(b). At 50’XOprestrain there is a yield
stiace shift commonly associated with a back stress and an anisotropic evolution of the
yield surface in both isotropic and anisotropic hardening models. The an-isotropy and shift
of the evolved data in figure 6(b) maybe qualitatively gauged by comparing it to the
superimposed isotropic yield surface. The anisotropic mechanical response generated by
the isotropic hardening model simulation demonstrates the mechanical anisotropy in a
polycrystalline material is governed at least in part by the geometric constraints and
rotations of grain in the polycrystal and not slip system hardness anisotropy. Again, the
isotropic hardening model results are nearly indistinguishable from the anisotropic
hardening model results.

Mesh refinement study

The intent of the mesh refinement study was to determine if simulations using the ~
JAS-3D polycrystal plasticity model exhibited a dependence on mesh or element size. To
permit mesh refinement with elements other than quadrilaterals, the grain boundary triple
points from a one element thick Potts model grain structure were extracted and straight
edge grain boundaries were imposed between these points. By using a mesh paving
algorithm, three finite element meshes were produced using the triple points and straight
edge grain boundaries as guides. A generalized periodic boundary condition with an
extension displacement was imposed on the top and bottom edges. The left and right
edges, and front and back faces had a generalized periodic boundary condition which
iteratively imposed a zero net force. Again, these boundary conditions were meant to
simulate a tension test. The engineering-stress vs. engineering-strain results shown in
figure 7(a) reveal indistinguishable macroscopic mechanical responses for ftite element
solutions using the three different meshes. Figure 7(b) illustrates that there is no mesh
sensitivity in the stress distribution results. These simulations use the isotropic work
hardening model, t is the same for aIl slip systems and it is the variable that is plotted in
figure 7(b). A characteristic length which maybe defined in these simulations is the finite
element size, e.g. more finite elements per grain is equivalent to a larger grain size. If the
average finite element size is given a unit value, then the relative grain sizes are
illustrated on the right-hand side of figure 7. The large change in relative grain sizes
between the three simulations and the lack of grain size strengthening revealed in figure
7(a) provides an exceIlent demonstration of the effect of an undefined length scale
endemic in these ~pe of simulations.
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Iteratively coupled simulations of polycrystal plasticity and microstructural
evolution

In order to model the interdependence of microstructure and mechanical state, we
coupled polycrystal plasticity simulations and microstructural evolution models. The
polycrystal plasticity Sinm!ztions were pw@-med Wing %.ndia’s JEW3D FEM Cm_ZE ___

described above. These plasticity simulations provide tiorrnation about the local stress
and strain states in a polycrystal, and Cu was chosen as a model system for this study.
The local stress and strain data were supplied to grain growth simulations to ascertain the
effects of deformation onbounday migratiori; The capability to integrate thetwo
simulation approaches, i.e., plasticity and grain growth, was demonstrated.

The polycrystal plasticity simulation tracks numerous local mechanical variables
such as stresses, strains, and lattice rotations. For the purposes of this study, we
considered the effects of stress and plastic strain on grain boundmy migration. To do this,
we coupled two different grain growth models to the relevant outputs horn the plasticity
simulations. In the first case, the effects of plastic flow on grain growth in heavily
deformed Cu were examined using a three-dimensional Monte Carlo Potts model
(MCPM). In the second, a two-dimensional dynamic fi-onttracking (FT) scheme was
used to study the effects of elastic stresses .on boundary migration in a slightly deformed
material. These approaches and their results are summarized below.

Plasticity and the Monte Carlo Potts Model

The MCPM provides a lattice-based thermodynamic model of grain growth [13-
15]. In this approach, a polycrystalline microstructure is digitized into voxels (or pixels in
two dimensions) which are assigned integer identities. Collections of like voxels
comprise a grain, and the interfaces between unlike voxels are grain boundaries, as
depicted-for-a-two-dimension&microstructure (withpixels)-in figure 8. The evolution of
this digitized microstructure is accomplished by using a Monte Carlo procedure to
minimize a swtem Hamiltonian that assigns an ener w to each unit of grain boundary.
.Specifically,-the_Pot@Hamiltoniamis-.- .-; ------ ___________ -_...----- - ---

H-=-$-~=$[l---a(siysF)]
—j-l-l-l

9 (213

where -EOis a positive constant which scales the boundary energy, N is the total number

of lattice sites, z is the number of nearest neighbors of site i, si is the voxel value or

“spin” of lattice site i, and 6 is the Kronecker delta function with ~(si,s~ = 1 if Si = ~ and

Ootherwise. When a Metropolis Monte Carlo (or equivalent) algorithm is used to
minimize this fimction with respect to the lattice spins, si, the system’s trajectory toward

equilibrium correctly reproduces grain growth behavior in pure isotropic polycrystals.

The Hamiltonian in equation 21 describes the total energy of the grain boundaries
in a polycrystal. When a material is stressed, the work of deformation is stored in the
material as dislocations and/or elastic energy. The migration of grain boundaries in a

.
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deformed material changes the stress state and redistributes stored dislocations, thereby
altering the deformation energy stored within the grains. Thus, in order to beat grain
growth in deformed polycrystals using the MCPM, the stored deformation energy must
be included in the system Hamiltonian,

(22)

where Vi is the volume of lattice site i, TOis the initial (pre-hardened) critical resolved

shear stress, A~i and AX arethe shear stress and strain increments in site i on slip system

a during deformation increment Al, the sum over M includes all deformation increments
up to the final deformation AZ~and the sum over a includes all 12 FCC slip systems.

Thus, the first term in equation 22 represents the grain boundary energy and the second
term is the stored plastic deformation energy. It should be noted that a more appropriate
measure of stored plastic energy would be proportional to the dislocation density, which
can be estimated [16] as

[1~=(v%) +
/3Gb ,

where p is the dislocation density, Zcis the strain-hardened

(23)

critical resolved shear stress,

j?is a constant ranging from 0.3 to 0.6, G is the shear modulus, and b is the Burgers
vector.

Performing a MCPM simulation using the system Hamiltonian in equation 22
minimizes the grain boundary energy and the stored plastic energy. In this study, we
assume that a region of material (e.g., a voxel) that is “swept” by a moving grain
boundary assumes the average plastic energy of all the neighboring voxels of the same
spin value. (It might be more realistic to assign these swept voxels to zero stored plastic
energy, meaning that all the dislocations are absorbed by the passing grain boundary. But
without detailed knowledge of the interactions between the grain boundary and the stored
dislocations, which are not treated by the plasticity simulation, the choice in this regard is
somewhat arbitrary.) The “lattice” sites in the MCPM are taken to be the HEX elements
of the plasticity simulation (described above), such that the grain growth and plasticity
simulations share the same “mesh.” (In practice, non-a.xisymmetic lattice sites, such as
those in a deformed ftite element mesh, produce unrealistic grain growth behavior. An
alternative and correct approach would be to interpolate the plasticity data onto a cubic
Potts lattice on which the grain growth simulations could be performed. However, this
approach would complicate the transfer of data between the two simulations, since they
would not share a common geometric fi-amework.) An example of such a simulation is
provided in figure 9, which shows the evolution of the stored plastic energy (i.e., the
second term in equation 22) during grain growth in a Cu polycrystal after 30°/0
elongation. The stored plastic energy can counter the boundary energy’s drive to maintain
compact grain shapes, and thus grain boundary roughening occurs. This corresponds to
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strain-induced boundary migration (SIBM) [17] observed in real polycrystals. As the
grains grow, the material that is left behind contains relatively little stored plastic energy.
(The blue grains that survive in the last frame of figure 9 are not the same grains that
persist if the same microstructure is evolved without considering deformation.) A series
of simulations like the one in figure 9 indicates that the rate of grain growth increases
with increasing deformation, as shown in figure 10.

.

Plasticity and 2D Front Tracking

Whereas the MCPM takes a lattice-based thermodynamic approach to grain
groti the Front Tracking (FT) method utilizes continuum dynamics to simulate
boundary migration. In the FT approach, each grain boundary is represented by a series
of points that lie along the boundary, as depicted in figure 11. The motion of the
boundary is dictated by the local boundary curvature at each point. This curvature can be
calculated for a two-dimensional microstructure by fitting a circle between triplets of
adjacent points and assigning the inverse of the circle’s radius to be the local curvature.
(More sophisticated methods, such as computing curvatures by fitting polynomial
fimctions through the boundary points, can also.b.e.use.d.but.me generally more._
computationally expensive.) The curvature-based FT approach also correctly reproduces
grain growth behavior in pure isotropic polycrystals.

The velocity of each boundary point in the FT scheme is

V= fwyr
Y

(24)

where v is the velocity, M is the mobility of the boundary, Kis the local curvature of the
boundary at the point of intere~ and yis the energy per unit area of the boundary and is
analogous to 130in equation 21. In this study, the mobility and energy are assumed

constant. The velocity vector lies perpendicular to the boundary and points toward the
center of curvature. The term, ~ is simply the capillary pressure acting on the intefiace
due to its curvature. When the polycrystal contains stored energy due to deformation, the
additional pressure is simply the difl?erencebetween the values of the stored energy per
unit area (in two dimensions) on either side of the boundary. Thus, the velocity of a
boundary point in a deformed polycrystal is

where MKis the mobility of the boundary in response to tie capill~ press~e, MO is the

mobility of the boundary in response to the elastic pressure, and AU is the difference in
stored energy across the grain boundary. The pressure due to stored deformation energy
acts perpendicular to the boundary and toward the region of lower stored energy. In this
portion of the study, and unlike in the MCPM simulations described above, we treated
only elastically deformed polycrystals. Thus, the stored energy, U, in the materials is
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u= CFso (26)

where o is the six-component stress vector and S is the stifiess matrix. The stiffness
matrix was computed using elastic constants for C% i.e., Cl 1 = 168.4, C12 = 121.4, and

C44 = 75.4, where all values are in GPa.

The FT method simulates boundary migration by evaluating the velocity of each
boundary point according to equation 25, and then displacing each point by a distance
vAt, where At is a chosen time increment. At each step in a two-dimensional simulation,
points that lie on grain boundary intersections (i.e., triple points) are positioned such that
the angles of intersection of the three relevant boundaries are maintained at 120°. In this
study, the stress state in the polycrystal was obtained from two-dimensional simulations
of deformation, as described above, and the initial grain boundary points in the fi-ont
tracking simulation correspond to nodes in the finite element mesh. This serves partly to
facilitate the coupling between the FT and plasticity simulations. To simpli& the
treatment of stored elastic energy, the value of the stored energy in each grain is a
constant and is taken as the average over all the finite elements in the grain. (The
capability to iteratively couple the deformation and FT simulations, and thereby to
consider the redistribution of stress due to grain growth, was established but not pursued
due to time constraints. The treatment of local variations in the stored elastic energy was
not explored due to time constraints.)

Figure 12 contains an example of a FT simulation of grain growth in a two-
dimensional Cu polycrystal elongated by 1Yo.Since the stored energy is constant within
each gra@ and the FT simulations are deterministic (unlike the stochastic MCPM), grain
boundary roughening due to SIBM is not observed. (Boundary roughening would occur
only if local variations in the stored energy were considered.) However, the stored elastic
energy can still counter the action of the boundary energy to maintain compact grain
shapes, as evidenced by the elongated grains in the latter h.mes in figure 12. As the
grains grow, the material that is left behind contains relatively little stored plastic energy,
just as in the MCPM simulations. (As before, the blue grains that survive in the last frame
of figure 12 are not the same grains that persist if the same microstructure is evolved
without considering deformation.) A series of simulations like the one in figure 12
indicates that the rate of gm.in growth increases with increasing M#fKratio, suggesting

that the rate of grain growth increases with increasing deformation, as shown in figure 13.

In order to demonstrate coupled simulations of polycrystal plasticity and
rnicrostructural evolution, the output from Jas3D plasticity simulations was used as input
to a Monte Carlo Potts model (MCPM) and a front tracking (FT) model of grain growth.
The MCPM simulations were used to examine the effects of stored plastic energy on
grain growth, and the FT simulations treated stored elastic energy. In both cases,
deformation produced non-compact grain shapes and promoted the growth of grains with
relatively low stored deformation energy. The rate of grain coarsening was found to
increase with increasing deformation. The capability to couple the simulations by
performing multiple iterations of deformation and grain growth was established, but was
not pursued extensively in order to focus on model development.
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Brittle failure in Alumina stronglink materials

Dynamically coupled microcracking simulations

In this projec$ a microstructure-based computational cracking model, named
GLAD (Grain Level Aging/Degradation) was developed and directly coupled with
PARGRAIN, a dynamic Monte Carlo Potts model (MCPM), to explore effects of
microstructure on crack initiation and propagation in material. In order to allow more
accurate description of various material behaviors and obtain better numerical efficiency,
the coupled PARGRAIIWGLAD was then extended and merged into a single code based
on the Material Point Method (MI%@.This meshless h@M code being developed is the
fist simulation code capable of modeIing huge heterogeneous deformation in structure,
damage initiation and propagation in material, and coupled microstructural evolution and
mechanical deformation. A wide range of material behaviors from long term aging to
mantiacturing can be studied via either quasi-static or dynamic simulations once the code
is fully developed.

GLAD

GLAD is a discrete micromechanical model. It was developed to model
deformation and brittle fracture in an elastic continuum. Rather than discretizing the
equations of elasticity, the elastic continuum is discretized to a multi-dimensional array
of lattice points connected by bonds [18-24]. These bonds act as torsional (resist
bending), friable (breakable), zero mass (no rebound) springs. The energ of spring i is
given by

where the outer sums are over thej nearest neighbors of i, the inner sums are over the k

shared neighbors of sites i andj, and ~U is the vector separation of sites i andj of

magnitude Rv The fhnction Q represents the energy due to the linear elastic extension of
an ideal spring:

where kti is the spring constant and ao is tie ~stressed spfig len@. S~ZUIY, Y is tie
energy of bending an ideal torsional spring:

where cti~is the bending spring constant and bo is the cosine of the unstressed angle

beiween springs i,j, and k. At some critical spring energy E:, spring i breaks and all its

(27)

(29)
.

-

(28)

18



spring constants are reset to zero. Both the spring constants, which are related to stiffhess,
and the breaking energy, which is related to surface formation energy, can differ for bulk
and boundary springs. Microstructural features maybe incorporated into the model by
associating different properties with each spring. For example, a polycrystalline body
may be simulated by identifying a bond as a bulk bond if it separates two adjacent lattice
sites within the same grain and as a grain boundary bond if it separates two adjacent
lattice sites belonging to different grains. Different material constants, e.g. Young’s
modulus, Poisson’s ratio and coefficient of thermal expansion, etc, maybe assigned at
each bond to model a.nisotropy. Figure 14 gives a schematic example of a 2D triangular
GLAD model. The microstructure in this study were equiaxed, single phase
polycrystalline grain structures produced using the Monte Carlo Potts Model grain
growth simulation.

A uniaxial stress is incrementally applied to the spring network and a conjugate
gradient method is used to minimize system energy by stretching and breaking springs.
This process is repeated until the system is fractured into two parts. The system deforms
as an inhomogeneous, elastic solid [18]. Stress concentrations do occur at crack tips, but
at a lower than theoretical magnitude [19]. As is often the case in brittle polycryst.dine
metals and ceramics, fracture may occur in an intergranular, intragranular, or mixed
mode. A simulated 2D result of fracture in mixed mode is shown in figure 15.

During the course of the research, a massively parallel version of 3D GLAD code
was developed on various parallel computing platforms made by Intel, IBM, and SGI,
etc. The code takes the 3D rnicrostructures generated by PARGR.AIN as input and
performs mesoscale cracking simulations under user-specified deformations. GLAD is
the fust lattice mechanics code capable of modeling inter- and intragranular cracking in a
3D grain structure under quasi-static therrnomechanical deformations. A result of
anisotropic-therms.l-expansion induced microcracking is shown in figure 16.

Coupled PARGRAIN/GLAD

One of the goals of this project was to determine the interplay between
microstructud evolution and cracking under various conditions. In order to study this
phenomenon, we dynamically coupled two codes that had been successful at modeling
the two effects independently. The rnicrostructural evolution code is PARGRAIN, which
is a parallel Monte Carlo Potts model (MCPM) grain growth code with many speed
optimization built-in [25]. The cracking code is MPGLAD, which is the parallel GLAD
code described above.

Coupling the ~o codes was conceptually straightfommrd given the nature of the
two algorithms. They both were implemented on a square (or cubic, in the case of 3D)
lattice, and the same lattice was used to handle the material representation in both codes.
The cracking code was essentially unchanged with the exception that the material
variables which represented the grains and grain boundaries became dynamic variables
which change as a function of time. There were algorithmic changes that were necessary
in the grain growth program related to the effects of cracking. In general, the MCPM
model determines the probabili~ of a site changing its orientation by considering the
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orientations of all of its neighbors (8 for square lattice and 26 for the cubic lattice). The
higher the number of neighbors of a similar orientation, the higher the probability of
switching to that orientation. However, a crack separates a site from its neighbors, so it
does not physically make sense for one to consider the “cut-off” site in the grain
switching calculation. Thus, in the coupled simulation such sites were not included in the
orientation change calculation.

There are two main ways in which the simulations tiect each other. The firs~ as
described previously, is that a growing crack can inhibit the growth of grains. This is
especially true if a crack goes through an existing grain. In this c&e, the grain is usually
doomed to be absorbed by neighboring grains. The other way in which the grain growth
and cracking can zcllecteach other is that as grains grow, the decrease in total grain
boundary area can change the direction of the crack. If parameters are such that cracking
is energetically more favorable along grain boundaries, then the cracks will be more
likely to travel a longer distance to stay on the intetiace.

Because of these two effects, there were two parameters that were important to
the shape of the resulting crack. The first was the ratio of the energy required to break an
intergraig bond versus the ener~ to break an intragrain bond. The”second parameter was
the relative speed of the grain growth to that of the crack propagation. The most
interesting scenario occurred when the intergrain cracks took about 70°/0of the energy to
form as the intragrain cracks. Then one could see a cIear effect of the cracks choosing to
go around small grains (especially at the beginning of the simulation, when the most of
the grains were smaU), but going through the larger grains. Snapshots ilom such a
simulation are shown in figure 17.

Off-lattice “MCPM

Another aspect of the project was that of testing different approaches to an off-
lattice version of the MCPM. In this version, the “sites” of the previous lattice were
replaced by polyhedral grains generated by various randomizing algorithms, including
Voronoi tessellations of Poisson points and radical Voronoi tessellations of centers of
systems of hard spheres. The only question then was that of how to determine the rules
for orientation changes.

There are two fimdamental differences between the off-lattice and lattice MCPM.
The first is that the amount of surface area that two neighbors share is not constant in the
off-lattice model. One would assume that for grain growth driven by boundary surface
are% the amount of surface area between the two sites would be important. The second
difference was that the volumes of the sites could all be different, meaning that an
algorithm that chose to pick a site randomly to flip (or that simply chose the sites
sequentially) would not necessarily make physical sense.

The problem of the different surface areas was handled by weighting the
contribution of each neighboring site by its contribution to the total surface area of each
site. This seemed to make the most sense physically. The question about how to weight
each site when choosing which reorientation to attempt was not adequately resolved
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before the project ended. However, there were many test runs of the program with
different choices for the site weighting algorithm. Most of the simulations gave results
similar to that of the on-lattice simulation, with the difference being that there were no
effects related to lattice (such as pinning). Also, the resulting grains seemed to be visually
more representative of actual physical samples than the lattice simulations. This work
will continue under the ASCUPZT program and the MICS program.

MPM

The goal of this part of effort is to develop a single code, based on the Material
Point Method (Ml?M), with appropriate microstructural evolution and material mechanics
models implemented. This MPM code, once fidly develope~ will be numerically
efficient and capable of simulating phenomena of coupled rnicrostructural evolution and
mechanical deformation as well as material damage development at mesoscale. MPM
uses both a Lagrangian and an Eulerian representation of solid bodies for studying their
mechanical deformation. The Lagrangian representation is a set of material points chosen
within each solid body that is tracked throughout the deformation history of the material
being modeled. The Eulerian representation is a background computational grid that
covers the computational domain, and where interactions between material points are
calculated. The fi,dlnumerical solution is calculated at the material points; for example,
these points have mass, displacemen~ velocity, strain, stress, plastic strain, internal
energy and temperature associated with them. To compute the interaction, the
Wormation carried by the material points is projected onto a background finite element
mesh where equations of motion are solved in an updated Lagrangian frame. Information
from this solution is then used to update the material points. Once the material points
have been updated, the mesh can be discarded and a new one constructed to satis~
properties under the user’s control. In the current work, a cubic mesh of elements in
Cartesian geometry is used.

MPM uses continuum-based constitutive equations to describe various material
behaviors. Therefore, complicated material response, such as anisotropic elasticity and
plasticity, viscoelasticity and viscoplasticity, can be modeled appropriately. An interface
was developed so the microstructure generated by PARGRAIN can be used by the MPM
code as input for mesoscopic polycrystalline mechanics simulations. In additio~ with a
newly developed decohesion model implemented, MPM is capable of modeling
crackkkunage initiation and evolution in a microstructure. An example of 2D MPM
simulation of anisotropic-thermal-expansion induced microcracking is given in figure 18.
Figure 18(a) shows the initial MPM model based on a polycrystalline structure generated
by PARGRAIN. Grain boundary was represented by a specially treated area with a finite
thickness that was arbitrarily taken to be approximately two layers of material points. The
decohesion model was assigned along all the grain boundaries. The arrows in figure 18(b)
indicate the prefened thermal expansion direction chosen randomly for each grain.
Microcracks started to develop when the temperature of the material dropped. The
calculated damage level is shown by color shading in figure 18(b). ”

A novel research initiated in the current LDIU3 is to develop an MPM based
algorithm for microstructural evolution simulations using discrete material particles. The
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algorithm design is being based on a diffuse intetiace model (or phase field model) which
gives a continuum description compatible with the MPM framework. The diffuse
interface model is based on solution of the Cahn-Hilliard equation. [26] To employ the

I

particle method, initial values of the composition and mass are assigned to each particle
on the particle mesh. As the time step begins, the first step in the algorithm is to map \
these particle quantities to the grid using quadratic B-Spline interpolation. Next, the
Cahn-Hilliard equation for the change in composition is solved on the grid using explicit
forward dd%erences in time and second-order centered differences in space. Finally, the

.

grid values are interpolated to the particle mesh in order to update the composition values
on the particles. The next time step begins by interpolating the updated particle quantities
to the mesh and then the steps mentioned above repeat. Several test problems of
coarsening in binary alloy have been an@yzed in two dimensions to check the capability
of the model. Results in figures 19 and 20 show two possible interactions of a small and
large inclusion in the matrix phase. In figure 19, the initial separation between the
inclusions is large enough so that the coarsening takes place through diflikon. In figure
20, there is coalescence since the IWOinclusions are initially quite close together. In the
fiture, the current microstructural evolution will be expanded to include the effects of
mechanical deformation when the fi.mdmgis available.

Experimentally-based micromechanicai simulations

Residual stresses arise in ceramics during processing as a result of thermal
expansion anisotropy and crystallographic disorientation across the grain boundaries.
During rnicrostructural evolution, boundaries with higher nobilities and energies are
eliminated, thereby changing the distribution of lattice orientations and misorientations.
This process is expected to change the distribution of grain orientations (and
misorientations) with increasing grain size to one that is less random. The magnitude and
distribution of stresses therefore is likely to depend on the grain size and degree of
texture in the samples.

Depending on the grain size, the residual stresses can cause spontaneous
microcracking during the processing of these materials. In addition, the microstructural
level stresses are likely to play a si~lcant role in where cracks initiate and propagate
under macroscopic loading.

Connecting experiment to simulation

The crystallographic orientations of grains in alumina (99.99% pure) and spinel
@@@204) were determined using electron-backscattered diffraction (EBSD). EBSD
patterns were collected and automatically indexed using TSL’S Orientation Imaging
Microscopy (OIM) software [27]. The relative grain boundary energies were determined
by thermal groove geometries using atomic force microscopy (AFM) [28]. The ratio of .
grain boundary to stiace energy was obtained using the simplfled Herring equation
y.#y~=2cos(@2) where v is the surface dihedral angle. This equation assumes that the
torque terms are zero, the surface energies are isotropic, and the grain boundary energy is

*

a function of disorientation alone and not of the boundary plane inclination.
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The magnitudes of residual stresses in alumina were predicted using object
oriented finite (OOF) element analysis and experimentally determined orientations. 00F
is an object oriented finite element analysis software program developed at NIST [29]. It
is designed to investigate the response of real or simulated microstructure to mechanical
and thermal Ioads. The program petiorms therrnoelastic calculations in two dimensions
(plane strain or plane stress) using 3-node triangular elements. The user specifies
crystallographic orientations, elastic, and thermal properties for the various regions
(grains) in the microstructure. Based on this information, a ftite element grid with
associated properties is generated on which mechanical and/or thermal loading can be
applied. Crack initiation and propagation were also simulated in 00F using the GrifM-I
fracture criterion. Grain boundary energies estimated by AFM groove measurements
were used in the analyses.

A code (OIM200F) was developed that allows crystallographic orientations horn
Orientation Imaging Microscopy (OIM) to be directly imported into 00F. This code
allows the user to analyze residual stress distributions in large microstructure (>600
grains) with relative ease. The code also detects groin boundaries and assigns respective
relative grain boundary energies (obtained by groove measurements) automatically.

Microcracking during cooling in pure Alumina

Crystallographic orientations and relative grain bounday energies were
determined in alumina and spinel samples using EBSD and AFM respectively. Two
different grain size (1Oand 27 pm) 99.99% pure alumina samples that were made by
conventional sintering were analyzed. The texture and mesotexture (grain boundary
misorientations) were random in both samples and no special boundaries were observed.
There was no clustering of orientations and no apparent comelation between
disorientation and ygdys[3O].The mem v~ue of di.hedr~ ~gle ~d ygdysfor tie 27 pm
alumina was 110° and 1.14 and the corresponding values for spinel were 113° and 1.10
respectively.

Residual stresses in alumina (>650 grains) due to its thermal expansion anisotropy
were estimated using 01M200F and 00F codes. The simulation used 73728 elements.
The elqstic stiffness constants and coefficients of thermal expansion for ct-alurn.ina

.
‘(hexagorid-crystd symmetry) used in the analysis were C1F497 GP~ C1Z=163GP~

C13=111GP~ C33=498GPz C44=147GPz CXII=8.6X10A/°C, and CL33=9.3X10A/°C [31].
The calculations were done assuming plane stress and free bound~ conditions. Figure
21 shows the microstructure (OIM output), stress invariant 1 (c11+ CS22),and maximum
principal stress distributions for a temperature change of -1500”C. Very high stresses

.,
develop at the gr-ainboundaries due to crystallographic misorientations in conjunction
witkthe.tierm~ exp~ion tisotropY ~ ~~~ The highest v~ue of the m~~
principal stress was fairly high (=480 MPa). The average stress in grains compares
favorably with those measured by spectroscopic [32] and fluorescence imaging [33]. The
highest stresses were localized at the grain boundaries and triple junctions and drop
rapidly away from the boundaries. The maximum stress is comparable to typical fracture
strength of this material. The residual stress distributions were almost identical in the 10

.-— —.
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and 27 pm samples indicating no or negligible effect of grain size (orientations were
random in both cases). It should be noted that the stress calculations are purely elastic and
assume no stress relaxation mechanisms are active. In reality, divisional flow, plastic
deformation, and microcracking will relax the constraints between the grains and reduce
the residual stresses. There appear to be regions of tensile and compressive stress on a
scale that is larger than the grain size (figure21 c). Analysis is continuing to understand
this observation.

In ceramics, cooling from the sintering temperature (= 1550°C for alumina) oilen
creates sufficiently high stresses to cause microcracking. A part of the microstructure in
figure 21 was analyzed for crack initiation and propagation using 00F. Details of the
cracking simulation are presented elsewhere [34]. The ratios of grain boundary to surface
flee energies obtained using contact AFM imaging were used. The surface energy of
grains was assumed to be isotropic and taken as 2 J/mz. The grain boundaries were
assigned elastic and thermal properties of glass (isotropic crystal symmetry), E=70 GPa,
v=O.23, and CX=9.5X1OA/OC.Figure 22 shows initiation and propagation of microcracks as
the material is cooled from the sintering temperature. Cracks initiated at the triple
junctions and propagated along the grain boundaries. With increasing temperature
difference (thermal strain), microcracks initiated at new sites and coalescence of
rnicrocracks formed larger cracks. As can be seen,. damage occurred at several regions
and some of the boundaries were completely cracked.

The effect of grain size on the critical temperature for microcracking in alumina
was determined using the microstructure in figure 22 by varying the dimensions of the
image, i.e., different length scales were used to represent different grain sizes. The
expected inverse square root grain size relationship was found, as shown in figure 23.
The critical grain size for rnicrocracking for an alumina sample cooled from a 1600”C
sintering temperature with high CaO glass (a=9.5xl O-c/OC)grain boundary phase was
179 pm and with high MgO phase (&5x104/oC) was 71 pm. High CaO and high MgO
compositions were chosen as they represent the bounds on the type of grain boundary
glass phase typically found in alumina. Experimentally, critical grain size values have
been reported between 40-100 pm [35]. It should be noted that plane stress conditions
underestimate the residual stress values, hence in reality, the critical grain size values are
expected to be lower.

Residual stresses were also predicted for textured alumina. The sample was
textured in c-axis with MRD (multiples of random distribution) value of 90. As one
would expect, the stresses were much smaller in this sample compared to “randomly-
oriented’? samples. The largest maximum principal stress was = 425 MPa. Figure 24,
shows the number of elements versus their stress value (stress invariant 1). The number
of elements with high stresses is much lower in the textured sample than in the randomly-
oriented sample. In both cases, the number of elements with high stresses is very small.
In the “randomly-oriented” sample, <5Y0of the total elements had high stresses (>250
and <-250 MPa). The corresponding number in the textured sample was <0.4°/0.
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Summary and Conclusions

Computational materials simulations have traditionally focused on an individual
phenomenon: grain growth, crack propagation, plastic flow, etc. However, real materials
behavior results from a complex interplay between phenomena. In this project, we
explored methods for coupling mesoscale simulations of microstructural evolution and
micromechanical response. In one case, massively parallel (NIP) simulations for grain
evolution arid niicrocracking in brittle materials were dynamically coupled. In the other,
codes for domain coarsening and plastic deformation were iteratively linked. The
computer simulations were applied to stockpile materials. Microcracking in brittle
materials was studied in the context of alumina used in stronglinks. Plastic deformation
response was studied in a Ag-Cu eutectic braze alloy, used in weapon components.

This three-year project delivered a varie~ of capabilities, benefits, and advances
to Sandizq including:

1. A suite of new computational capabilities

1.

2.

3.

4.

5.

6.

—

MP PARGRAIN (massively parallel Monte Carlo grain growth code, which produced
the largest simulations of grain growth ever)

MP GLAD (massively parallel ball-and-spring model for fracture, the first ever in
3D)

00F (Object Oriented Finite Element model for elasticity and fracture on the
microstructural scale, incorporating full experimental data)

MPM (Materials Point Method for large strain deformations and for concurrent
microstructural evolutio~ the first of its kind)

Polycrystal Plasticity (Finite Element code for micromechanics, the first with M
periodic boundary conditions)

Front Tracking (continuum model for grain growth, the first implementation for
strain-enhanced growth)

These applications combine new physical models and new computational algorithms
to generate the most realistic simulations of microstructure and rnicromechanics ever
performed.

2. The first fully coupled microstructurelmicromechanics simulations

A spring model for fracture (MP GLAD) was coupled directly with a Potts model
for grain growth (MP PARGRAIN) to model cracking during annealing of brittle
ceramics. Computational successes in this work included timestep matching and scalable
parallelization via spatial decomposition; the results elucidated the phenomenology of
fracture.
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A finite element model for microplasticity (Polycrystal Plasticity) was indirectly
coupled with a Front Tracking model for grain growth to simulate strain-enhanced
rnicrostructural evolution. Computational successes included mesh matching and
optimization of data handom the results reproduced strain-enhanced boundary migration
(SIBM). \

3. The first direct links between mesoscale simulations and OIM data ,
_.

OIM microstructure were input into Object Oriented Finite Element (OOF)
simulations to predict the elastic and-fracture response of alumina ceramics upon cooling.
Microcracks were found to originate at grain triple junctions. The critical grain size for
rnicrocractig was SUCC.eS-SIWypredicted N a fwction dtk gl=sy gr~ bo~dw

phase and the crystallographic texture.

OIM microstructure of pure copper before and after defoliation were compared
to Polycrystal Plasticity simulations. The simulations reproduced macrotexture well;
however the simulations did not accurately capture rnicrotextu.re evolution. This is likely
because the simulations do not include a substructure formation length scale necessary to
model the subgrain formation that characterizes deformed copper.

4. An element-free Materials Point Method (MPM) for large-strain
deformations coupled to microstructural evolution

The first massively parallel, three-dimensional MPM with periodic boundary
conditions was implemented and tested. A boundary decohesion model was included in
MPM to model microcracking, and a Phase Field model for coarsening was coupled with
MPM to model microstructural evolution.

5. Extensive experimental testing and characterization of CuSil alloys and
stronglink aluminas

6. Recognition of the problem of substructure length scale in current finite
element implementations

h international workshop was held to address this problem, and based on the
findings of the workshop, a proposal for solving this problem was funded to begin in

~ FYOO.
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Appendix A: Experimental support

High temperature creeplfatigue testing of CuSil specimens

We proposed conducting high temperature creep/ low-cycle fatigue tests on
samples in the Ag/Cu system on the Gleeble 1500 thermomechanical simulator. This was
mainly as a supplement to the work done on conventional test h.mes whose test
chambers and dilatometers were limited to <600°F (316°C). In order to measure accurate
dilatome@ and mechanical test data using the Gleeble, several modifications needed to
be made to the testing equipment. The existing 18,000 lb capacity load cell was
impractical to do deformation studies on materials that are relatively soft such as copper,
gold, or silver, especially at elevated temperatures, without requiring large diameter
cross-sections (on the order of 1 inch) given that these are precious materials. Partly, this
is because it would be operating at a low fraction of its capacity, but more seriously
because it is located outside of sliding seals which maintain the integrity of the
environmental chamber that the sample is in during testing. These seals exerted a variable
frictional force that was found comparable to the force generated by the specimen. Thus,
a low force load cell assembly which relocated the load cell inside the chamber, and
which was capable of using a load cell with maximum capacity of 500 lbs was acquired
and fitted to our present equipment. In learning how to use this retrofit we determined
that while the loads that can be measured are now acceptable, due to the nature of the
main electronic control loops, the Gleeble can not be safely operated in load control, but
must be operated irr stroke or strain control. While this limits what can be done
experimentally, it is not really too serious, as fatigue and stress relaxation testing is
normally done in these latter modes. It is a more serious impediment to creep testing,
however, where a controlled load is desired.

Once the load measurement resolution problem was solved, several sample
geometries including both tensile and compression ~pes were evaluated (in consultation

29



—. .< —..—

with T. Buchheit Dept. 1835) that would allow the evaluation of small load tensile
properties using stroke control for regions of plastic deformation. This basically involves
the direct measurement of the reduction in cross-sectional area (with a high resolution
diametral dilatometer) and measuring the .@e..stres.sti.ectiy.~ese tests were performed
using already available 304 Stainless steel specimens to prove the feasibility.

In addition, an alternative method of attaching thermocouples had to be validated
for the Ag/Cu system creep/fatigue samples. Normal Gleeble practice involves welding
a control thermocouple directly to the center of the specimen gauge length. This was
deemed undesirable in creep/fatigue testing as it would introduce a discontinuity and
would locally change the microstructure. @is also difficult to weld the normal type K
thermocouple reliably to Ag/Cu-base materials). An alternative method where a
thermocouple was ‘tied’ onto the sample was developed. The Gleeble reference materials
also suggested that some limitation of testing conditions would be encountered in such
high electrical conductivity specimens (the Gleeble uses AC resistance heating to control
specimen temperature). However, validation tests on pure Cu were successfid and
showed that the samples could still be heated at rates on the order of 10°C /s and held at
temperatures of 400”C for extended periods of time. During these tests, the Gleeble did
not appear to have any trouble controlling these cycles for pure copper specimens and
thus there is no reason to believe it will not work for the CuSil specimens at temperatures
up to the eutectic melting point.

Using the above steps, a sample geometry was identified and alternate methods of
testing were chosen so that the eutectic CuSil specimens could be tested. Several
specimens were machined and are ready for testing, but due to conflicts with other
programs using the machine and operators and budget constraints, the actual fatigue
testing of the specimens could not be completed in FY99.
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Stress-Strain Curve- PolycrystaUine Cu
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Figure 1. Simulated tensile deformation response of a Copper polycrystal using the
microstructure mechanics model with Bassani-type anisotropic work hardening.
Distribution of Von Mises stress is illustrated at (a) 0.5%, (b) 5% and (c) 50% strain.
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Stress-Strain remdts- “
Simulations of Al - 17.5%CU composites
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Figure 2. (a) Predicted Stress-Strain response of a hypothetical A1-17.5%Cu two-
phase material using microstructure mechanics model and a continuum plasticity
model. The response of each phase is also illustrated. (b) Von Mikes distribution in
two-phase continuum, the copper phase is red. (c) Von Mises distribution in two-
phase polycrystal.
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Figure 3. (a) 125 grain polycrystal in JAS-3D, 1grain equals 1 ftite element, (b) upper-
bound isochoric deformation solution with rotations of a periodic distribution of grains
tracked to 50% strain and compared with experimental data contours on an inverse pole
figure, (c) JAS-3D ftite element solution to isochoric deformation condition with rotations
of each randomly oriented grain tracked to 50% strain on an inverse pole figwe.
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Figure 4. (a) <100> pole figure of as-collected OIM data. (b) 200 ~ x 200 ~ image of
as-collected OIM data. (c) OIM data modified for microstructural deformation simulation.
(d) simulated misorientations relative to original grain orientation after 10% strain on
surface of a tension specimen. (e) inverse pole figure comparing experimental and
simulated subgrain rotations for grain labeled” 1”.
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Tensile Stress-Strain Response:
Isotropic vs. Asaro-type hardening mod
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Figure 5. (a) A comparison of tensile stress-strain curves generated i?om an Asaro-type
anisotropic hardening model, a Sandia developed isotropic hardening model and experimental
data. (b) Von-Mises stress distribution in a polycrystal plasticity simulation using isotropic
hardening model. (c) Von-Mises stress distribution in a polycrystal plasticity simulation using
Asaro-type anisotropic hardening model.
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Figure 6.Yield data predictions for polycrystal plasticity simulations of 200 grains using
Isotropic(Blue) and Asaro (Red) copper work hardening models at (a) O%stiain and (b) 50%
strain.



Stress vs. Strain response
Coarse, Medium and Firw Meshes
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Figure 7. (a) Tensile stress strain response for polycrystal plasticity simulations at 3 different
mesh densities. (b-d) Resolved shear stress distribution and grain size relationship for (b)
fine scale, (c) medium scale, and (d) coarse scale mesh densities.
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Figlure 8. Schemafic of a digitized Potts model microstructure. Different colors rePresent
different pixel values, and black lines are grain boundaries.
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Figure 9. Grain growth in a Cu polycrystal elongated 30%. The colors indicate values of stored
plastic energy (see equation 22)_where blue is l~w and red is high.
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Figure 10. Grain growth rate (i.e., Monte Carlo time to reach an average grain size of 10 voxels)
as a function of deformation. Error bars correspond to standard deviations over forty grain
growth simulations.

.-

Figure 11. Schematic of a front tracking microstructure. Different colors represent different
grains, and black dots are the boundary points used in the front tracking simulation (see text).
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Figure 12. Grain growth in a Cu polycrystal elongated 1%. The colors indicate values of stored
elastic energy (see equation 26) where blue is low and red is high.
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Figure 13. Grain growth rate (i.e., time to reach 20 grains) as a function of
capillary and elastic mobility ratio, ill~kf~ (see equation 25).

the ratio between the



grain
bou%dary o

Figure 14.A GLAD model on a
2D triangular lattice.
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Figure 15.GLAD results of mixed inter-
and intragramdar cracking
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Figure 16.3D GLAD simulation of anisotropic-thermal-expansion induced
microcracking.



Figure 17.Coupled PARGRAIN/GL~ simulation of crack propagation in an
evolving microstructure.
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Figure 18. 2D MPM simulation of anisotropic-thermal-expmsioninduced microcracking.
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Figure 19.MPM simulation of microstructural evolution interaction of two inclusions
initially far apart,
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Figure 20.MPM simulation of microstructural evolution: interaction of two inclusions
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Figure 22. Crack initiation and propagation in alumina with increasing temperature
difference. ~comespon& to-l160, @to-1500, @to-1700, md@to-l9OO0C. Dark
elements are fractured.
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Figure 23. Critical temperature difference vs. grain size in alumina for two different grain
boundary properties (u=9.5x 10-6and 5X10-G/“C) and for boundaries with no glassy
phase.
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