
AIAA 2000-1651
SALINAS -AN IMPLICIT FINITE
ELEMENT STRUCTURAL DYNAMICS
CODE DEVELOPED FOR
MASSIVELY PARALLEL
PLATFORMS
Manoj Bhardwaj, Garth Reese, Brian Driessen,
Kenneth Alvin, and David Day
Sandia National L.uboratories, PO. Box 5800,
Albuquerque, NM 87185-0847.

41st AIAAIASMEIASCEIAHSIASC SDM
April 3-6, 2000/Atlanta, GA

For ~ermission to CODYor republish contact the American Institute of Aeronautics and Astronautics
180; Alexander Bell Dke, Suite 500, Reston, VA22191-4344

,~.,--——,, ,,,.. .,.,.....~=,=- .-,,.., , .W,,,,<,;.Y,W..,:,->..Y7;-.;., , ,:,..-::-.-:<..-.,., ...y\. .. :,----:,~h,,:v-,~ ,-—-- -,— —.—.,.



DISCLAIMER

This report was prepared as an account of work sponsored
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Abstract
As computational needs for structural finite element

analysis increase, a robust implicit structural dynam-
ics code is needed which can handle millions of degrees
of freedom in the model and produce results with quick
turn around time. A parallel code is needed to avoid
limitations of serial platforms. Salinas is an implicit
structural dynamics code specifically designed for mas-
sively parallel platforms. It computes the structural
response of very large complex structures and provide
solutions faster than any existing serial machine. Thk
paper gives a current status of Salinas and uses demon-
stration problems to show Salinas’ performance.

Background
The United States’ commitment to ending under-

ground testing, constraints on nonnuclear testing, and
loss of production capability call for new means of ver-
ifyhg the security of the United States’ nuclear stock-
pile.1 Therefore, in 1996, the US Department of En-
ergy announced its Accelerated Strategic Computing
Initiative (ASCI) aimed at creating predictive simula-
tion and virtual prototyping capabilities, and acceler-
ating the development of high-performance computing
far beyond what might be achieved in the absence
of a focused initiative. More specifically, ASCI’S vi-
sion is to shift promptly from test-based methods to
computational-based methods of ensuring the safety,
reliability, and performance of the US nuclear weapons
stockpile. An initial result of this initiative was the
installation in 1997 at the Sandia National Labora-
tories of an Intel 1.8-Teraflops (trillion floating-point
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operations per second) peak massively parallel sys-
tem known as the ASCI Option Red supercomputer.
Two additional multi-Teraflop systems known as the
ASCI Blue Pacific and ASCI Blue Mountain machines
were subsequently installed at the Livermore and Los
Alamos National Laboratories, respectively. Harness-
ing the power of these ASCI machines and exploiting
their full potential requires the development of scalable
numerical algorithms, which for many applications is
a significant challenge.

Part of the ASCI Wltiative is the development at
Sandia of Salinas~ a massively parallel structural dy-
namics code aimed at providing a scalable compu-
tational workhorse for highly accurate structural dy-
namics models. Such large-scale finite element models
require significant computational effort, but provide
important information including vibrational and shock
loads for components within larger systems, design
optirniiation, frequency response information for guid-
ance and space systems, modal data necessary for
active vibration control, and characterization data for
structural health monitoring.

Salinas
Salinas, a mostly C/C++ code, is an implicit struc-

tural dynamics code desiewed for optimal performance
on massively parallel platforms. It’s primary purpose
is to be the analyst’s tool of choice for structural dy-
namics solutions of finite element models with millions
of degrees of freedom. Scalability on dktributed mem-
ory systems is required to reduce analysis time from
weeks to days or hours. Salinas uses the Message
Passing Interface3 (MPI) standard and is therefore
portable to other parallel platforms including shared
memory machmes. Though Saliias is still under de-
velopment, it has many capabilities which make it a
viable tool, presently, to obtain structural dynamics
solutions.
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Capabilities

Salinas is capable of obtaining static, eigen,4 direct
transient, shock spectra, modal frequency response,
modal transient, and modal shock solutions. Sensi-
tivity analysis5 capability and multi-point constraints
are also available in Salinas.

Salinas’ element library consists of the following el-
ements: 8-noded hexahedral, 20-noded hexahedral,
15-noded wedge, 6-noded wedge, 4noded tetrah~
dral, 10-noded tetrahedral, 3-noded triangular shell, 6-
noded triangular shell, 4noded quadrilateral, 8-noded
quadrilateral, and l-d beam elements. Salines also has
rigid bars, concentrated masses, and springs.

Parallel Solvers

At the heart of Salinas is a parallel solver, FET16
(Finite Element Tearing and Interconnecting). FETI
is a domain decomposition based iterative method
with Lagrange multipliers. In its simplest form, it is
also known as the one-level FETI method, and can
be described as a two-step preconditioned conjugate
gradient (PCG) algorithm where subdomain problems
with Dirichlet (displacement) boundary conditions are
solved in the preconditioning step, and related sub-
domain problems with Neumann (traction) boundary
conditions are solved in a second step. The one-level
FETI method incorporates a relatively small size aux-
iliary problem that is based on subdomain rigid body
modes. Thk coarse problem propagates the error glob-
ally during the PCG iterations and accelerates con-
vergence. The FETI solver was chosen because of its
underlying mechanical concepts, as well as its poten-
tial for delivering scalable performance.

For heterogeneous structures such as the reentry ve-
hicle discussed below, FETI employs a Q projector.7
This provides consistent scalability across subdomain
boundaries for structures where the stiffiwss terms
may vary by many orders of magnitude.

Running Salinas in Parallel

Parallel execution of Salinas has overhead associated
with it which does not exist when running in serial.
For example, the finite element model has to be “d-
ecomposed” into subdomains. These may be spread
to redundant arrays of independent disks (RAIDs)
(18 RAIDS on the Intel Teraflop) to improve parallel
input/output (1/0). The mesh decomposition and op-
timization tools8-11 will not be dkicussed here. With
a model as large as one million degrees of freedom
(d.o.f.), the time is minimal. The timings shown in
this paper will show only the time associated with run-
ning Salinas in parallel. Salinas will be supported for
all ASCI platforms, but all of the demonstration prob-
lems’ results are reported for the Intel Teraflop, also
known as the ASCI Option Red Supercomputer.

AIAA–2000–1651

The ASCI Option Red Supercomputer

The ASCI initiative supports the ASCI Option Red
Supercomputer, a massively parallel machine with a
distributed memory multiple instruction and multiple
data (MIMD) architecture, as well as the ASCI Option
Blue Mountain and ASCI Option Blue Pacific super-
computers. The ASCI Option Red and Blue Mountain
systems run MP LINPACK, one of the industry’s stan-
dard speed tests for large systems, at 2.12 and 1.6
Teraflops respectively. 12 Peak speed of the ASCI Op-
tion Red Supercomputer is 3.0969 TF1oPs.

The ASCI Option Red supercomputer, also known
as the Intel Teraflops machine, is the first largescale
supercomputer built entirely of commodity, commer-
cial, off-th~shelf (COTS) components. It has 4,536
compute and 72 service nodes each with 2 Pentium
Pro processors. The system has over 1 terabyte of real
memory, and two independent l-Terabyte disk sys-
tems. It occupies 1600 sq. ft. of floor-space. The
system’s 9216 Pentium Pro processors are connected
by a 38x32x2 mesh.

The Pentium Pro processor runs at 333 MHz and has
a peak floating-point rate of 333 Mflops. It has sepa-
rate on-chip data and instruction L1 caches of 8 Kbytes
each. It also has an L2 cache of 256 Kbytes packaged
with the CPU in a single dual-cavity pin grid array
(PGA) package. All cache lines are 32 bytes wide.
The system was delivered with 128 Mbytes of mem-
ory per node, but has been upgrade to 256 Mbytes
of memory per node. The two processors on each
node support two on-board peripheral component in-
terconnect (PCI) interfaces; each of these interfaces
provides 133 Mbytes/see 1/0 bandwidth. The memory
subsystem is structured as four rows of four indepen-
dently controlled and sequentially interleaved banks
of DRAM to produce up to 533 Mbytes/see of data
throughput. Each memory bank is 72 bits wide. The
router supports bl-directional bandwidths of up to 800
Mbytes/see over each of the 6 ports. As many as four
message streams can pass on any given port and at
any given time.

Two UNIX-based operating systems collectively
called the Teraflops OS run on the ASCI Option Red
Supercomputer and present a single system image to
the user. Compute nodes run an efficient small op
crating system called Cougar.13-15 Service nodes run
POSIX 1003.1 and XPG3, and AT&T System V.3 and
4.3 BSD Reno VFS.16 The fde system is concentrated
on a small set of specialized nodes that process 1/0 r~
quests. Symbios RM20 RAIDs are used for secondary
storage. A Symbios RM20 RAID hes two bays of ten
drives each and two controllers. The disk drives are
Seagate 4Gbyte Barracudas with a 3.5” form-factor
(Ref. 16).
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Demonstration Problems
To demonstrate the scalability of Salinas, Bench-

mark Problems (described in next section) are run and
timings obtained on varying number of processors be-
tween 8 and 1000. Here, scalability is the abWy to
solve an n-times larger problem on n-times larger num-
ber of processors in a nearly constant CPU time.17

A mock-up reentry vehicle is chosen to demonstrate
the capability of Salinas for statics on a highly het-
erogeneous problem. The model is chosen to include
many of the computational challenges inherent in mod-
els of complex structures. By doubling the mesh of the
this RV model, a model with eight-times as many ele-
ments is used to show Salinas’ capability in obtaining
a structural dynamics solution on very large, complex
finite element models.

An Electronics Package model, another heteroge
neous model composed of 10-noded tetrahedral and
six-noded triangular elements, is used to demonstrate
the parallel eigensolver capability of Salinss.

A beam structure modeled using hexahedral el~
ments is chosen to show the size of problems Salinas’
can solve routinely in a relatively short time. Each of
these models is described below.

BP1 and BP2

To determine the scalability of Salinas, model prob-
lems are needed which can grow proportionately as
the number of processors increases. Two benchmark
models are chosen for thk paper. For both problems
each processor has one and only one subdomain. Each
subdomain is a cube of 12x12x12 8-noded hexahedral
elements. Benchmark problem 1 (BP1) (Figure 1) is
a cube which grows with parameter n, the number of
subcubes along each side of the problem. Therefore for
n=l, the global model is a cube of 12x12x12 8-noded
hexahedral elements. For n=3, the global problem is a
cube with 12*3 hexahedral elements along each edge.
Since each processor only has one subcube of 12x12x12
elements, 27 processors are needed for th~ problem.

Benchmark problem 2 (BP2) (Figure 2) is a beam-
Iike structure with the cross section being a square
modeled by 4 subcubes. However, as opposed to grow-
ing like a cube like BP1, BP2 grows only in one dhec-
tion along the length of the beam. Again each pro-
cessor has a subcube of 12x12x12 elements. For n=3,
the cross-section remains the same, but the length of
the beam has changed so that there are 12*3 elements
along the length of the beam. The total number of
subcubes is 12, therefore 12 processors are needed.

BP1 and BP2 are run with the number of processors
varying between 8 and 1000 on the ASCI Option Red
Supercomputer. The problem size and processor size
are both increased by a factor of n and the CPU time
is recorded. These CPU times indicate the scalability
of the code to obtain static solutions of benchmark
problems.

AIAA–2000-1651

Reentry Vehicle

As another demonstration problem, a mock-up reen-
try vehicle (RV) (Figure 3) is used to demonstrate the
static analysis capability of Salinas on the ASCI Op-
tion Red Supercomputer. An RV can be expected to
experience different loadings in normal and hostile en-
vironments. Its structural response during vibration
is usually predicted by modal analysis, while its shock
response is usually simulated by a direct transient
analysis. The predictive computation of responses
at component levels requires a detailed finite element
model of the full body as well as the individual com-
ponents.

The mock-up RV is composed of 330,300 elements
and 334,759 nodes. With slightly more than one mil-
lion degrees of freedom, this model requires signifi-
cant computational power, and provides a reasonable
benchmark for massively parallel computational plat-
forms. All elements of the mesh are either 8-noded
brick or 6-noded wedge elements. Decomposing this
mesh into subdomains with good aspect ratios and
without mechanisms is a dficult task because the RV
aeroshell ia composed of thm walls.

In addition to the decomposition complexities, there
are eight different materials that are scattered within
the RV model. The colors in Figure 3 represent the
various materials. The Young’s modufi vary from 102
psi to 3 x 107 psi. Hence, this RV structure is highly
heterogeneous and can be expected to challenge any
iterative solver.

A static analysis on this RV, decomposed into ap
proximately 250 and 500 subdomains, is run on the
ASCI Option Red Supercomputer. CPU times are
obtained for various decompositions of the RV. The
three decompositions are the following (i) partition
the mesh as is, with particular attention to the sub-
domain aspect ration, (ii) partition the mesh along its
material boundaries, and (iii) reorganize all the ma-
terial groups of the RV finite element model into two
clusters and partition each cluster separately.

Extra Large Reentry Vehicle

To test model size limits, the mock-up reentry vehi-
cle used above is refined such that the model contains
eight times as many elements. This model, the extra
large RV (XLRV), contains approximately 8 million
degrees of freedom.

A static analysis on th~ XLRV, decomposed into
approximately 1000 sub domains, is run on the ASCI
Option Red Supercomputer. CPU times are reported
for the arbitrary decomposition of the XLRV.

Electronics Pacbge Model

To demonstrate the eigen solution capability of Sali-
nas, an Electronics Package (EP) model is chosen. The
model (Figures 4,5) consists of 0.5 million degrees of
freedom and is decomposed into 256 subdomains. The
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first four flexible eigenvalues and eigenvectors are cal-
. . culated. The model is composed of 100,000 10-noded

tetrahedral and 12,000 six-noded triangular elements.
The solution is compared to MSC/NASTRAN’s solu-
tion.

An eigensolver was selected for Salinas based on
robustness, accuracy, scalability and efficiency, with
the underlying linear solver being FETI. Elgen solver
methods based on Lanczos and subspace iteration were
evaluated. The PARPACK Lanczos-based solver was
selected due to its minimal memory storage require
ments, reliability, and because the number of linear
systems solved per mode is nearly minimized.

Lar~e Beam Model

Since very large finite element models are difficult
to find or create, a uniform beam is chosen as the
structure to demonstrate Salinas’ capability to obtain
structural dynamics solutions quickly. The beam is
modeled using 6.75 million 8-noded hexahedral ele-
ments. The finite element model is decomposed into
2000 subdomains. A static solution is obtained using
Salinss on 2000 processors. ThB model contains more
than 20 million equations.

Results
BP1 and BP2 problems

Results for the scalability anaIysis for modek BP1
and BP2 are shown in Tables 1 and 2, respectively, and
plotted in Figure 6. Figure 7 shows the solver time and
total time for BP2. Tables 1 and 2 show the problem
size, the number of subdomains (# of processors =
# of subdomains), and the time to obtain a static
solution. Problem size varied between 46,000 degrees
of freedom and 5.6 million degrees of freedom.

The ideal result is a constant time for all the vari-
ous cases shown in Tables 1 and 2. Since the problem
size is the same per processor, a static solution for
a 5.6 million degree of freedom cube takes 360 sec on
1000 processors while a small cube with approximately
50,000 degrees of freedom takes 336 seconds on 8 pro-
cessors. Thk shows that the solution algorithm scales
very well for both model problems.

Reentmv Vehicle

Timings for the RV for various number of subdo-
mains and partition types are shown in Table 3. The
arbitrary decomposition, i.e. partition type (i), per-
formed the best with the least amount of time for
both 250 and 500 subdomain problems. Partitions (ii)
and (iii) did not perform as well which indicates the
degrading performance obtainable due to “bad” parti-
tioning.

For the BP1 and BP2 problems, the probIem size
was kept fixed as the number of processors was in-
creased. In contrast, the RV finite element model
was kept fixed while the number of processors was
increased from 250 to 513. The total time was cut

AIAA–2000-1651

in half as the number of processors doubled, which
demonstrates the scalability of Salinas for complex
structures.

Extra Large Reentry VeKlcle

A static solution for the XLRV decomposed into
1000 subdomains is obtained. The total time for the
solution is 11 minutes 21 seconds. Thk compares well
with the 474s ( 8 min ) solution time for the RV with
250 subdomains. With many parallel codes, the com-
munication time starts to become a larger factor in the
total time and decreases the efficiency of the code. The
XLRV demonstrates that Salinas can calculate a static
solution of a complex structure with almost 10 million
equations efficiently on a large number of processors.

Electronics Packafze

The first ten frequencies are calculated for the EP
using MSC/NASTRAN and Saliias’ parallel eigen-
solver. MSC/NASTRAN is run on an 18 node Sun
Spare servei with 6 Gigabytes of RAM, while Salinas
is run on 256 processors on the Intel ASCI Option Red
Supercomputer.

Since the first 6 modes are rigid body modes ( zero
frequency), Table 4 compares the first four flexible
frequencies obtained by MSC/NASTRAN and Sali-
nas. The results indicate excellent agreement for the
four modes between Salinas and MSC/NASTRAN.
The time to obtain the 10 modes on a serial plat-
form required more than 5 days, while on 256 pro-
cessors, the solution was required approximately 30
minutes. Clearly there are significant differences in
platforms, algorithms, and capabtilties, but the po-
tential for speed-up using parallel approaches cannot
be denied.

Large Beam Model

The long hex beam is chosen to demonstrate the
capability to handle large finite element models for
obtainhg structural dynamics solutions. A statilc solu-
tion of the 20.25 million degree of freedom beam model
is obtained on 2000 processors. The total solution time
is 21 minutes and 3 seconds. This example shows Sali-
nas capability to obtain a static solution on a larger
finite element model on a large number of processors
quickly. The 2000 processors are not a “bottleneck”
and indeed, Salinas scales well to thousands of proces-
sors.

Conclusions
Results for BP1 and BP2 problems show the scal-

ability of Salinas by obtaining static solutions of a
46,000 d.o.f. model and a 5.6 milhon d.o.f. model
in about the same time. The BP1 and BP2 problem
sizes per processor were kept fixed as the number of
processors increased.

The XLRV and RV models showed that Salinas per-
formed well even when the model is highly heterog~
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neous. The material properties varied by 5 orders of
. magnitude, As the number of processors was increased

from about 250 to about 500, the total time was reduce
by one-half. The XLRV shows the capability of Sali-
nas to obtain a static solution of a 10 million degree
of freedom problem quickly.

The EP model demonstrates that Salina.s’ paral-
lel eigensolver obtains structural dynamics solutions
quickly and efficiently. The EP model also shows the
comparison between Salinas and MSC/NASTRAN to
be excellent when comparing the first four flexible fre-
quencies. This model demonstrates the potential of
using parallel approaches by reducing the required so-
lution time from 5 days to 30 minutes.

The beam modeled using 6.75 million 8-noded hexa-
hedral elements, shows Salinas’ capacity to be efficient
on 2000 processors. A static solution of thk 20 million
degree of freedom model is obtained in less than one
hour. Many parallel codes would pay a heavy commu-
nication expense, but Salinas’ scalability is shown in
that a there is not a large communication “hit” even
when using 2000 processors.
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Fig. 1 Benchmark Problem 1

h Inmmingn

Fig. 2 Benchmark Problem 2

#of subdomaina Partition Type Total Time
I Mode No. I Salinas

250
I MSC/NASTRAN {

i 474 sec

241 ii 657 sec
257

...
111 350 sec

513 i 219 sec

505 ii 502 sec - -

517
...
111 218 sec Table 4 Mode Comparison between Salinas and

MSC/NASTRAN
Table 3 Reentry Vehicle Timings
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Fig. 3 Cut-away View of Reentry Vehicle Model

Aii3n.

Fig. 4 Electronics Package Model (EPM)
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Fig. 5 More Detailed Electronics Package Model(EPM)
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Fig. 6 Scalability of Benchmark Problems I and II to 1000 processors
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Fig. ‘7 Scalability of Benchmark Problem II of Solver and Total Time to 1000 processors
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