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1. STEAM-WATER RELATIVE PERMEABILITY 

1.1 INTRODUCTION 
Reliable measurement of steam-water relative permeability functions is of great importance for geothemnl 
reservoir performance simulation. Despite their importance, these functions are poorly known due to the lack 
of fundamental understanding of steam-water flows, and the difficulty of making direct measuyements. The 
Stanford Geothermal Program has used an X-ray CT (Computer Tomography) scanner to obtain accurate 
saturation profiles by direct measurement. During the last five years, we have carried out experiments with 
nitrogen-water flow and with steam-water flow, and examined the effects of heat transfer and phase change by 
comparing these sets of results. 

In porous rocks, it was found that the steam-water relative permeabilities follow Corey type relationships 
similar to those in nitrogen-water flow, but that the irreducible gas phase saturation is smaller for steam than 
for nitrogen. The irreducible saturations represent substantial fractions of the recoverable energy in place yet 
are hard to determine in the field. Understanding the typical magnitude of irreducible saturations will lead to a 
much clearer forecast of geothermal field performance. In fracture flow, indirect measurements suggested that 
the relative permeabilities follow a linear (or "Xcurve'l) behavior - but there is still considerable uncertainty 
in the knowledge of this behavior. 

1.2 INTRODUCTION 
The flow of steam and water through the interstices of geothermal rocks is governed by complex physical 
phenomena involving mechanical interaction between the two fluids, water and steam, as well as by the 
thermodynamic effects of boiling heat transfer. This complex interaction is commonly described in terms of 
the steam-water relative permeabilities, defined as a modification of Darcy's Law for single-phase flow: 

where q, k, p, A, L, dp are volumetric fluid flow rate, absolute permeability, fluid viscosity, cross-sectional 
area, length and pressure drop over the length L, respectively. When steam and water flow simultaneously, 
each phase is governed by an independent flow equation: 

k, = kk, =- ' 1  Pi ; i = steam, water. 
A&, 

Here ki is effective permeability to phase i, qi is volumetric fluid flow rate of phase i, and U. is viscosity of 
phase i. The nondimensional form of effective permeability, called the relative permeability (kr), is defined as 
the ratio of effective permeability to absolute permeability (k,=k&). Relative permeabilities are generally 
expressed as a function of the wetting phase saturation (usually water in the case of steam-water flow). 

steam-water relative permeabilities have been shown to make a significant impact on the performance of 
geothermal reservoirs (Bodvarsson, OSullivan and Tsang, 1980), however in practice they are extremely 
difficult parameters to measure. For homogeneous porous media the commonly assumed relative 
permeabilities are the Corey expressions (Corey, 1954): 
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kd = S" (S' < 1) 

k, = (l-s*p(l-sy 
s' = (s - S,)/(S, - SJ 

(S' < 1) 

where Sgr and Sb are the irreducible or residual saturations for liquid and gas, respectively. For fractured 
media, it has been more common to assume that the relative permeabilities follow the linear relationships 
known as the "X-curves": 

kd =S' (S' < 1) 
k, = (1 - S') (S' < 1) (1.4) 

S* = Cs-skI/(sgr -s.+) 
where it is common to assume the residual saturations S, and Sk to be zero. These two types of relative 
permeability curve am illustrated in Figure 1.1. 

The principal problems in obtaining steam-water relative permeabilities experimentally are in measuring: (1) 
the in-place saturations, and (2) $e flow rates of the two phases. In oil-water relative permeability 
experiments, the saturations and flow rates are determined easily by direct measurement of the inflows and 
outflows of the two phases, but in the case of steam and water the phases can easily change from one to the 
other, hence the difficulty. Table 1.1 summarizes 25 years of work in the determination of steam-water relative 
permeability, including the methods used to measure saturation. Despite the number of independent studies, 
the results have proven to be inconsistent, hence confidence in the use of the results for commercial reservoir 
simulation has been low. - 

The Stanford Geothermal Program has conducted steam-water relative permeability experiments in two 
campaigns, one in the 1970s (Arihara, 1974, Chen et al., 1978, Counsil and m y ,  1979) and more recently in 
the 1990s (Ambusso, 1996, Tovar, 1997, Satik, 1998, Mahiya, 1999). Since 1996, the Stanford measurements 
have used X-ray CT (Computer Tomography) methods to determine the in-place steam saturation. This 
powerful and accurate method allows for the steam-water distribution to be obtained at any place within the 
c m  (see Figure 1. 
were consistent with earlier literature - the difficulty of determining the indihdual ste& and water flow rates 
remained. One of our first successful measurements was by Ambusso (1996), Figure 1.3, who suggested that 

am-water relative permeabilities were best described by the X-curves. However, later measurements by 
Sa& (1998), Figure 1.4, failed to c o n h  this, and indicated that Corey 'tupe behavior was more likely (as had 

Nonetheless, repeated studies st i l l  had difficulty in producing repeatable results that 

The study by Sanchez and Schechter (1990) had used an adiabatic experiment, maintaining the heat in the 
sample by use of guard heaters. The experiments of Ambusso (1996) and Sat& (1998) were nonadiabatic, 
mainly because ferrous heaters placed around the core would attenuate the X-rays and cause artifacts in the- 
saturation measurement. In the nonadiabatic experiments, the phase flow rates were computed after carefidly 
measuring the heat fluxes from the core; nonetheless, this computation increased the uncertainty of the results. 
Since the results of Satik (1998) differed from those of Ambusso (1996) (although similar to the results of 
Sanchez and Schechter, 1990) and were difficult to reproduce, in 1999 Mahiya undertook a new study, 
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ining the adiabatic approach of Sanchez and Schechter (1990) with the X-ray CT measurement of 
tion as used by Satik (1998). The study used a very thin film heater which avoided the problem of X-ray 

enuation. The measurements attained by Mahiya (1999) demonstrated repeatability of Satik's 1998 results, 
d were close to those of Sanchez and Schechter (1990). Thus it was finally possible to associate confidence 
these measurements, and to conclude that steam-water relative permeability relationships are of the Grey 

type. The measurements and experimental methodology described by Mahiya (1999) will be one of the main 

opics of this paper. 

1.3 EXPERIMENTS 
The physical parameters required to establish relative permeability curves are pressure, temperature, heat flux, 
flow rates and saturation. The experimental apparatus used by Satik (1998) and Mahiya (1 999) made use of a 
nonmetallic coreholder made of the material PEEK, with a series of pressure and temperature measurements 
made along the interior axis of the core. Steam and water were injected independently into two separate ports 
at the inlet end of the coreholder, each with their own positivedisplacement pump. The water used for 
injection was deaerated by preboiling, and then reheated by immersion heaters that were constructed within the 
inlet endplate of the coreholder. This configuration reduced heat losses between the heater and the core entry 
that had been a concern to Sanchez and Schechter (1990). Heat losses from &e core were cancelled out using 
thin-film guard heaters under automatic computer control. 

13.1 Experimental Configuration 
Figure 1.5 shows a schematic of the apparatus that allowed real-time measurement of the required quantities. 
The experiment used a 43 cm Berea sandstone core with a nominal absolute permeability of 1200 md and a 
measured porosity of 24%. This was the same core used in experiments by Satik (1998). Pressures and 
temperatures were measured through ports at eight positions along the core spaced 5 cm apart. These ports 
connected the core to pressure transducers via plastic tubings, and provided tapping points into which 
thermocouple wires were inserted for temperature readings. A blanket of insulating fiber around this assembly 
partially reduced the escape of heat. 

In order to achieve two-phase conditions in the core, dry steam and hot liquid water were injected separately 
into two ports at the inlet using two independent constantdisplacement pumps: Injection rates were typically 
between 0 and 10 dmin .  Each stream of fluid used deionized water pumped from a common reservoir to a 
boiler and then to a condensing loop. This process eliminated dissoived air that would introduce errors in the 
saturation measurements. The deaerated water was then delivered to the heating head in the core inlet where 
each of the two stre- was reheated to either steam or hot water. Steam and water then became mixed in the 
first few centimeters of the porous medium. Injection temperatures were typically of order 120°C, although the 
value varied somewhat from one step to the next. Fluid exited the core at atmospheric pressure and was 
directed to the sink where volumetric rate was checked using a graduated cyliider and timer, and compared 
with the injection rates specified at the two inlet pumps. 

In-situ saturation values were determined from CT image arrays generated by the X-ray CI' scanner. The core 
assembly was mounted and secured on a stepper motor that allowed movement of the core in and out of the X- 
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ray gantry with 1 cm interval. We were able to take measurements at 41 sections along the core. Figure 1.6 
shows the major components of the experimental apparatus and the CT scanner. 

13.2 Flexible Guard Heaters 
Despite the thick layer of insulation around the coreholder, there was still considerable heat escaping fiom the 
core in Satik's 1998 experiments. In the new experiment, the exact amount of heat that was lost was supplied 
back to the system, so that overall heat loss would be negligible, if not zero. We designed flexible heaters 
custom-made for this purpose. Figure 1.7 shows a schematic of one of the Kapton-insulated flexible heaters. 

Since single-sheet heaters long enough to completely cover the core were not available, we used two separate 
20x25 cm and 23x25 cm sheets. Holes with 1.34 cm diameters were provided to allow for the protruding 
pressure ports along the core length. Each sheet was an array of eight or nine 2.5~25 cm strips of heating 
elements that could be controlled independently. In effect, we had 17 different heaters, each rated at 0.4 Wlcm2 
at 115 volts. Since the heaters required only a small amount of current to operate, we used a transformer to 
stepdown the voltage from 120 VAC to 60 VAC. The flexible thin-film heaters did not cause significant X-ray 
interference. 

Each of the 17 independent heating strips was controlled in response to its own heat flux sensor placed under 
the heater on the surface of the coreholder. The voltage to the heater strip was switched on and off with an on- 
time sufficient to supply enough heat to balance the energy being lost from the core. In most cases the 
switching cycle was 20-30 times a minute. Each strip was controlled independently, using a 32channel 
National Instruments ScxI1163-R solid-state relay output module. 

133 Experimental Process 
The core preparation procedure involved drying the core by subjecting it to 120°C in an oven and 
simultaneously pulling a vacuum. The core had previously been baked at higher temperatures for the purpose 
of deactivating clays in the rock Once dried, the core was assembled into the coreholder, and bonded in place 
using epoxy. A dry X-ray scan was then 
fully saturated with water and scanned 
was obtained. The next st+ w 
experimental saturations. The 
The electrical power was increased in s 
-dry steam and hot water. During 
nonwetting phase (steam) and h 
core was allowed to stabilize before an X-ra 

on values CT- The core was then 
s of CTw, and from these the porosity distribution 

which was necessary for calculating flow hot liquid water to obtain 
letioi of this scan marked the start of the actual ~~ow-through experiments. 

the voltage settings of the two heaters that generated 
wetting phase (water) was displaced by the 

age process. At each stage, two-phase flow in the 
rformed. Pressure, temperature and heat fluxes from 

surd at every stabilization. The maximum 
Once maximum steam saturation was ac 

saturation'was reached by injecting only 
power to the steam and water heaters 

displaced steam. The values of 
uted after choosing sections of the core in which-the 

was gradually decreased to create an 
relative permeability to steam and w 
saturation could be seen (in the CT scans) to be constant: One important aspect of the computation was the 
requirement to correct for the Klinkenberg slip effect, as described by Li and Home (1999). 
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1.3.4 Results 

The results of the 1999 experiments by Mahiya are shown in Figure 1.8.b The behavior of the relative 
permeability curves in these measurements is clearly of the Corey type, and shows little difference between 
drainage and imbibition processes. The relative permeability values are in close agreement with the values of 
both Satik (1998), for the same rock, and with the values of Sanchez and Schechter (1990), for an 
unconsolidated sand. Figure 1.9 shows the comparison in terms of k, vs. k,, showing the agreement between 
these three measurements, and the substantial difference of the results of Ambusso (1996). Also shown on 
Figure 1.9 are the relative permeability values for nitrogen and water (imbibition process), as measured by Li 
and Nassori in the same core and experimental apparatus used by Mahiya (1999) - although similar in shape, it 
is clear that the relative permeability to nitrogen is less than that to steam, mainly because the irreducible 
nitrogen saturation (about 0.3) is significantly greater than the irreducible steam saturation (about 0.2). The 
same data, plotted as a function of water saturation in Figure 1.10 shows that it is the gas relative permeability 
that differs most prominently betweem steam and nitrogen - the water relative permeabilities are almost the 
Sa. I IE .  

Although we may call the results ofthe experiments of"Corey type", in fact the values ofthe relative 
permeabilities are better fit to more general relations, of the type suggested by Honarpour et at. (1982): 

where S, and S,, are the water and steam irreducible saturations respectively. Figure 1.11 shows a match to 
the data from the combined drainage and imbibition results of Mahiya (1999). The values of the best fit 
parameters are k d  = 0.63, k d  = 0.49, S,, = 0.13, S, = 0.27, n, = 2.04 and nw = 2.65. The value of n, (2.04) is 
very close to the Corey value of 2 fiom Eq. (1.3), while the value of n, (2.65) is less than the Corey value of 4. 

1.4 FRACTURE FLOW EXPERIMENTS 
The relative permeabilities resulting from multiphase flow in fractures have received considerably less 
attention in published literature than those in porous media. The classically assumed Xcurves (Figure 1.1) 
originated from experiments by Romm (1966) using oil-water flow in smooth fractures divided into strips in 
the flow direction. In Romm's experiments, the limiting values of the relative permeabilities k d  and k d  were 
both 1.0, and the residual saturations were both 0.0. That is, the sum of the relative permeabilities would 
always be one. More recent oil-water experiments in smooth fractures by Pan et al. (1996) also showed the 
residual saturations to be both 0.0, but the limiting k d  and k d  values were less than 1.0. Similar results were 
inferred in &-water flow in rough-walled fractures by Rangel-German et al. (1999). 

Other experiments in rough-walled fractures have shown different kinds of relative permeability behavior. 
Fourar et al. (1993) conducted air-water experiments in both smooth- and rough-walled fractures, and proposed 
that the relative permeability concept was not useful to describe mdtiphase flow in fractures since the apparent 
relative permeability s would be functions of velocity. Even so, the apparent relative permeability curves 
shown in Fourar et al 3) do not appear to follow either Xcurve or Corey behavior at any velocity. 
Persoff and Pruess (1995) measured air-water relative permeabilities in rough-walled fractures, and also 
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concluded that the values differ from either Corey or linear behavior (showing lower values than either of 
those two models, see Figure 1.12). 

The theoretical study by Pruess and Tsang (1990) suggested that relative permeabilities in hctures may add 
up to considerably less than one, although the theory specifically excludes the possibility of "blobs" of one 
phase beiig conveyed by the other. The study also predicted ranges of saturation values at which neither phase 
can flow at all. In another study that released the "blob transport" exclusion, Rossen and Kumar (1992) 
advanced a theory that suggests a range of possibilities between the "sub-Corey" results of Pruess and Tsang 
(1990) at the lower end and the X-curves at the upper end. 

All of the experimental studies mentioned so far in this section have been for air-water or oil-water flow. 
However, in fractures steam-water flow experiments have proven to be much more difficult, for the same 
reasons described in Section 1 for porous meqa. In one study, Wang arid Home (1999) inferred the steam- 
water relative permeabilities indirectly from experiments in a rough-walled fracture made of two plates of 
shower glass. 100°C water and steam flowed radially ipward through the fracture towards a central port at 
which a vacuum was applied. Matching the observed temperature distribution in the fracture revealed that the 
observations could be replicated using a numerical simulation only if the relative permeability model was of 
the Xcurve type (Figure 1.13). 

1.5 DISCUSSION 
The combined results of Satik (1998) and Mahiya (1999) established repeatability of the relative permeability 
measurements, and confirmed that these parameters follow the Corey type of behavior for flow in a porous 
rock. The similarity to the me 
credence to this observation. 

An important question to be 
deviation found by Sat& (1998) provided significant confus 
permeability curve is the more appropriate. The confirming 
the Corey type of behavior that is correct. It could be conc 
experiment had cracked, perhaps at the 
determining steam and water flow rates 

ez and Schechter (1990) in unconsolidated sand adds further 

ts of Ambusso (1996) were so different. The prominent 
which of the two styles of relative 

by Mahiya (1999) suggest that it is 
in the Ambusso (1996) 

confinement, or maybe that the less sophisticated method of 
in greater experimental error. 

. .  CONCLUSIONS 
Steam-water relative permeabilities in a porous rock have been shown to follow Corey-type behavior. 

2. This behavior has been confirmed in repeated experiments, and by comparison with earlier published 
results. 

3. Roper interpretation of steam-water experiments at close to atmospheric pressure must include the 
influence of Klinkenberg slip effect. 

4.. Steam-water flow is similar to nitrogen water flow, except that the relative permeability to steam is greater 
than that to nitrogen, and the irreducible nitrogen saturation is greater than the irreducible steam saturation. 
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5. Steam-water relative permeabilities for flow in fkactures are sti l l  unknown. Some steam-water and oil- 
water fracture flow experiments imply Xcurve (linear) type of behavior, however other experiments using 
air and water imply even lower phase mobility than would be implied by Corey-type behavior. 

In a real geothermal rock, steam and water will flow simultaneously in both fi-actures and in the porous matrix. 
The combination of these two flow processes may result in an effective relative permeability behavior that 
differs from either the Corey-type or the X-curve type of flow. The effect of this combination of behaviors has 
yet to be determined. 

1 0 a2 0.4 0.6 0.8 

S" 

Figure 1.1: Grey (solid lines) and linear (dashed lines) relative permeability curves. 

F'igure 1.2: Steam distributions measured by X-ray CT, from Satik (1998). 
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Figure 1.6: Core assembly mounted on stepper motor drive in the X-ray CT scanner. 

-* 1' 4- 

Figure 1.7: Schematic of flexible heaters. 
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Figure 1.8: Experimental results from Mahiya (1999) adiabatic experiment, Closed symbols, drainage 
curves; open symbols, imbibition curves. 
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Figure 19: Comparison of results, k, vs. k,. 
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Figure 1.12: Some measurements of air-water relative permeabilities in rough-walled fractures. 
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Figure 1.13: Fracture flow (temperature vs. radius) results from Wang and Home (1999). Match using 
X-curves shown as dashed line, match using Corey curves shown as solid line. 
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Experimenttype 

Steam-water 
Steam-water 
S team-water 
Steam-water 

Table 1.1: Previous experiments relevant to steam-water relative pemeabilities, 1974-1999. 

Saturation Core type 
technique 

CI' scanner Berea sandstone 
CT scanner Berea sandstone 
CT scanner Berea sandstone - Unconsolidated sand - 

I year 
Reference I 

I 

I1999 
I 

I1998 
I 

I1996 
IPiquemal I1994 
lclosmann and Vinegar 11988 Isteam-water-oil ICI' scanner INatural core ~ -1 

Steam-water ITracer IUnconsolidated sand I 
S team-water Gamma ray Unconsolidated sand 
Surfactant-steam- Tracer Berea sandstone 
water 

Counsil and Ramey 1979 Steam-water Capacitance probe Consolidated synthetic 
Home and Ramey 1978 Steam-water Production history Field study 
Chen et al. 1938 Steam-water Capacitance probe Consolidated synthetic 
Grant 1977 Steam-water Production history Field study 
Trimble and Menzie 1975 Steam-water41 Did not measure Berea sandstone 

(1974 Isteam-water lDid not measure I C o n s o l i d a 6 d y o r l  



2. THE ROLE OF CAPILLARY FORCES IN THE NATURAL STATE 
OF FRACTURED GEOTHERMAL RESERVOIRS 

2.1 INTRODUCTION 
Much of the experimental work which pertains to geothermal systems has involved studies on porous 

media. Although most geothermal reservoirs are observed to be fixture dominated, experimental results 
involving porous media are often stil l  applied. It is unclear whether a porous medium model is adequate in 
describing a fractured geothermal reservoir since there are some situations where the fractured nature of the 
reservoir cannot be ignored. One case involves the injection of cold brine (normally around 160OC) as a means 
of pressure support or for environmental reasons. If the geothermal system were to behave like a homogeneous 
porous medium, the thermal front would advance uniformly with the cooler fluid sweeping away the heat from 
the rock In reality, this will not be the case. There will be a preferential flow through the fractures and even 
though there is transfer of heat by conduction from the rock to the cold water passing through the fractures, the 
injected water will arrive much sooner than in the case*of a porous'medium. Because of this problem, a dual 
porosity model is often invoked. Instead of treating the reservoir as homogeneous, fractures are introduced by 
dividing the system into two types of interacting porous media as can be seen in Fig. 2.1. The matrix is 
assigned a permeability, k,,,, and a porosity, hY while the fracture is assigned a higher permeability, kf, and a 
higher porosity, &. 

Fig. 2.1: A dual porosity model. 

In a dual porosity model, the question of how heat is being transferred from the rock matrix to the fluid 
flowing in the fractures has been investigated. Previous works include those by Bodvarsson (1969,1972), 
Drummond and McNabb (1972) and Nathenson (1975). The objective of this work .was to further our 
understanding by investigating how heat and mass transfer is affected by capillary forces. To address this 
issue, it is worthwhile to investigate the heat pipe effect. The heat pipe mechanism (Eastman, 1968) allows the 
upward movement of heat in a system that exhibits a very small temperature gradient. Since this problem is 
reasonably understood from earlier work, looking into the heat pipe mechanism would enable us to understand 
the effect of capillary'pressure on the behavior of fractured reservoirs. 
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White et al. (1971) proposed a conceptual model of a vapordominated geothermal reservoir. The model has 
a deep-seated convecting brine which is heated by a magmatic heat source. On top of this convecting brine is a 
two-phase region whose vapor and liquid phases undergo counterflow convection. This two-phase region is 
separated from the overlying zone of meteoric water and steam condensate by a caprock. For liquiddominated 
systems, most of the conceptual models likewise invoke the presence of a caprock. Such is the case for the 
Tongonan geothermal reservoir in the Philippines (Grant and Studt, 1981) and the Wairakei geothermal field in 
New Zealand (Grindley, 1965). 

Sondergeld and Turcotte (1977) did experimental studies on two-phase thermal convection in a porous 
medium. They were able to observe that a counterflowing two-phase zone can be stable beneath a water- 
saturated zone (Fig. 2.1). This experimental result suggests that geothermal reservoirs need not have to have a 
caprock. How is this possible? Will the presence of fractures destabilize the arrangements of fluids? What wil l  
be the influence of capillarity in permitting this configuration? One of the objectives of this study was to 
explore the stability of a water-saturated zone overlying a two-phase zone. The investigation on the stability of 
such systems was limited, however, to the case of a liquiddominated two-phase reservoir. 

To answer these questions, a numerical investigation was conducted utilizing the commercial program 
TETRAD (version 12). The approach utilized in this study involved the concept of building complexity. To 
start with, a onedimensional numerical model was built in order to examine the heat pipe effect. This model 
was then extended to two dimensions. With this model the effect of capillary forces on heat and mass transfer 
as well as on stability was investigated by varying the capillary pressure curves. 

2.2 PRELIMINARY WORK 

numerical model was constructed in order to duplicate s of the results obtained by previous investigators 
who worked on heat pipes. Having a onedimensional cal model that conforms with experimental and 
theoretical results reinforces the validity of the model. Being confident with the onedimensional model, the 
twodimensional model was cons in a similar fashion to the onedimensional case. Since the numerical 
model now had two dimensions, the question of which differencing scheme, whether a five-point differencing 
scheme or a nine-point differencing scheme, is appropriate for the numerical model was raised. Likewise, the 

prior to the development of the twodimensional numerical model used in this study, a onedimensional 

to be determined. 

2.2.1 One-dimensional mode1 

The onedimensional model consisted of a 7 m x 50 m x 1 m block and ten 7 m x 50 m x 50 m blocks 
stacked on top of each other as shown in Fig. 2.2. The model represents a homogeneous system and the 
properties assigned to each block are summamd ' in Table 2.1. The topmost block was given a very large 
volume in order to impose a constant pressure and saturation condition at the top. The blocks were 

- 

saturated With water. With a 1 W/m2 heat flux imposed at the bottom block, numerical simulation was 
carried out until steady state conditions were attained. 



Table 2.1: Parameters of the one-dimensional model. 

property 

Porosity 
Permeability (md) 

Rock density (kg/m3) 
Rock conductivity (W/m-OC) 
Rock specific heat (kJ/kg-"C) 
Heat flux (W/m2) - block 11 

Relative permeability 
\ 

I 
Block 1 BLocks2-11 

(Large volume element) (Matrix blocks) 
I 

0.8 0.1 
2000 0.5 
2643 2643 
2.88 2.88 

1.0718 1.0718 
1.0 

k, = (I-S? 
kd = (S,13 krl = cs? 
k, = ( M y  

1 

Fig. 23: One-dimensional model of a heat pipe. 

Results indicated that two-phase conditions were present at a depth of 175 m (block no. 5)  down 
to the bottom. In this two-phase region vapor rises up to block no. 5 while liquid trickles fiom block no. 5 
down to the bottom. There was a counterilow of the liquid and the vapor phases within the two-phase 
zone. A plot of the dimensionless heat flux versus saturation is shown in Fig. 2.3. The analytical solution 
and the dimensionless heat flux for each block was derived for the cubic relative permeability curves 
(Table 2.1) utilizing the same procedure Bau and Torrance (1982) used. The dimensionless heat fluxes 
for each block were calculated using the following equation: 

, 

1 where 
I 
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r = dimensionless heat flux 



1 

I 

, 
I /  

1 W/m2 

0""" aquife 
r 

Fig. 2.4: The 20 x 11 x 1 block model. 

The points do not plot on the line representing the analytical solution but instead lie to the right of it. 
One possible explanation is that the heat transfer mechanism in this onedimensional system involves 
both convection and conduction, whereas the analytical solution does not take conduction into account. 
The graph however shows that we were able to produce a liquiddominated heat pipe since the water 
saturations were above the saturation corresponding to the maximum heat flux, in this case, 0.26. 

2.23 Two-dimensional model 

blocks in the x direction instead of just having one and maintaining the number of layers in the z 
direction. The grid system is shown in Fig. 2.4. The model had dimensions of 7 m x 501 m x 50 m and 
consisted of 220 blocks. The first two columns had a length of 0.01 m, the third column had a length that 
is twice that of the previous one and this progression continued until the seventh column had a length of. 
0.32 m. The eighth column had a length of 0.36 and the remaining 12 columns had a length of 0.5 m. The 
depth and width of each grid block was 50 m. The blocks in the first layer were assigned very large 
volumes and were fully saturated with water hence these large volume blocks were termed the aquifer 

With the existing onedimensional model, a two-dimensional grid was produced by having 20 grid 



blocks. The rest of the blocks were labeled as matrix blocks. The same properties outlined in Table 2.1 
were assigned to this twodimensional numerical model. The same heat flux of 1 W/m2 was delivered to 
the blocks at the bottom layer. 

To achieve steady state, the model was ran up to a time of 4 x lo6 days. The results showed no 
variation in the temperature, pressure and saturation values along the x direction in all the layers. Even 
though a twodimensional grid was used, the system behaved l i e  the one-dimensional caSe due to the 
fact that the system was homogeneous. Likewise, the graph of the non-dimensional heat flux as a 
function of water saturation looks exactly like Fig. 2.3. With this two-dimensional model, the stability of 
a wateidominated region over a liquiddominated two-ph&e system was demonstrated. 

The fact that the tw sional model with uniform matrix properties was able to duplicate the 
behavior of the one-dimensional model reinforces the validity of both models as well as that of the 
simulator itself. After having shown that a waterdominated region can be stable over a liquiddominated 
two phase region, the next question was, how would’this stability be affected by the presence of 
fractures. 

The reason why the grid was designed as in Fig. 2.4 was in order to model a fracture on the left- 
hand side. Hombrook and Faulder (1993) modeled a fracture by having large blocks (10 m wide) which 
were assigned a porosity of 0.O001 in order to simulate a 1 mm fracture. The fracture in this case was 
modeled by having blocks which were thin (0.01 m wide) and which were given a porosity of 0.5 in order 
to simulate a 0.005 m hcture. By specifying a larger permeability and porosity to the blocks in column 1 
as compared to the matrix blocks (Fig. 2.4), a fracture at the left-hand side of the model was created. This 
twodimensional model with both fracture and matrix blocks was the one used in the investigation. 

2.23 Five-point versus nine-point diffe 

scheme in the discretization of the differential equations 
grid, the flow in and out of a computational grid point is 
above and below it. With B higher order differencing scheme, such as a &e-point, the four 

The standard approach in numerical simulation work is to make use of the five-point differencing 
* flow. In a two-dimensional 

ints directly to the sides, 

into account. Pruess (1991) indicated that 
heme is appropriate, there are certain 

ss showed that a higher-order -point differencing scheme is 
differencing scheme substantially diminishes the grid ori effects. The study done by Hombrbolc 
and Faulder (1993) asserted that the nine-point differencing scheme was more appropriate. The question 
then was, which differencing scheme is appropriate for the twodimensional s 

a 5 x 1 x 11 block numerical model whose properties were - 

similar to the model described in Section 2.32. The dimensions, however, were 25 m x 50 m x 501 m. 
Using the five-point differencing scheme, the steady state solution was simulated. Tbree other simulation 
runs utilizing the five-point differencing scheme were performed using different models. The second 



model had 10 blocks in the x direction while the third and fourth ones had 14 and 18 blocks, respectively. 
The numerical runs indicated that with the five-point differencing scheme, the results obtained were 
consistent. The steady state solution was independent of the grid system used. 

A second set of simulation runs was conducted using the same set of models. However, this time the 
nine-point differencing scheme was utilized. Results indicated that the steady state solution for each run 
was dependent on the grid system used. 

A comparison between experimental and numerical results was done in order to further examine the 
applicability of the five-point differencing scheme. The experimental results obtained by Bau and 
Torrance (1982) for a porous bed with permeability of 8.5 d were simulated using a radial grid model. 
The centerline temperatures obtained from experiments were compared to those obtained from the 
numerical model where a five-point differencing scheme was used. Fig. 2.5 shows that the numerical 
resub replicate the experimental results especially in the two-phase regions. 

..*..olwm ..... O.(uwm 

..+..MIPYlhlP B .-.. wwha 

Fig. 2.5: A comparison between the centerline temperatures obtained from Bau and Torrance’s 
(1982) experiment and the radial grid numerical model. 

From these observations, we determined that the five-point differencing scheme was more appropriate 
than the nine-point differencing scheme far this type of problem. Hence, all the subsequent numerical 
runs used the five-point differencing scheme. 

23.4 Capillary pressures 

The two-dimensional model described earlier has three different domains - the aquifer, the matrix and 
e blocks. A primary issue in the study was to determine the appropriate capillary pressure 
for the Merent domains. 
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For the aquifer blocks, since we wanted all of the liquid to be mobile we imposed zero capillary 
pressure. For the matrix blocks, the capillary pressure curves were similar to those derived from a typical 
Geysers isotherm (Satik et al., 1996), as described by the van Genuchten equation: 

P c  = P o ( &  -y1_1)M (2.2) 

where po  and A are constants. S, is the effective liquid saturation given by 

(2.3) 
S - S ,  -- 

s,- 1-s, 
where S, is the residual water saturation (Pruess et al., 1992). For the fracture blocks, we first thought 
that since the fracture has a large equivalent pore size, the capillary pressure would approach zero and 
hence would be independent of the saturation. Simulation runs were carried out using constant capillary 
pressures that ranged from 0 to 200 kPa for the fracture blocks. The simulation runs did not converge to a 
steady state solution. Hence, a linear capillary pressure function was used instead. A linear capillary 
pressure function was also utilized by Pruess (1985) and Hornbrook and Faulder (1993) for the fracture 
blocks in their studies. 

2.3 THE EFFECT OF CAPILLARITY ON STABILITY AND FLUID FLOW BETWEEN 
THE FRACTURE AND THE MATRIX 

It has been established in Section 2.2.2 that a water-saturated zone can remain stable over a liquid- 
dominated two-phase region. The question is, what would happen to this stability when a fracture is 
added to the system. Will the system become unstable and fIip over? What role do capillary forces have 
on the observed stability? If the system is in fact stable even with the presence of the fracture, how do 
capillary feces affect the heat and mass transfer between the fracture and the matrix? These issues will 
be discussed in this section. 

23.1 The two-dim 

properties are summarized in Table 2.2. There were five models used in this study, each differing in the 
type of capillary pressure function imposed on the fracture blocks. 

The two-dimensional model constructed in Section 2.2.2 was utilized. The matrix and fracture 

- 
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Table 2.2. Parameters of the two-dimensional model used in the simulation. 

Model Aquifer 
I 0 

- 
Property 

Matrix 
P, = O  

Porosity 
Permeability (md) 
Rock density (kg/m3) 

Rock conductivity (W/m-"C) 
Rock specific heat (kJ/kg-°C) 

Heat flux (W/m2) -blocks 201-220 
Relative permeability 

Aquifer 
0.8 

2000.0 
2643 
2.88 
1.0718 

krl = cs? 
k, = (1-S)' 

Matrix 
0.1 
0.5 
2643 
2.88 
1.0718 
1 .o 

k, = (14,' 
krl = (S? 

Fracture 
0.5 
50.0 
2643 
2.88 
1.0718 
1 .o 

k,  = (l-S? 
krl = (S? 

Table 2.3. The capillary pressures used for the different models. 

Fracture 
Pcf = O  

pd = -200s + 200 
pd = -100s + 100 

pcf = -50s + 50 

Pqf = O  

1 

.. 
j 
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Fig. 2.6. Liquid saturation distribution for Model III. 

The matrix capillary pressure is des 
[ 

. 
while the fracture capil ssure is described by the equation 

(2.5) 

capilli& pressure in ma. mere was no where S is the water saturation 
capillary pressure function assigned to the aquifer blocks.’The capillary pressure functions used in the 
different models are shown in Table 2.3. - 

version 12, simulations were carried out far up to 4 x IO6 days in order to reach 
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23.2 Results and discussion 

For Model I where no capillary pressures were prescribed, the two-phase region underneath the water- 
saturated zone collapsed. The temperature, pressure and saturation profiles indicate that we have a water- 
saturated region occupying the entire system. 

For Model II where a van Genuchten type of capillary pressure curve' was prescribed for the matrix 
blocks and a linear capillary pressure curve with a maximUm value of 200 kPa was prescribed for the 
fracture blocks, an oscillatory behavior was observed for the temperature, pressure and saturation profiles 
with time. The period of oscillation was 3.5 cycles per I x 1d days. 

For Model IJI where the maximum capillary pressure in the fracture blocks is 100 kPa, a water- 
saturated region remains stable on top of the two-phase zone. The saturation distribution is shown in Fig. 
2.6. It was not unlikely that the fracture blocks, being highly permeable, would easily become saturated 
with water from the overlying four layers of fully water-saturated rock matrix. The numerical results 
obtained, however, indicate otherwise. In fact, the fracture has an average steam saturation of 80% while 
the adjacent matrix blocks are on the average 75% saturated with water. 

The dimensionless heat flux for the fracture blocks in the two-phase region were calculated using 
Equation 2.1. These points when plotted versus saturation would lie towards the vapordominated heat 
pipe solution (Fig. 2.7). It can be noted that the point from Layer 5 is far from the analytical curve. This 
point actually belongs to the block that serves as an interface between the water-saturated and the vapor- 
dominated regions. Figure 2.7 indicates that the fracture blocks in Layers 6 to 11 form a vapordominated 
heat pipe. 

0 a2 a4 (YI 1 
wt- 

Fig. 2.7. Plot of the dimensionless heat flux versus saturation for the fracture blocks of Model ID. 

For Model N, the maximum capillary pressure in the fracture blocks was decreased by 50 kPa. The 
saturation field is shown in Fig. 2.8. When the maximum capillary pressure in the fracture blocks was 
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decreased to 50 kPa, the amount of water retained in the fracture blocks decreased. The average steam 
saturation in the fracture blocks within the two-phase zone was 85%. Correspondingly, the amount of 
fluid in the matrix blocks increased. The average water saturation in the matrix blocks became 93%. 
Calculations for the heat flux within the dracture blocks would indicate that we do have a vapor- 
dominated heat pipe (Fig. 2.9). The points are much nearer to the line representing the analytical 
solution. 

The results from Model V show that the matrix blocks are almost entirely water-saturated (Fig. 2.1 1). 
Examination of the pressure, temperature and saturation distribution within the fracture blocks and the 
plot of the dimensionless flux versus saturation (Fig. 2:lO) indicates that the hcture is actually a vapor- 
do-ted heat pipe. When co&ared to Model IV, the saturations are not significantly differenL 
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Fig. 2.8. Liquid saturation distribution for Model IV. 
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Fig. 2.9. Plot of the dimensionless heat flux versus saturation for the fracture blocks of Model IV. 
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Fig. 2.10. Plot of the dimensionless heat flux versus saturation for the fracture blocks of Model V. 
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Fig. 2.1 1. Liquid Saturation on for Model V. 
On the issue of stability, Model I indicates it is not possible to a water- 

saturated region on top of a liquiddominated two-phase fractured reservoir if no capillary pressure 
functions are specified for both the matrix and the fracture blocks. However, Model V gave the result 
that even if no capillary pressures were specified for the fracture blocks, a small two-phase zone could 
still exist below a water-saturated zone. Combining these observations, we can say that not specifjhg 
capillary pressures 
phase region. 

. 

matrix blocks would destroy the 

- -  
I maximum capillary pressure specified on the fracture blocks is diminished, the average steam saturation. 

increases. This is due to the fact that capillary forces tend to suck the liquid phase into the pores of the 
porous medium. In the presence of vapor, the capillary forces through adsorption would induce capillary 
condensation and the net effect is to have a higher liquid saturation. Not specifying capillary pressures in 
the fracture increases the heat pipe effect. This is good if we want to look at it in terms of heat transfer. 

- 
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Based on the results obtained from Model IL it seems that the appropriate value for capillary pressures 
in fractures should not reach 200 kPa. This is reasonable due to the inverse relationship capillary pressure 
has with the mean pore radius. Since the mean pore radius is “large,” small capillary pressures are 
expected. 

Capillary pressures are likewise important as far as the stability of a water-saturated region on top of a 
liquiddominated two-phase zone is concerned. Not specifying a matrix capillary pressure @lode1 I) will 
cause the two-phase zone to collapse under the water-saturated zone. 

The two-dimensional fractured model demonstrates that due to capillary forces, a liquiddominated 
two-phase zone will re& stable under a water-saturated region. Normally, one would think that due to 
the mesence of a high permeability conduit, the liquid would gush through the fracture and quench the .. 
two-phase zone, however, this is not necessarily the case. 

The numerical stability of this system suggests that it is not necessary to model a geothermal system 
as having a caprock on top. This is the same observation made by Sondergeld and Turcotte (1977) based 
on their experimental results. ‘ 

:. 



3. INFERRING INJECTION RETURNS FROM CHLORIDE 
MONITORING DATA 

3.1 INTRODUCTION 
Traditionally, tracer tests are used to establish the degree of connectivity between wells. However, 

for wells that are only weakly connected these tests may need to be conducted over long periods of time 
using huge amounts of tracer of sufficient stabdity to obtain meaningful data. In such cases tracer tests 

can be too costly and impractical. 

On the other hand, there are substances occurring naturally in the reservoir that can behave as tracers. 
One such substance is chloride. In Palinpinon geothermal field in the Philippines, some injectors and 
producers are strongly connected so that changes in injection rates result in corresponding increase or 
decrease in chloride concentrations measured in prdduction wells. Data from one such injector-producer 
pair in Palinpinon is shown in Fig. 3.1. The magnitude of the changes in chloride concentration thus 
reflects the degree of communication between wells. Moreover, chloride is stable, reasonably 
conservative and it is fxee. Therefore we may be able to extract the same, if not more, information from 
chloride data as we could from traditional tracer tests and at lower cost. 

The following sections summarize how the method of wavelets and multiple regression techniques 
were used to analyze chloride and injection data and consequently, identify injection return flow paths; 
and, how the permeability of these paths were ranked by quantifying the 
injectors and producers. 

connectivity between 

3.2 PRELIMINARY LINEAR MODELS 
As part of an optimization problem, an earlier work by Macario (1991) proposed several correlations 

for modeling the reservoir chloride and applied these models to data from Palinpinon-I geothermal field 
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in the Philippines. Of the models tested by Macario (1991), the linear combination model came closest 
to reproducing field observations. In the first phase of this project therefore, we chose to expand on that 
model and test it further. 

Following is the original linear combination model proposed by Macario (1991): 

Cip =a,+~Qll+~l,+.la~+..-.....Qh (3.1) 

Based on this model, the strength of the connection between the modeled producer P and an injector Zr 
is assessed by the magnitude of the coefficient, e, of that injector in the model; high values of a 
correspond to strong connections. 

Aside tiom the extent of reinjection fluid retums, other factors could also affect the chloride level in 
the reservoir. Extensive boiling and steam separation within the reservoir and natural recharge of higher 
mineralized fluid are processes that could increase chloride concentrations (Harper and Jordan, 1985). 
The first process, boiling and steam separation, is a natural reservoir response to exploitation. The 
chloride concentration may therefore be expected to increase with time as the reservoir is produced. To 
model this variation with time, a linear time term was added to model (l), thus: 

Clp =%+qQIi+%Qrz+%Qn +.*--*+anQln+br (3.2) 

More than anything, it was simplicity that guided our choice of the form (linear) of the time term. 
Solution saturation limits could be expected to put a cap on the maximum chloride concentration and 
cause it to level off late in the life of the reservoir. For practical purposes, however, we assumed that the 
chloride concentrations being modeled were far from the maximum limit and increased linearly with 
time. The question of how chloride concentration in the reservoir actually varies with respect to time will 
be addressed in more detail in a later section. 

We also hypothesized that the reinjection returns' effect on reservoir chloride is governed not just by' 
the rates of injection but also by the chloride concentration of the reinjected fluid. Hence, we have 
proposed the following modification to model (2): . _  

Ci =q +&Ch +&CL+... . .iq,Q+,C$#r (3.3) 

The additional parameter CZh kfers to the chloride concentration of the fluid being injected to injector 
1,. 

Results and Discussion 

The original and extended models were applied to analysis of b t h  the data set from Palinpinon-I 
previously used by Macario (1991) and another data set from the Dixie Valley field in Nevada. Qualities- 
of the fit to the data were assessed by inspecting both the calculated values of the multiple regression 
coefficient, p, and plots of model predicted chlorides against actual data. The multiple regression 
coefficient, €?, represents the proportion of variation in the modeled variable (in this case; chloride 
concentration) that is predictable from the model. It is therefore desirable to have high values of k. Only 
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the model which best fi 
tests. 

data or equivalently, had the highest value of R2 was subjected to further 

* 

to be considered relevant it was deemed necessary that that model be able to account 
for variations in chloride at any time interval in the data set regardless of which portion of the data set 
was used to calculate the linear coeffic 
the model predicts later chloride meas 
portions of the data set. 

. Thus we assessed model relevance by examining how well 

The following section discusses the results of application of models (l), (2), and (3) to the 
Valley and Palinpinon-I data sets. Model (3) was not used to analyze the Palinpinon-I data set due to the 
lack of injectate chloride data from that field. 

Dixie Valley Case 
At Dixie Valley, gjection rates were recorded daily while chloride concentrations were measured 

much less frequently, thus, it was the amount of chloride data that set the limit to the number of data 
points (cases in which chloride concentrations and injection rates were available simultaneously) used for 
regression. 

Table 3.1 lists values for models (l), (2), and (3) obtained for each production well. Except for 
wells 27-33 and 28-33, model (2) gave the highest value of 
time term to model (1) resulted in 2 to 35% increase in 
concentration in model (3) did not result in any significant change in R2 values. Figure 3.2 shows the 
effect of a 35% difference in I? on the quality of data fit for well 84-7; also, it illustrates the very minor 
effect that the injectate chloride term had on the qual 
subject model (2) to further testing. 

for all production wells. Addition of the 
while inclusion of injectate chloride 

the match. Based on these results we chose to 

values for Dixie Valley wells. 

- Subsequently, the last six data points were excluded from the regression. Model (2) was then used to 
. .  predict these values using the coefficients calculated based on the truncated data set. Fig. 3.3 plots the 

results of the truncated series analysis for well 27-33 which had a 9% maximum deviation of predicted 

33 



chloride from actual data - the highest deviation observed among all the production wells. Other wells 
had as little as 1% deviation (Fig. 3.4). 

Inspection of the calculated coefficients revealed one possible reason for the relatively good 
predictive capacity displayed by model (2) (see Table 3.2). For this data set, the time term dominates the 
correlation; the coefficient of the time term is several orders of magnitude (three to five, even eight 
times!) greater than the injection rate coefficients. This discrepancy was enough to render the injection 
rate terms trivial: excluding an injection rate term from model (2) resulted in only tiny changes in the 
quality of the data fit. Fig. 3.5 shows the chloride match for well 74-7 when the chloride is predicted 
using model (2) but with injection rate term corresponding to injector INJ5218 excluded. That the 
injection rate terms are inconsequential to chloride prediction was also evident from inspection of the 
chloride data: for the most part, the chloride increased linearly with time and response to changes in 
injection rates was not readily evident. Hence, once the variation of chloride with time was captured in 
the analysis of the early portion of the data set and there was little deviation observed in the succeeding 
predictions. It was noted however, that although the 'deviations were smaIl some of them showed a 
tendency to increase (Fig. 3.3). This was true for wells whose chloride ceased at some point to vary 
linearly with time. 

At this point, it is worthwhile to recall that the goal of this project was not prediction but rather, 
correlation. Although for this specific data set model (2) matched and predicted chloride data relatively 
well, the dominance of the time term rendered the injection rate coefficients meaningless and ultimately 
made this model unsuitable for comparing the effects of injection wells on production wells in the field 
being considered here. 

The preceding results lead us to conclude that for the purpose we have set for this project, multiple 
regression is not a suitable analysis tool for chloride data sets which lack texture. 

Palinpinon-I Case 
In this case, injection rate data were available as monthly average values; thus, chloride data were 

converted to monthly average values prior to analysis. As with the Dixie Valley data set, the amount of 
chloride data set the limit on the number of data points used for regression. Only the portion of the data 
set from 1983 to 1989 was initially available for use in the initial inspection of the linear models; thus, 
the following results pertain to the analysis of that early portion of the data set. 

The effect on & of adding the time term to model (1) was even more drastic for the Palinpinon-I data 
set: a maximum increase of 80% in R2 was observed (Table 3.3) The effect of a 60% increase in 
the quality of the match for well PN-16D is shown in Fig. 3.6. 

on 
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Figure 3.4: Predicted vs. measured chloride concentration for well 74-7, Dixie Valley; model (2) 
coefficients calculated with last six data points excluded. 

Table 3.2: Model (2) coefficients for Dixie Valley production wells. 

Model 
Parameter 

a0 

nfectfun wells 
INJ255 
INJ455 
INJ3218 
INJ4718 
INJ5218 
INJ6578 

INJ-SWLl 
INJ-S WL3 

t 

Production M 
27-33 28-33 45-33 63-7 73-7 
314.58 354.39 271.46 283.77 272.43 

-6.61 E-05 -4.84E-04 5.06E-04 1.80E-03 2.94E-04 
-2.20E-04 -5.56E-04 3.33E-04 1.33E-03 2.70E-04 
-1.21 E-03 -4.30E-04 -1.54E-03 2.69E-03 2.1 2E-04 
4.58E-04 6.02E-04 3.54E-04 -4.40E-04 4.35E-05 

-1.20E-03 -7.39E-04 -1.1 8E-03 -2.95E-04 4.37E-04 
3.56E-03 3.40E-03 2.65E-03 -2.77E-03 -6.31 E-04 

-3.99E-03 -3.74E-03 -3.33E-03 8.45E-04 5.39E-04 
1.49E-03 9.69E-04 1.33E-03 -4.17E-03 -1.35E-03 

8.481 10.371 7.61 I 2.30) 17.44 

1 

1.5 1 E-05 
-1.62E-04 
-5.89E-04 
7.31 E-05 

-2.50E-04 
9.02E-04 
1.68E-04 

-2.18E-04 

12.95 I 4.82 

450, 74-7 

* -  
+ M a  ea 

3.60E-04 
-1.37E-04 
-3.59E-04 
2.87E-04 

-5.42E-04 
-5.63E-04 
4.1 8E-04 

-3.49E-05 

1 

-1 
271.60 254.391 

1 1 
-3.05E-06 
7.57E-05 
6.67E-04 

-2.31 E-04 
7.43E-04 

-3.33E-04 
6.27E-04 

-1.43E-03 

3.99E-04 
3.89E-05 

-1.24E-03 
9.76E-07 

-1.42E-04 
2.07E-03 

-7.24E-04 
-3.27E-04 

26.251 19.041 
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Figure 3.5: Predicted vs. measured chloride concentration for well 74-7, Dixie Valley; predicted 
values calculated using model (2) with one injection rate term excluded. 



Table 33. R2 values for Palinpinbn-I wells. 

Well Name 
OK-7D 
OK-9D 
OK-1 OD 
PN-15D 
PN-16D 
PN-17D 
PN-18D 
PN-19D 
PN-23D 
PN-24D 
PN-26D 
PN-27D 
PN-28D 
PN-29D 
PN-30D 
PN-31 D 

1 

0.717 
0.490 
0.824 
0.606 
0.51 9 
0.71 8 
0.559 
0.736 
0.706 
0.728 
0.696 
0.643 
0.81 7 
0.71 0 
0.625 

! 

Model (2.2) 
0.956 . 

0.902 
0.535 
0.993 
0.964 
0.939 
0.930 
0.903 
0.958 
0.895 
0.922 
0.944 
0.895 
0.948 
0.832 
0.946 

PN-16D 



As was done previously in the analysis of the Dixie Valley data set, in the subsequent regression using 
model (2) the last six points in the chloride series were not considered in the calculation of the linear 
coefficients. The excluded chloride values were then predicted using the coefficients calculated based on 
the truncated data set. Deviations of predicted chloride values from actual data for the Palinpinon-I data 
set were relatively high compared to those of Dixie Valley with a maximum of about 20%. Model (2) 
overpredicted the data for well OK-9D (Fig. 3.7) and underpredicted the chloride for well PN-19D (Fig. 
3.8). 

As with the Dixie Valley data set, the inmasing deviations may be explained by the fact that the 
linear form of the time term does not account properly for the general trend in chloride with time. 
Moreover, the relatively high values of the deviations suggest that the injection rate terms contribute 
significantly to the model but that their contribution has not been assessed adequately. 

OK-9D m 
8ooO 

85ooo 

E f ; m  
3 5  

,,I- 0 

Figure 3.7: Predicted vs. measured chloride concentration for well OK-gD, Palinpinon-I; model 
(2) coefficients calculated with last six data points excluded. 

Figure 3.8: Predicted vs. measured chloride concentration for well PN-lgD, Palinpinon-I; model - 
(2) coefficients calculated with last six data points excluded. 
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. 
magnitude higher than the injection rate coefficients, as compared to five to eight orders of magnitude in 
the Dixie Valley data set. This is due to the more textured nature of the Palinpinon-I data; superimposed 
on the general increasing trend in chloride are marked dips and bumps. Since the dips and bumps which 
are accounted for by the injection rate terms are of substantial magnitude, the injection rate coefficients 
had high absolute values compared to those calculated for the relatively untextured Dixie Valley data set. 

Table 3.4: Model (2) coefficients for Palinpinon-I production wells. 

Table 3.4 shows that the time term coefficients for this data set are only one to two orders of 

PN-30D PN-31D 
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to note that contrary to some of the injec rate coefficients had 
values. ~ h i s i m g ,  wells corresponding to those negative 

coefficients would actually lessen the percentage of injectate being produced. One explanation is'that the 
injectors with negative coefficients could be diverting the flow from the other injectors away from the 
production well. It is also possible that increased injection to th 
inflow of natural recharge fluids with higher chloride concentrati 
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Improvements I 
The linear form of the time term in model (2) was a very convenient assumption we made despite the 

nonlinear trend in chloride that was readily apparent from the data. Use of the linear time term in the 
previous section gave us an idea of how much the time variable accounted for variations in chloride. For 
both Dixie Valley and Palinpinon-I the previous results showed that the time term contributed a very 
signifcant part to the chloride model as implied by the high values of time term coefficients. From these 
observations came the motivation to set aside convenience and identifjr the correct form of the time term 
or equivalently the general trend in chloride with time. We have chosen to use wavelet analpis for this 
task 

I 

! 

Based on the results of our analysis of the Dixie Valley data set, we concluded that the effects Of 
individual injection rate terms on chloride were trivial because their corresponding coefficients were very 
smal l  compared to the coefficient of the time term. But is the significance of a variable’s contribution to 

the regression solution really reflected by the magnitude of its coefficient in the regression equation? 
Would the comparison of those small coefficients from Dixie Valley result in as meaningful and valid 
conclusions as those derived from comparison of the bigger coefficients in Palinpinon-I? 

Regression using model (2) gave us €? values that are very close to unity, signifying that the variation 
in chloride is almost entirely predictable from the model. Ironically, we also obtained regression 
Coefficients that could not be generalized from the early to the later portion of the data set; that is, we 
observed poor predictive capacity of the model. How could we reconcile these results? 

To answer these questions we turned to statistics and the next section outlines our findings. 

3.3 MULTiPLE REGRESSION 

to doubt the vaIidity of the results of the previous regression work. A survey of materialdtexts on 
multivariate statistics suggested that what we had was a case of overfitting: we had a solution that 
provided a wonderful fit to the sample (the early portion of the data set) but did not generalize to the 
population (the entire chloride series). According to Tabachnik (1996) overfitting is a result of having a 
sample size that is too small relative to the number of variables in the linear model. To illustrate the 
pok ,  let us take the case of bivariate regression where a straight line 01 = mx + b) is fitted through fhe 
data points available. When calculating the parameters rn and b, the square of the prediction error 
(graphically, the deviation of the data points from the ‘best fit’ line) is minimized. In the extreme case 
where only two data points are available, the minimization problem reduces to a deterministic problem; 
m and b are calculated exactly based on the two data points and the solution becomes perfect (and 
meaningless). 

The high values of coupled With poor predictive capacity observed in the previous chapter lead us 

\ 

Tabachnick (1996) suggests the following rules of thumb for the required sample size for multiple 
regression: 

N2104+m for testing individd coeficients 
N 2 5 0  + 8m f o r  test ing R z  
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Tables 3.5 and 3.6 show that for both Dixie Valley and Palinpinon-I the number of data points used in the 
previous regression analysis was significantly below the required amount of data suggested by 
Tabachnick (1996). This asserts that the 
artifacts of the data analyzed and do not generalize to extensions of the chloride series. The restriction 

values and coefficients calculated previously were only 

on the amount of data required for analysis prevented us from using the Dixie Valley data set. 
Fortunately, however a larger data set from Palimpinon-I was made available to us by PNOC-EDC and we 
used this extended data set for succeeding analyses. In instances where even the extended data set was 
short of the required amount of data, the only possible solution was to reduce the number of terms & the 
model to include only those which contribute significantly to the regression solution. The procedure for 
choosing the important terms is discussed later in this section. 

Table 35: Number of data points in Dixie Valley data set. 

74-7 
76-7 56 
62-7 42 
84-7 28 

3, mode 
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114 
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It is worth noting here that the addition of the time term to model (1) pushed the regression problem 
towards the deterministic region as it lowered the data-to-parameter ratio; hence, the increase in & values 
observed previously. 

Another issue raised earlier was that of the suitability of inferring the contribution of injection rate 
tenns to the regression solution from the sizes of the coefficients alone. According to Tabachnick 
(1996), interpretation of the multivariate solution based on the sizes of the coefficients alone is strictly 
possible only in the case where all the independent variables or IVs (injection rates and time in the case 
of model 2) are indeed independent from each other. Disregarding the interdependence between IVs, 
there are statistical tests that allow us to tell whether the unique contribution of an N as represented by 
its coefficient is significantly different from zero or not; that is, it tells one whether to accept or reject the 
hypothesis that the coefficient of an IV is zero. One such test is the probability or P-test. According to 
this test, there is a (lOO-x)% probability that an N is important to the regression solution or equivalently, 
its coefficient is not equal to zero if its P-value is less than or equal to x%. It is common practice to set x 

to 5%; hence, there is a 95% certainty that the coefficient of an IV is not equal to zero if its P-value is 
less than or equal to 0.05. Calculation of P-values is discussed by Bowerman and O'Connell (1990) and 
is done automatically by the Microsoft Excel regression macro that we used. Note agab that the P-test 
does not take into account the interdependence between IVs. 

Considering the need to eliminate unimportant terms in the linear model to meet the data requirement 
as discussed previously and taking care not to exclude IVs whose importance are masked by their 
interdependence with other IVs, we have proposed the following prokedure for succeeding application of 
multiple regression analysis: 
1. To economize on IVs, temporarily set aside variables with P-values higher than 0.05; 
2. Also, eliminate IVs with P-values lower than 0.05 and low values of simple correlation, r, 
3. Inspect IVs which were eliminated in step 1 and put those with high r back to the modek 
4. Perform another regression using the reduced model and interpret the results of this regression. 

There are several possible variations to the preceding procedure and the one outlined above may not 
be the best but the important point to consider is the need to be aware of the possible complications that 
prevent straightforward interpretation of regression results based on the magnitude of coefficients alone. 

3.4 WAVELET ANALYSIS 
Recent work on the use of wavelet analysis (Jansen and Kelkar, 1997) in analyzing production data 

from oiI fields prompted us to look into its applicability to our problem. In the course of om 
investigation we found out that wavelet analysis had a capability that serves our purpose of isolating the 
general trend of a signal (in our case, chloride concentration and injection rate) from its short-term . 
variations. Wavelet analysis allows us to examine features of a signal of any size by decomposing the 
signal to different detaiZ levels and a coarse approximation The approximation retains the general trend 
with time while the details bear information on the signal's fluctuations at different time scales. Fig. 3.9 
illustrates the concept using the chloride concentration signal from well OK-7D from Palinpinon-L It is 

- 
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worth emphasizing that the approximation to OK-7D chloride shown in Fig. 3.9 demonstrates that the 
general trend in chloride is nonlinear, contrary to the assumption in model (2). 

QtallS 

w \  i 

Figure 3.9: Wavelet decomposition: breaking a function down into a very coarse approximation, 
with an ordered sequence of detail functions making up the difference. (Chloride concentration, 

well OK-7D). 

Since the effect of changes in injection rates is expected to manifest as short-term variations in reservoir 
chloride concentrations, it is more appropriate to a n a l p  the detail functions described in the previous 
chapter instead of the crpproximation functions. Also, because the approximation functions isolate and 
retain the general trend in chloride with time, multiple regression of the details does not require a time 
term in the linear model. Thus, we used the following model: 

(3.5) 

Q, = injection rate detail in 

differentiate the de 
geviations from local averages 
e levels between producers. 

. .  

Regression results for merent producers may therefore be intercorrelated; more specifically, the 
coefficients obtained may be used to compare the contributions of an injector to different production 
wells and consequently, to verify any conclusions drawn from the analysis against tracer test results. 
The choice of modeling details over approximations was an obvious and straightforward decision. The - 

- appropriate detail level to model was less obvious, however. It seemed reasonable at first to assume that 
the best choice is the one that will give the highest value. Investigation of the Z? values obtained from 
modeling the chloride details of OK-n> invalidated that 'assumption. Table 3.7 shows that at level 4 the 
regression coefficient becomes unity signifying a perfect correlation; and, correlation at succeeding 
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omposition level goes up, the detail will have longer time intervals with , 
ctively reduces the amount of data to be modeled and results to a perfect, 

3.7: R2 values for multiple regression of OK-7D chloride detail. TI 
0.202 

0.853 

1 .ooo 

Inspection of injection and chloride details showed that the correspondence between changes in chloride 
concentration and changes in injection rate is more readily visible at level 3. In Fig. 3.10 the level 3 
details of injection wells PN-6RD and PN-9RD closely follow the detail of OK-7D chloride during 
intervals when injection to these wells are high. Some degree of correspondence at levels 1 and 2 is also 
apparent from Fig. 3.1 1 albeit not quite 8s obviously as in level 3. Thus, we have decided to analyze all 
three levels of detail. 

As was done in previous analyses, the chloride data that were recorded at irregular time intervals were 
converted to monthly average values to put them in the same time basis as the injection rates. Since 
wavelet analysis requires that data be available in the entire time interval being analyzed, missing 
chloride data were linearly interpolated. Interpolation was done over maximum intervals of six months 
and only when no drastic fluctuations were apparent within six months of the interval where interpolation 
was to be done. Where interpolation was not possible, we analyzed only the longest continuous portion 
of the data series. 

When taking wavelet transforms of discrete data, the algorithms used require that the data set size be a 
power of two. A common way to precondition the data when this is not true is to “pad with zeroes,” that 
is, to increase the size of the data set to the next larger power of two. Although this is a reasonable 
approach, it is problematic in e t  it “dilutes” the signal near the end of the original data set since wavelet 
coefficients will have zeroes averaged into their computation (Ogden, 1997). We believe that Matlab, 
the program we used to take the wavelet transform of our data, practices this data preprocessing 
procedure as evidenced by the inaccurate reconstruction near the end of the data series. It was therefore 
necessary to tnmcate the detail component functions used in regression analysis to eliminate the end 
effects of padding with zeroes. Plots of wavelet component functions retain the end effects but in the 
analysis, three to six data points were eliminated from the details series. 

’ 
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Figure 3.10: (a) Level 3 detail of OK-7D chloride - light line; level 3 detail of PN-6RD injection 
rate - dark line. (b) Level 3 detail of OK-7D chloride - light line; level 3 detail of PN-9RD injection 

rate - dark line. (c) PN-6RD injection rate. (d) PN-9RD injection rate. 
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(d) Level 2 detail of OK-7D chloride -"slid line; level 2 detail of PN-9RD injection rate - dashed 

line. 
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In about 1990, the bulk of the injection in Palinpinon-I was moved farther away from the production 
sector resulting in some injection wells being shut off and new ones being operated. Thus, based on 
operating time, injection wells in Palinpinon-I can be grouped into three: those which operated between 
1983 and 1990, those which started to inject in 1990 and are still injecting, and those which have been 
injecting since 1983 and are still injecting. It is logical to assume that regression analysis will be best 
able to assess the degree of contribution of injection wells if all the wells are operating during the time 
interval over which the regression is done. So, where possible, the chloride series was divided into two 
time intervals, 1983 to 1990 and 1990 to present; and, regression analysis included only wells which 
were operating during those periods. 

Regression was done for levels 1.2, and 3 of the detail functions using the procedure outlined earlier. In 
some cases, that procedure had to be applied repeatedly until the number of terms left in the linear model 
is such that the data size requirement is met (or almost met). When eliminating injection well terms that 
had small r values, care was taken not to remove wells which operated only for very short periods of time 
(the small r values in these cases are unnatural effec'ts of the scarcity of correlatable data). 

Checking Results Against Tracer Test Data 
Two sets of radioactive tracer test results were available for comparison with results of our analysis: that 
of the test conducted on well PN-9RD and one on OK-12RD. Both sets were reported by Macario (1991) 
and are reproduced in Table 3.8. Macario (1991) defined mean transit time as the time it takes for half of 
the tracer return to reach the production well. Assuming that the mean transit time measures the degree 
of connectivity between the injector tested and a producer (lower transit times corrdsponding to stronger 
connections) Table 3.8 lists the production wells in order of decreasing connectivity with the injector, 
Correspondingly, Tables 3.9 and 3.10 lists the wells affected by OK-12RD and PN-gRD, respectively, in 
the order of decreasing coefficients based on regression on al l  three wavelet detail levels. 

_. 

Table 3.10 shows, with the exception of one well, that all wells affected by PN-9RD had positive 
coefficients. Comparison of Table 3.10 with Table 3.8 shows that tracer return was indeed monitored in 
all wells shown by regression analysis to be affected by well PN-gRD, including PN-29D which had a 
negative coefficient. More importantly it shows that the order of the strength of connection between PN- 
9RD and the wells monitored in the tracer test was most closely mimicked by the results of regression on 
detail level 3 with OK-7D showing the strongest connection to PN-9RD and PN-29D, PN-l6D, and PN- 
23D displaying connections of about the same strength. 
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Table 3.8: Radioactive tracer test results for PN9RD and OK-1ZRD. 

Table 3.9: Regression results for OK-1ZRD. Table 3.10: Regression results for PN-9RD. 

On the other hand, comparison of Table 3.9 with Table 3.8 shows that tracer return was observed in two 

. 
wells were not monitored during the tracer test. As with PN-gRD, the well which is most connected to 
OK-12RD based on the tracer kist had the highest coefficient at level 3 regression. 

’ of the seven shown by regression analysis to be affected by well O K - l W .  Four of the seven 

\ 
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Based on these observations we have concluded that regression analysis of details at level 3 best assesses 
the degree of connectivity ,between wells: high positive coefficients correspond to strong connections 
and, negative and low positive coefficients correspond to weak connections. 

Harper and Jordan (1985) reported the following observation: from May 1984 to October 1984 a large 
increase in reservoir chloride occurred in production wells PN-lgD, 23D, 29D, 31D, OK-7D and OK-9D 
when reinjection was shifted to the wells PN-7RD and PN-8RD. This observation matches the results of 
level 3 detail analysis for well PN-8RD as outlined in Table 11: OK-7D, PN-lgD, and PN-31D were all 
found to be strongly connected With PN-8RD. PN-23DY -29D, and OK-9D may have been receiving 
reinjection returns from OK-7D but no injection rate data from OK-7D was available to allow 
verification with regression results. 

Table 3.11: Level 3 regression results for PN-8RD. 

PN-8RD 

PN-19D 
PN-30D -1.36 
PN-31 D 10.49 

On the other hand, Amistoso and Orizonte (1997) reported that OK-1OD and PN-20D experienced 
enhanced steam flows which they attributed to reinjection fluids intruding into the production sector at 
deeper levels. They cited the wells TC-2RDY TC4RD, PN-3RD and PN-5RD to be wells that are 
providing pressure support to the reservoir due to deep injection but attributed the enhanced steam flow 
in OK-1OD and PN-20D to TC-2RD and TC4RD, specifically. Regression analysis results for these 
wells (Table 3.12). however, show that OK-1OD is not affected by TC-2-, rather it is affected by PN- 
lRD, PN-2RDY and PN3RD between 1986 and 1990 and by PN-3RDY TC-3R, N3 and OK-3R between 
1990 and 1996. It is worth noting that the effect of PN-3RD on OK-10D was found to be consistent 
between the intervals 1986-1990 and 1990-1996 as reflected by close r values for the two periods (-0.79 
and -0.77). The large positive coefficient of well N3 is suspect however as it conflicts with its negative r 
value. PN-20D was also analyzed to be affected by PN-3RD. The effect of TC-2RD and TC-4RD on 
PN-20D could not be ascertained fiom regression analysis due to insufficient chloride data from PN-20D 
after 1990. 

pmtian (1997) reported that reinjection fluid from TC-2RD neutralized the fluid acidity in wells OK- 
loD ~ and PN-13D. Again, the effect of TC-2RD on OK-1OD was not substantiated by regression results 



3.5 CONCLUSIONS AND RECOMMENDATIONS 
Based on the results of regression analysis of chloride and injection rate data from Dixie Valley, we have 
concluded that multilinear modeliig is not suitable for analyzing data sets which lack sufficient time 
variability or "texture". 

A closer look at multiple regression techniques showed that what seemed to be highly encouraging 
results (high @ values) from prior multilinear modeling were but effects of the scarcity of data used in 
the correlation; hence, no meaningful physical interpretation may be drawn from them. Moreover, it 
showed that care should be taken not to base the interpretation of multiple regression results on straight- 
forward comparison of coefficients alone. 

Wavelet analysis provided more useful results. Qualitative field observations and tracer test data agreed 
best with the results of regression on level 3 detail of chloride concentration and injection rates in 
Palinpinon-I: wells identified by tracer tests to be strongly connected had high positive coefficients and 
weak connections were indicated by negative and low positive coefficients at level 3 regression. This 
suggests that producer-injector interactions are best detected by correlating changes in chloride 
concentration over periods of four months (comsponding to level 3 resolution) with corresponding four- 
month fluctuations in injection rates. Wbile the good correlation at such a relatively low level of time 
resolution may be explained as the result of the natural dispersion of chloride and injection rate signals as 
they propagate through the reservoir, it is also possible that this is due to the loss of information brought 
about by the use of monthly averaged data values in the analysis. It is therefore recommended that both 
chloride and injection rate data be rec Inore fresuenfly and the analysis be done On this larger data 
set. It is also possible that the Haar wavelet that was used in signal decomposition was too coarse in that 
it contributed to the loss of texture in the data. Investigation of the effects of using smoother wavelets is 



Table 3.12: Level 3 regression statistics for OK-1OD and PN-2OD. 

OK-IOD (1986-1990) 

pad -3.7lo875p 4 . m 1 5 3  1 . m 1 2 l  -2Osa?3105 0.01221758 

P d  44114713 478S46113 1.7WS3986 -24735334 0.01723782 

OK-1OD (1990-1996) 

RS- amem - 
SandPrdEmr 16(11870809 
obscwulan m 

CeuYidws rminpw SmdadErm tsm Pwrw 
plsrd -11.unsolB 4.771- 1.- -7.73635S 3.rnE-11 
W 1.70483SW 0.52261loM o404530736 1218448w3 AT169E95 
n3 30.8+173863 Q65393rKn &*)8963063 4.751l?S278 S.355SEo8 
oldr -7.36184797 496088&19 2194566707 -3.- O.OW2195 

PN-20D (1 983-1 989)* 

Table 3.13: Level 3 regression statistics for PN-13D. 

PN-13D (1 990-1 996) 

Ehphasis is also placed on the need for continuous data measurements when doing wavelet analysis. 
Highly intermittent measurements result in data loss: since it is considered safe to interpolate only over 
short periods of time, the lack of data over long time intervals forces one to disregard the data collected 
prior to such periods when doing the analysis. 
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Another possible improvement to consider in future regression analyses is to take into account possible 
nonlinearity in the variation of chloride with injection rates. While nonlinearity does not invalidate the 
analysis, it certainly weakens it as the relationship between chloride concentration and injection rates is 
not completely captured by the coefficients of the linear model. Although regression analysis uses a 
linear model, effects of nonlinearity in the variation of chloride with injection rates may be incorporated 
into the model by using nonlinear terms: the model is kept linear even though the individual terms are 
not. Results of this modified analysis will be more difficult to interpret however, because the strength of 
interaction between producers and injectors will be measured not only by the magnitude of the 
coefficients but 'also by the exponent of each term. 

3.6 NOMENCLATURE 

.. 

. = a constant associated with local initial chloride concentration 
a, = linear coefficient of well I,, 
b E linear time term coefficient 
Clh = chloride concentration in injector well, In 
Clp = chloride concentratidchloride concentration detail in production well, P 
m =numberofpre 
N = numberofdatapo 
QI1 = m&s flow r a t d w s  flow rate detail to injecti 
r = simple regression coefficient 
Rz = multiple regrksion coefficient 
S = standarddeviation 
SS,, = sum of squared deviations of predicted Y from the mean 
SSY = sum of squared deviations of Y from the 
Y = dependent variable being modeled 
Y' = predicted values of Y 
Y = average value of Y 
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4. INFERRING RELATIVE PERMEABILITY FROM DYNAMIC 
BOILING EXPERIMENT 

4.1 INTRODUCTION 
Relative permeability is important in describing multiphase flow since it contains the information 
regarding movement of one phase with respect to another. It is given as a function of saturation, 
interfacial tension, wetting characteristics, and viscosity ratios. So far, relative permeability relations 
have been based on theoretical methods using field data, and laboratory experiments. Although relative 
permeability is best determined through laboratory experiments, it is difficult to measure due to capillary 
forces that introduce nonlinear effects on the pressure and saturation distribution at the core exit 
(Ambusso, 1996). In particular, the relative permeability is difficult to measure directly for steam-water 
flows mainly due to the heterogeneity of the core, equipment or material limitations (Le. the need to 
withstand high temperatures and pressures), and inaccuracy of the experimental methods (Satik, 1997). 

Recently, significant improvements were achieved in measuring saturations and collecting data from 
steam-water flow experiments. These results indicated a linear relationship for steam-water relative 
permeability (Ambusso, 1996). In attempting to repeat these results, Satik (1998) made a significant 
improvement in the design of the experimental apparatus. A successful experiment was conducted and 
steam-water relative permeability was obtained. These recent results suggest a curvilinear relationship 
that is different from the results obtained by Ambusso (1996) (linear relationship). 

This paper describes a second approach to estimating the relative permeability by matching data from a 
boiling experiment with results obtained from numerical simulation. This method provides a way to 
examine the validity of the relative permeability measurements taken from previous experiments as well 
as to estimate capillary pressure since the parameters in the relative permeability and capillary functions 
used (Brooks-Corey functions) are interrelated. 

4.2 EXPERIMENTAL APPARATUS 
In the actual experiment (Fig. 4.1), a 43 cm long Berea sandstone core with radius 2.54 cm was sealed 
with epoxy and insulated with ceramic fiber blanket. The core was first saturated with liquid water and 
then heated at the bottom. Water was allowed to flow out from the top end of the core, which was 
maintained at atmospheric conditions. The heater was placed at the bottom of the core and insulated to 
minimize heat loss. During the vertical boiling experiment, temperature, water pressure, and heat flux 
values were measured at 41 points along the length af the core using thermocouples, pressure 
transducers, and heat flux sensors; while steam saturation was measured using a CT scanner. The power 
of the heater was increased nine times from 0.864 mW to 10.42 W. A detailed description of the 
experiment is given in Satik (1997). Table 4.1 shows the properties of the sandstone and materials used 
in the experiment. 
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4.3MODEL 
TOUGH2 is a multidimensional numerical model for simul transport of water, steam. air, and 
heat in porous and fractured media (Pruess, 1991). ROUGH2 (Finsterle, ’ 1997) provides inverse 
modeling capabilities for the TOUGH2 codes and solves the inverse problem by automatic model 
calibration based on the maximum likelihood approach. In this study, parameters were estimated based 
on temperature, water pressure, steam saturation, and heat flux for which a corresponding TOUGH2 
output was already available, including initial guesses, for the parameters to be estimated. 

--..-..- 

Figure 4.1: Schematic diagram of the experimental apparatus (from Satik, 1997). 

in the boiling experiment. 

The TOUGH2 simulation grid used is a two-dimensional radial model with 3 rings and 51 layers (Figure 
.2). Except for the layers 45-51 (seven bottommost layers), the first (innermost) ring represents the core; 

the second ring represents the epoxy; and the sents the insulator. The heater is located in 
the layer 45 in ring 1, and the heater grid bloc o five smaller grid blocks. Moreover, 
the heater insulator is in layers 46-51, rings 1 45 represent epoxy and core insulator, 
respectively. Constant pressure boundary conditions are applied to layer 1 (topmost layer) in ring 1. To 
simulate a constant pressure boundary, layer 1 grid blocks are assigned a much larger volume than the 
core layers. All grid blocks from layer 1 to layer 51 in ring 3 and layer 51 in rings 1-2 are attached a 
large grid block that is under ambient conditions in order to model heat loss to the surroundings. Since 
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there is no fluid flow in the radial direction, non-zero permeability values are assigned only in the 
vertical directions. 

4.4 MODIFIED BROOKS-COREY FUNCTIONS 
The modified Brooks-Corey relative permeability functions are given as: 

k,  = Sj,2-321"A (4.1) 

krs = (1 - s,)2(l - S& (2-3A)"A 1 

- -pe[&/  (1- S , ) y  

- ( P e  1 A)[ E 1 (1 - s w r  

( 4-21 

The modified Brooks-Corey capillary pressure functions are given as 

P c  - 
(4.3) 

(4.4) 

(l-A)/d for s, e (Swr + E )  
](SI - s w r  - E) 

~c = PL (Sek  1 (2-3A)'A for S, 2 (sWr + e )  

S, =(s, - S,) 1 (1- s w r  1 
S, =(s, - S W ) / ( l - S w r  - S g r )  (4.6) 

where 
(4.5) 

and S, is the liquid saturation, S, is the residual liquid saturation, S,, is the residual gas saturation, h is 
the pore size distribution index, and pe is the gas entry pressure. To prevent the capillary pressure from 
increasing to infinity as the effective saturation approaches zero, a linear function is used for S&~+E), 
where E is a smal l  number (Equation 4.3). 

A 

kat*  
fluid fbw 

L;J.E 1-51 

Figure 4.2: Schematic diagram of the 3x51 TOUGH2 modeI. 



4.5 PARAMETER ESTIMATION 

Forward Calculation 
To avoid timeconsuming inverse calculations, forward runs were done first to roughly match the 
experimental data (temperature, pressure, steam saturation, and heat flux) with simulated results. The 
sensitivity of the system response to the parameters under investigation (S, S,, h, and pc) was 
determined. However, since these are parameters related to two-phase flow conditions, the system 
response, as calculated by TOUGH2, showed sensitivity only when there were steam and water present. 
In the experiment, two-phase conditions were observed after 120 hours from the start of the experiment. 

Results of the sensitivity analysis showed that temperature, pressure, and steam saturation were higher at 
lower S, Conversely, temperature, pressure, and steam saturation were lower at higher S, At the same 
water saturation value, the capillary pressure decreased as S, was increased. Moreover, the temperature, 
pressure, and steam saturation were higher at lower S, while they were lower at higher S,. The capillary 
pressure did not change with S, since it is not a &ction of S, At lower values of h, the temperature, 
pressure, and steam saturation were lower than at higher values of A. The relative permeability of water 
became more concave upwards at lower h, then became linear at a certain value, after which it became 
more convex downwards. The capillary pressure increased as h was decreased. Furthermore, the 
temperature, pressure, and steam saturation were higher at smaller values of pc due to the lower capillary 
pressure required to displace the water 

By trial-and+rror a rough fit to the experimental data was obtained at the following values: S d . 2 ,  

, and e=0.05. In all  the plots given in this paper, T1, P1, Sstl, and HF1 are 
, and heat flux measured at 1 cm from the heater, respectively. "2, P2, 

Sst2, and HE2 are measured at 2 cm from the heater. T3, P3, Sst3, and HF3 are measured at 3 cm from 
the heater. Fiy, T4, P4, Sst4, and HF4 are measured at 4 cm fiom the heater. 

The measured and simulated temperature data consisten by 6-12 "C from T1 to T4 (Figs. 4.3a 
and 4.3b). The simulated pressures mimic the observed data from P1 to P4 (Figs. 4.4a and 4.4b), although 
the differences are stil l  large considering that the gauge pressure measurement range is only -28,000 Pa. 
The maximum difference between the measured and calculated pressure values is -6OOO Pa (Fig. 4.4b). 
In terms of steam saturation, the fit is slightly poor since there are only three sets of steam saturation data 
to eompare the simulated results (Figs. 4.5a and 4.5b). To generate datq at the specified observation 
times, TOUGH2 interpolated between the'two measured data points. The real data and the interpolated 
data points were used to calibrate &e model, which involved comparing simulated results 
experimental data and minimizing the weighted difference between them. Howe 

have a good fit at all measurement points except at HFl, where the 
observed and calculated data is -225 W/m2 (Figs. 4.6a an 

~ steam saturation data are not shown on Figures 4.5a and 4.9~.  The observed and 



and capillary pressure (Brooks-Corey) curves used to obtain these results are given in Figures 4.7 and 
4.8, respectively. 

Figure 43a: Observed and simulated temperature data at T1 and T2 generated from initial 
guesses. 
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Figure 43b: Observed and simulated temperature data at T3 and T4 generated from initial 
guesses. 
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Figure 4.4a: Observed and simulated pressure data at PI and P2 generated from initial guesses.. 
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Figure 4.4b: Observed and simulated pressure data at P3 and P4 generated from initial guesses. 
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Figure 45a: Observed and simulated steam saturation at Sstl and Sst2 generated 
guesses. 
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Figure 4.6a: Observed and simulated heat flux data at HF1 and HF2 generated from initial 
guesses. 

Figure 4.6b: Observed and simulated heat flux data at HF3 and HF4 generated from initial 
gUeSSeS. 

Figure 4.7: Brooks-Corey relative permeability curves at S-0.2, S4.2, and kO50, pp500 Pa. 
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Figure 4.8: Modified Brooks-Corey capillary pressure curve at S A . 2 ,  S&.2, Ad.5, pe=500 Pa 
and &=0.05. 

Inverse Calculation 

Higher accuracy of the model prediction can be achieved 
since data types contribute to parameter estimation in different degrees during the calibration phase, 
when simulated data are compared with real data and the weighted difference between them is mmmmed 
(Finsterle et al, 1997). The model was calibrated against temperature, pressure, steam saturation, and 
heat flux (Table 4.2) to estimate S,, S, A, pe, thermal conductivity of sandstone,cr,, thermal 
conductivity of hsulatOr,q, thermal conductivity of heater insulator (or the base),ab, and absolute 
permeability of sandstone, k. The standard deviation values given in Table 4.2 reflect the uncertainty 
associated with the measurement errors. Table 4.3 shows a summary of the estimated parameter set. 

The parameter estimates remarkably rove the temperature Inat& and to some extent the pressure 
mtch (Figs. 4.9% 4.9b, 4.10a, and 4.10b). Based on the few measured steam saturation data points 
available, the fit is also improved by using estimates obtained from inverse calculation (Figs. 4.1 la and 
4.11b). On the other hand, there is no considerable in the heat match (Figs. 4.l2a and 
4.12b). The Brooks-Corey relative permeability capillary curves corresponding to the 
estimated values of S,, S, A, and pe are shown in Figures 4.13 and 4.14, respectively. Figure 4.13 
suggests that the core is position Of the intersection of the =lativc! 

combined inversion Of all data 

. .  . 

The covariance and correlation matrices are given .4, where the diagonal ~*e=nts give the 
square of the standard deviation of the parameter estimate, up. ap takes into account the uncertainty of the 
parameter itself and the influence from correlated parameters. In Table 4.5, the conditional standard 
deviation, q,* reflects the uncertahty of one parameter if all the other parameters are known. Hence, 
oP*/q, (column 3) is a measure of how independently a parameter can be estimated. A value close to one 
denotes an independent estimate, while a small value denotes strong correlation to other uncertain 
parameters. The total parameter sensitivity (column 4) is the sum of the absolute values of the sensitivity 
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As shown in Table 4.5, Cj and ob are the most sensitive parameters. Except for ab, all parameters cannot 
be determined independently because they are strongly correlated to one or more of the other parameters 
(Table 4.3). Moreover, the relatively large standard deviation of the estimated values of h and pe are due 
to the fact that they are closely related as indicated by their comparatively high correlation coefficient 
(Table 4.3). Also, his  correlalted to pe since the capillary pressure is dependent on both h and pe 
(Equations 4.3 and 4.4). 

Table 4.6 gives the statistical parameters related to the residuals. Comparing the total sensitivity (column 
2) of the different observation types, accurate measurements of temperature, pressure, and steam 
saturation are sufficient to solve the inverse problem, i.e. heat flux data are much less sensitive. The 
standard deviation values of the fmal residual (column 3) are of the same order of magnitude as the 
measurement errors (Table 4.2) indicating that there are no significant systemtic errors present. Lastly, 
the contribution of each observation type to the final value of the objective function (COF') is relatively 
evenly distributed suggesting that the choice of weighting factor is reasonable. 

4.6 CONCLUSION 
It has been demonstrated that it is possible to infer relative permeability using transient experimental data 
by inverse calculation. Other relative permeability and capillary pressure functions (e.g. van Genuchten) 
will be used to potentially improve the fit. 

\ Figure 4Sa: Observed and simulated temperature data at T1 and T2 generated from estimated 
values. 
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Figure 49b: Observed and simulated temperature d 
values. 



Figure 4.11a: Observed and simulated steam saturation data at Sstl and SsM generated from 
estimated values. 

Figure 4.11b: Observed and simulated steam saturation data at Sst3 and Sst4 generated from 
estimated values. 

Table 4.2. Observation used for model calibration. 

Data Type Standard Deviation 
Temperature 1 "C 

Pressure lo00 Pa 

Steam Saturation 0.01 
Heat Flux 20 W/m2 



Table 43: Parameter initial 

I Parameter I Initial I Best I Difference 

o,,W/m-C 
Guess Estimate 
4.326 4.299 -0.027 

01, W/m-C 
ob, WIrn-C 
Logk,m2 
s* 
s, 
a. 
I- i I I 

hgp, ,Pa I 2.70 I 2.98 1 -0.28 

0.090 0.095 0.005 
0.125 0.172 0.047 
-12.07 -12.31 -0.24 
0.200 0.209. 0.009 
0.200 0.065 -0.135 
0.500 0.343 0.157 

guesses and estimated values. 

Table 4.4: Variance-covariance matrix (diagonal,and lower triangle) and correlation matrix (upper 
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Figure 4.12a: Observed and simulated heat flux data at HFl and HF2 generated from estimated 

Figure 4.12b: Observed and simulated heat flux data at HF3 and HF4 generated from estimated 
values 

Figure 4.13: Brooks-Corey relative permeability curves at fL=0.209, S,-0.065, and kO.343. 
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Figure 4.14: Modified Brooks-Corey capillary pressure curve at S&.209,S,-0.065, k0343, 
pe=973 Pa, and ~ 0 . 0 5 .  

Table 4.5. Statistical measures and parameter sensitivity. 

Parameter I *P 
I I I sensitivit 
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