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Theory and Numerical Analysis

Robert L. Peterson

The transient magnetic behavior of a paramagnetic substance, after an initial disturbance, is considered theoretically for a variety of situations in which the lattice temperature rises as a result of energy flow from the magnetic (electron spin) system. The relaxation mechanisms considered are the direct process, involving interaction between spins and the resonant-phonon modes, and a T* Raman process, involving the remaining phonon modes. It is first assumed that the resonant and remaining modes are strongly coupled to each other, and that the helium bath has been removed (helium temperatures are assumed). The resulting transient behavior typically does not differ much from exponential relaxation (the rate increases somewhat during the relaxation), but the difference should be experimentally observable, particularly if the resonance line is inverted initially.

Next, the opposite extreme is considered—that in which the resonant and remaining modes are totally uncoupled; the helium bath is again assumed to have been removed. Two dramatic effects can then occur, depending upon initial conditions. One is the rapid decay to saturation from initial inversion, due to an avalanching creation of resonant phonons by the spins. The second is the pronounced inhibition of the subsequent decay, with the spins remaining near saturation. This decay rate is typically very much slower than the Raman rate, and is due to the flow of the resonant-phonon energy back into the spin system as the spin energy flows into the remaining lattice. Eventually the rate increases to the Raman rate characteristic of the final lattice temperature. Because of inelastic phonon scattering at crystal boundaries, which couples the phonon modes together, this effect of inhibited decay may be difficult to observe.

Finally, we consider the case of spins coupled only to the resonant phonons, which in turn are coupled to a constant temperature bath, whether this be the helium or the remaining modes. Recent phonon avalanche experiments are discussed in this context. It is pointed out that such experiments, performed in the absence of a bath, may provide a reliable measurement of inelastic phonon-boundary scattering.
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1. Introduction

It is our purpose in this Monograph to present many additional graphs of the transient magnetic behavior of a paramagnetic system, to supplement a paper published earlier [Peterson, 1965a]. These graphs show the possible behavior of the magnetization of a paramagnet under conditions in which the lattice containing the magnetic moments can heat up as a result of the magnetic relaxation.

We here consider a broader range of parameter values than in the earlier publication in order to demonstrate the types of transient behavior which can occur under various conditions. With two exceptions, the parameter values used do not correspond to specific, known materials. They are chosen, rather, to illustrate what can occur in situations which are physically realizable, although in some cases it may indeed be difficult to approximate closely the models used here. In some materials, there will be more relaxation mechanisms operative than we have considered here, some of which may be as important or more important than those which we take into account. For such materials, the results given here will provide an estimate of the influence of those relaxation mechanisms which we have considered.

In addition to considering broader ranges of parameter values, we here make additional application of the theory used in the earlier work [Peterson, 1965a]. We also extend the theory and apply it to situations not considered previously.

The theory used in this Monograph is developed in section 2. In sections 3 and 4, the conventionally used "bath," typically liquid helium, is assumed to have been removed, or otherwise made ineffective. Heat conduction into or through the crystal support is also assumed to be negligible during the relaxation. Ruby, Benoit, and Jeffries [1962] have reported an experiment using adiabatic demagnetization techniques in which these conditions would seem to be satisfied. Thus, by assumption, energy cannot flow out of the lattice subsequent to a disturbance in the system of magnetic moments. It is this absence of an effective bath which allows the interesting, atypical transient behavior of the magnetization which is the main subject of this Monograph.
In sections 3 and 4, the magnetic moments, hereafter called spins, constitute one system; the lattice vibrational modes which couple directly to the spins, and called the resonant modes, constitute a second system; and the remaining vibrational modes, which couple to the spins via Raman processes, constitute the third system. In section 3 it is assumed that the resonant and remaining vibrational modes are tightly coupled to one another as compared with their coupling to the spins. This is the case whenever it is observed experimentally that the total spin relaxation rate is the simple sum of the two separate relaxation rates. Section 4 treats the opposite extreme: We assume that the resonant modes are completely uncoupled from the remaining vibrational modes. This is realized physically whenever the spin relaxation times are small compared to the characteristic coupling times of the lattice, i.e., the phonon-phonon and phonon-boundary collision times. At helium temperatures, phonon mean-free-paths as limited by phonon-phonon interactions are usually much greater than the dimensions of the sample. The coupling between modes at the temperatures of interest here is therefore indirect, and results from inelastic scattering of the phonons from boundaries [Ziman, 1960; Casimir, 1938]. The effects of “moderate” coupling between the vibrational modes lie between the extreme cases treated in sections 3 and 4, and are readily estimated for various effective phonon-phonon relaxation times.

In section 5 we re-introduce the constant-temperature bath, allowing it to interact with the lattice vibrations. We consider only the direct coupling of the spins to the resonant modes, assuming the coupling of the spins to the remaining modes to be unimportant, often an excellent assumption. Our reason for investigating this situation is that it is the dominant coupling scheme in the recent “phonon avalanche” experiments of Brya and Wagner [1965, 1966] and Shiren [1966]. Although we had predicted such behavior in general terms in our earlier paper [Peterson, 1965a], we did not consider this specific case there, and wish to examine it in some detail here.

Section 6 summarizes the results, and gives some additional discussion. It is pointed out that spin relaxation in the absence of a bath should provide a useful method for studying the effective phonon-phonon interactions, whether these be direct or indirect.

Figure 1 is a block diagram showing the possible combinations of energy flow considered in this paper, and will be referred to in subsequent sections. Most computations were made with the aid of a digital computer. Where analytical reduction was possible, comparison was made to verify the accuracy of the computer results. Where analytical reduction was not possible, the “mesh” size ($\Delta\lambda$) was varied to ensure the accuracy of the computer results.

**2. Theory**

In this section, we develop the theory underlying the rate equations used in subsequent sections, and make an explicit calculation of the relaxation time characterizing the direct process. Because these rate equations are essentially those which are commonly used, except that here all temperatures are allowed to be time-dependent, the reader familiar with these equations may skip this section without impairment to an understanding of the remainder of the paper. Our reason for wanting to develop the underlying theory here is that it does not seem to have been treated carefully elsewhere, except briefly in our earlier paper [Peterson, 1965a]. We also wish to emphasize that a single, unified development can treat a variety of situations, more than just those considered in this paper.

The principal hypothesis is that each system is separately in internal equilibrium, with a well-defined temperature. The temperatures of the various systems are not necessarily equal, and the couplings between the systems bring these temperatures to a common value. It is usually necessary to assume that these couplings are sufficiently weak compared to the interactions internal to the systems, that the temperatures remain well defined while energy flows between the systems. An important exception to this is the two-level system. Another example is discussed later in this section. In these cases the concept of temperature does not need to be introduced, although it may be convenient and intuitively helpful.

The time rate of change of the occupation probabilities of an isolated system, which in our case consists of the set of weakly coupled systems, is given approximately by the Pauli master equation, an equation well suited for the study of many relaxation phenomena [Peterson, 1965a and 1965b].
This equation is

$$\frac{d}{dt} \langle \psi | P | \psi \rangle = \sum_{\psi'} W_{\psi \psi'} \left[ \langle \psi' | P | \psi' \rangle - \langle \psi | P | \psi \rangle \right]. \quad (1)$$

Here $\langle \psi | P | \psi \rangle$ is the probability that the group of systems is in state $|\psi\rangle$, which is an eigenstate of the sum of the Hamiltonians of the individual systems (excluding the coupling between the systems, which constitutes the perturbation $V$). $W_{\phi \phi'}$ is the transition probability per unit time, which in lowest order is

$$W_{\phi \phi'} = \frac{(2\pi/\hbar)}{\langle \phi | V | \phi' \rangle^2} \delta\{E_\phi - E_{\phi'}\}, \quad (2)$$

where $\delta\{E_\phi - E_{\phi'}\}$ is the delta function expressing conservation of energy in the group of systems. The state $|\psi\rangle$ for our purposes here may be written as a product of the states $^1$ of the separate systems:

$$|\psi\rangle = |\alpha_1, \alpha_2, \ldots\rangle = |\alpha_1\rangle |\alpha_2\rangle \ldots,$$

where $|\alpha_i\rangle$ is the energy eigenstate for system $i$, with eigenvalue $E_i(\alpha_i)$.

The average energy of system $i$ at time $t$ is

$$\langle \mathcal{H}_i \rangle_t = \sum_{\alpha_1, \alpha_2, \ldots} E_i(\alpha_i) \langle \alpha_i | P | \alpha_i, \ldots \rangle = \sum_{\alpha_i} E_i(\alpha_i) \langle \alpha_i | \rho_i | \alpha_i \rangle, \quad (3)$$

where

$$\langle \alpha_i | \rho_i | \alpha_i \rangle = \sum_{\alpha_1, \alpha_2, \ldots} \langle \alpha_1, \ldots | P | \alpha_1, \ldots \rangle. \quad (4)$$

The sum in eq (4) excludes system $i$. $\langle \alpha_i | \rho_i | \alpha_i \rangle$ is just the probability of finding system $i$ in state $|\alpha_i\rangle$. Multiplying eq (1) by $E_i(\alpha_i)$ and summing on all states $|\psi\rangle$, one obtains

$$\frac{d}{dt} \langle \mathcal{H}_i \rangle = \sum_{\psi, \psi'} W_{\psi \psi'} \left( E_i(\alpha_i) - E_i(\alpha_i') \right) \langle \psi' | P | \psi' \rangle \quad (5)$$

where $|\psi'\rangle = |\alpha_1\rangle |\alpha_2\rangle \ldots$. The right side of eq (5) is obtained with the use of the fact of "microscopic reversibility," $W_{\psi \psi'} = W_{\psi' \psi}$, which follows from eq (2).

The right side of eq (5) is of order $V^2$. The probability $\langle \psi' | P | \psi' \rangle$ in eq (5) can therefore be factored as

$$\langle \psi' | P | \psi' \rangle = \prod_l \langle \alpha_l | \rho_l | \alpha_l \rangle, \quad (6)$$

since the correction to eq (6) will be at least of order $V$, and will not affect the validity of eq (5) to order $V^2$.

$^1$This factorization is not possible in the longitudinal spin-spin relaxation problem. See [Peterson, 1963b] and [Philippot, 1964].

Now $V$ is the sum of the pairwise couplings $V_{mn}$ between all systems. Since $V_{mn}$ contains operators referring only to systems $m$ and $n$, the matrix elements $\langle \alpha_1, \ldots, \alpha_k | V_{mn} | \alpha_1', \ldots, \alpha_k' \rangle$ of $V_{mn}$ vanish unless $|\alpha_k\rangle = |\alpha_k'\rangle$ for all $k$ except $m$ and $n$. Therefore, because of the factor $E_i(\alpha_i) - E_i(\alpha_i')$ on the right in eq (5), the $V_{mn}$ terms in $W_{\phi \phi'}$ cannot contribute unless either $m = i$ or $n = i$. That is, the rate of change of the energy of system $i$ is affected directly only by those systems coupled to system $i$, which is an intuitive result. The remaining terms in $W_{\phi \phi'}$ are of the form $\langle \psi | V_{im} | \psi' \rangle \langle \psi' | V_{in} | \psi \rangle$. The latter vanish unless $|\alpha_k\rangle = |\alpha_k'\rangle$ for all $k$ except $i$. The argument of the delta functions multiplying these cross product terms thus reduces to $E_i(\alpha_i) - E_i(\alpha_i')$. But this argument is also the factor appearing in eq (5), and so the cross product terms cannot contribute. Thus eq (5) can be written

$$\frac{d}{dt} \langle \mathcal{H}_i \rangle = \sum_{j=1}^N A_{ij}, \quad (7)$$

where

$$A_{ij} = \sum_{\psi, \psi'} W(\alpha_i \alpha_i', \alpha_j \alpha_j') \left[ E_i(\alpha_i) - E_i(\alpha_i') \right] \prod_{k=1}^n \langle \alpha_k' | \rho_k | \alpha_k \rangle \prod_l \delta_{\alpha_l' \alpha_l}, \quad (8)$$

and

$$W(\alpha_i \alpha_i', \alpha_j \alpha_j') = \frac{(2\pi/\hbar)}{\langle \alpha_i | V_{ij} | \alpha_j' \rangle^2} \delta\{E_i(\alpha_i) + E_j(\alpha_j) - E_i(\alpha_i') - E_j(\alpha_j')\}. \quad (9)$$

The product $\prod_l$ in eq (8) excludes systems $i$ and $j$.

Since

$$\sum_{\alpha_k} \langle \alpha_k | \rho_k | \alpha_k \rangle = 1,$$

$A_{ij}$ can be written

$$A_{ij} = \sum_{\alpha, \alpha'} \sum_{\alpha, \alpha'} W(\alpha \alpha', \alpha \alpha') \left[ E_i(\alpha) - E_i(\alpha') \right] \langle \alpha' | \rho_i | \alpha \rangle \langle \alpha | \rho_j | \alpha' \rangle. \quad (10)$$

Note that eqs (9) and (10) require

$$A_{ij} = -A_{ji}. \quad (11)$$

Thus, if eq (7) is summed over all systems $i$, eq (11) shows that the total energy (excluding the weak couplings) is conserved.

In passing from eq (1) to eq (7), no approximations have been made, other than that of eq (5), which does not affect the validity of eq (7) to order $V^2$, which is the order of eq (1). Now we introduce
the hypothesis of thermodynamic equilibrium within each subsystem, with time-dependent temperatures. This idea was apparently first used by Casimir and Du Pre [1938], and has been successfully applied in many instances since. The left side of eq (7) can then be written
\[ \frac{d\langle H_i \rangle}{dt} = \frac{\partial \langle H_i \rangle}{\partial \beta_i} \frac{d\beta_i}{dt} = -\frac{C_i}{k\beta_i^2} \frac{d\beta_i}{dt} \] (12)
where \( C_i \) is the heat capacity of system \( i \), and \( \beta_i(t) = [kT_i(t)]^{-1} \), where \( k \) is Boltzmann's constant, and \( T_i(t) \) is the temperature. In thermal equilibrium, \( \langle \alpha_i | \rho_i | \alpha_i \rangle \) will have the form
\[ \langle \alpha_i | \rho_i | \alpha_i \rangle = \frac{\exp \left( -\beta_i(t)E_i(\alpha_i) \right)}{\sum_{\alpha_i} \exp \left( -\beta_i(t)E_i(\alpha_i') \right)} \] (13)
Substitution of eqs (12) and (13) into (7) then gives a set of coupled first-order, nonlinear differential equations in the variables \( \beta_i \).

Specializing to a group of three systems, one can write, using eqs (7) and (12),
\[ \frac{d\beta_1}{dt} = \frac{\beta_2 - \beta_1 + \beta_3 - \beta_1}{\tau_{12} + \tau_{13}} \] (14a)
\[ \frac{d\beta_2}{dt} = \frac{\beta_1 - \beta_2}{\tau_{12}} + \frac{\beta_3 - \beta_2}{\tau_{32}} \] (14b)
\[ \frac{d\beta_3}{dt} = \frac{\beta_1 - \beta_3}{\tau_{13}} + \frac{\beta_2 - \beta_3}{\tau_{32}} \] (14c)
where \( \tau_{ij} = \frac{k\beta_i^2 A_{ij}}{C_i(\beta_i - \beta_j)} \), \( R_{ij} = \frac{C_i\beta_j^2}{C_j\beta_i^2} \). (15)
The "relaxation times" \( \tau_{ij} \) and ratios \( R_{ij} \) of eqs (14) and (15) are of course time dependent, becoming constant asymptotically in time. \( A_{ij} \) becomes proportional to \( \beta_i - \beta_j \), similar to eq (7) below. As we have shown earlier [Peterson, 1965b and 1965a], the asymptotic value of \( \tau_{ij} \), when system \( i \) is a spin system, is the low-temperature generalization of a formula derived by Gorter [1947] and developed further by Hebel and Slichter [1963].

If system \( i \) is a spin system \( s \), one may conveniently, and often with negligible loss of accuracy, use a high temperature approximation throughout, as we now show. (If one is interested only in the asymptotic relaxation times of the set of systems, this approximation is readily avoided [Peterson, 1965b].) We assume that the spins, \( N_i \) in number, are independent of one another, the usual assumption in spin-lattice relaxation. The spin density matrix can then be factored into a product of density matrices, one for each spin. Further, \( W(\alpha_i \alpha_i', \alpha_i' \alpha_j') \) decomposes into a sum of transition probabilities, one for each spin, by arguments similar to those preceding eq (7). Taking all spins to be identical, one readily finds that
\[ A_{ij} = N \sum_{m,m'} \sum_{\alpha_i, \alpha_j'} W(m' \langle \alpha_i | \rho_i | \alpha_i \rangle (E_m - E_m') \times (\langle m' | \rho_i | m' \rangle \langle \alpha_i' | \rho_j | \alpha_j' \rangle) (E_m - E_m') \] (16a)
\[ = \frac{N}{2} \sum_{m,m'} \sum_{\alpha_i, \alpha_j'} W(m' \langle \alpha_i | \rho_i | \alpha_i \rangle (E_m - E_m') \times (\langle m' | \rho_i | m' \rangle \langle \alpha_i' | \rho_j | \alpha_j' \rangle - \langle m | \rho_i | m \rangle \langle \alpha_i | \rho_j | \alpha_j \rangle), \] (16b)
where \( E_m \) is the energy and \( \langle m | \rho_i | m \rangle \) is the spin density matrix element of a single spin in state \( m \), and
\[ W(m, \alpha_i \alpha_j) = (2\pi \hbar)^{-1/2} \langle m | \alpha_i | V_{ij} | m' \rangle \langle m' | \alpha_j | m \rangle \] (17)
Equation (16b) is just the symmetrized form of \( A_{ij} \). Substituting eq (13) into (16b), and noting that \( \langle m | \rho_i | m \rangle \langle \alpha_i | \rho_j | \alpha_j \rangle \), when multiplied by the energy conserving delta function of eq (17), can be written
\[ \langle m' | \rho_i | m' \rangle \langle \alpha_i' | \rho_j | \alpha_j' \rangle \exp \left[ (\beta - \beta_i) (E_m - E_m') \right] \]
\[ = \delta(m - m') \delta(E_m - E_m') \]
\[ = \delta(E_m - E_m') \delta(E_m - E_m') \]
where the summation is over all pairs of spin states, and
\[ w_{ij}(m', m) = \sum_{\alpha_i, \alpha_j} W(m', \alpha_i \alpha_j) \langle \alpha_i | \rho_j | \alpha_j \rangle. \] (19)

[The quantity \( w_{ij}(m', m) \) is the transition probability per unit time from state \( m' \) to state \( m \), taking into account the influence of system \( j \). By multiplying and dividing the right side of eq (19) by \( \langle \alpha_j | \rho_j | \alpha_j \rangle \), and using eqs (13) and (17), one can obtain
\[ w_{ij}(m', m) = \sum_{\alpha_j} W(m', \alpha_i \alpha_j) \langle \alpha_j | \rho_j | \alpha_j \rangle \exp \left[ (\beta - \beta_j) (E_m - E_m') \right] \]
\[ = w_{ij}(m, m') \exp \left[ (\beta_j (E_m - E_m') \right], \] (20)
where \( w_{ij}(m, m') \) is defined by eq (19) with \( m \) and \( m' \) interchanged. It is just the transition probability per unit time from \( m \) to \( m' \). Equation (20) is the "principal of detailed balance," which ensures that our rate equations are governed by both stimu-
lated and spontaneous processes, as they must be in a proper quantum mechanical treatment.]

The high-temperature approximation, referred to earlier, and often used in spin resonance and relaxation problems, consists of expanding the exponential function of eq (18) and retaining only the term linear in \((\beta_j - \beta_0) (E_{m'} - E_m)\). This quantity is usually much less than unity in magnitude, although for our purposes it is sometimes initially about unity. Suppose, for example, that one has initial spin inversion (the worst case from the standpoint of the high-temperature approximation), with \(T_j(0) = -T_s(0) = 1 \, ^\circ\text{K}\). Then

\[
|\beta_j - \beta_0| (E_{m'} - E_m) \approx 0.1 \nu,
\]

where \(\nu\) is in GHz (10\(^9\) cps). At X-band \((\nu \approx 10)\) this quantity is about unity. As the relaxation progresses, it of course becomes smaller. We show in figure 2 the transient magnetization after initial spin inversion, calculated with and without the high-temperature approximation. A K-band level splitting \((\nu = 25, \Delta/k = 1 \, ^\circ\text{K})\) is used, with initial lattice temperatures of 1 \, ^\circ\text{K} and 2 \, ^\circ\text{K}. Considered in figure 2 is the case of the spins interacting only with the resonant phonons (channels b, c, d, and e in figure 1 are closed). This case is treated in section 5. The high-temperature approximation (equivalent to \(\Delta/k = 0\)) is seen to give a slightly faster spin relaxation rate initially than the equations without this approximation give. The approximation therefore underestimates slightly the delay time before the rapid decay (the "phonon avalanche") characteristic of initial spin inversion, begins. The differences are sufficiently small that one is well justified in using the much simpler high-temperature version of the rate equations for frequencies at K-band or lower, and initial lattice temperatures of about 1 \, ^\circ\text{K} or higher.

There are two other points to consider in the high-temperature approximation. One concerns the spin heat capacity, which contains terms such as \(\exp(-\beta_0 \Delta)\) where \(\Delta = |E_{m'} - E_m|\). For consistency one must write \(\exp(-\beta_0 \Delta) = 1 - \beta_0 \Delta\). The spin heat capacity is then

\[
C_s = \frac{1}{3} S (S + 1) N_s \Delta^2 k \beta_0^2
\]

(21)

for \(N_s\) independent particles of spin \(S\) and energy-level separation \(\Delta\). (The concept of a single spin temperature usually is valid only if there is but one pair of spin levels, or if the spin levels are equally spaced. We explicitly consider only the former, using an effective spin of one-half.)

The other point concerns the high-temperature expression for \(A_j\) where neither \(i\) nor \(j\) represents the spin system. Although in this paper we do not have explicit need for such an expression, we point out that the high-temperature approximation may be applied just as with the spin system. The reason is that, in our work, either \(i\) or \(j\) is always the system of resonant phonon modes, which by definition have energies equal to the energy level splittings in the spin system.

The high-temperature expression for \(\tau_{ij}\) for a collection of effective spin one-half particles is therefore, by eqs (15), (18), and (21).

\[
\tau_{ij} = 2 w_j(m', m).
\]

(22)

Here, \(w_j(m', m)\) may be used interchangeably with \(w_j(mm')\) because of the high-temperature approximations already used. Because system \(j\) is a phonon system, and because eq (22) is derived from the lowest-order transition probability expression—which means that only one phonon is created or destroyed when a spin flips—the quantity \(\tau_{ij}^{-1}\) is the direct relaxation rate, hereafter denoted by \(\tau_d^{-1}\).

For \(w_j(m', m)\) given by eq (19), it is well known, and not too difficult to show, that for \(E_{m'} - E_m = \Delta > 0\), and system \(j\) a boson field (phonons or photons),

\[
w_j(m', m) = A \widetilde{n}_j(\Delta),
\]

where \(A\) is the Einstein coefficient for spontaneous emission, and \(\widetilde{n}_j(\Delta)\) is the Planck factor, \([e^{\beta_0 \Delta} - 1]^{-1}\), at temperature \(T_j(\Delta)\), giving the number of thermal phonons per mode at energy \(\Delta\). The direct relaxation rate is therefore finally given by

\[
\tau_d = (2Ak/\Delta) T_j(\Delta),
\]

(23)

in the high-temperature approximation. We remark that this result can be achieved more rapidly by beginning with intuitive rate equations for the spin occupation numbers and phonon occupation numbers. It has been obtained in this way for constant \(T_j\) (constant phonon occupation numbers) by many workers. The generalization to a time-dependent
resonant-phonon temperature has not been used explicitly in the literature, with the exception of our own earlier work [Peterson, 1965a]. The notion of a steady-state resonant-phonon temperature has been used, however [Van Vleck, 1941; Orbach, 1961; Faughnan and Strandberg, 1961; Scott and Jeffries, 1962]. Actually, the resonant-phonon-temperature language is just an alternate language to that of the phonon occupation numbers, the two concepts being tied together by the Planck factor. The temperature concept is quite convenient to use, as is evidenced by the manner of its appearance in the equations in the following sections, and in many instances is a more intuitively meaningful measure of the degree of phonon excitation than is the phonon number.

The Raman process is a higher-order process, involving any two phonons whose energy difference is equal to that of the spin-flip energy. This process thus makes use of the entire phonon spectrum, with the exception of the resonant phonons. Our use of a single temperature to describe these phonons is now more than a convenient change in language—it is a physical assumption requiring that the phonons interact with one another either directly or indirectly, sufficiently rapidly compared to the spin-phonon interactions that remain thermalized.

The Raman relaxation rate \( \tau_{R}^{-1} \) is considerably more difficult to calculate than \( \tau_{d}^{-1} \), and we shall not derive it here. Orbach’s paper [1961] is now the classic for this calculation. Equation (22) is still the basis for the calculation, but the coupling \( V_{ij} \) appearing in the transition probability per unit time is replaced by

\[
V_{ij}(E_i - \mathcal{H}_{ij})^{-1} V_{ij}, \quad (24)
\]

which is the second term in the standard perturbation expansion. \( \mathcal{H}_{ij} \) is the sum of the Hamiltonians for the spin and phonon systems, and \( E_i \) is the eigenvalue of \( \mathcal{H}_{ij} \) in the initial state. \( V_{ij} \) is the same operator as in the resonant-phonon case, but now has the effect of bringing in phonons of other than the spin-flip energy. For Kramers’ salts, \( \tau_{R}^{-1} \) is proportional to the ninth power of the lattice temperature, a result known both experimentally and by calculation (Orbach [1961] lists several earlier references). We do not consider non-Kramers’ salts, nor the Orbach two-step process [Orbach, 1961]

In section 5 we consider, among other points, the effects of the phonon-bath interactions, and need the damping rate characterizing the rate at which the phonons leak out into the bath. In common with earlier work, we simply adopt the phenomenological notion that the phonon number decays exponentially with a temperature-independent decay time, related to the time of transit of a phonon across the sample.

In the analysis in the subsequent sections, we use numerical values, in the various relaxation time formulas, which have been determined empirically in some cases, or which are representative. The graphs are given in terms of inverse spin-temperature, which is proportional to magnetization in the high-temperature approximation:

\[
\langle M_z \rangle = \frac{\text{Tr}(e^{-\beta \mathcal{H}} M_z)}{\text{Tr}(e^{-\beta \mathcal{H}})} \approx -\beta \frac{\text{Tr}_d(\mathcal{H}_s M_z)}{\text{Tr}_d(1)}
\]

### 3. Spin Relaxation for Tightly Coupled Vibrational Modes

In this section, we assume that the resonant modes (designated by \( d \), for direct) are sufficiently tightly coupled to the remaining vibrational modes (designated by \( r \), for Raman), that these two systems are effectively a single system with a single lattice temperature \( T = (\frac{k_B}{e})^{-1} \). We assume that a constant-temperature bath is not effective. (In fig. 1, channels d and e are closed, and c is “wide open.”) In practice, the latter assumption means that the helium is in fact pumped away after the lattice has reached its desired initial temperature, because the spin-lattice times are typically of the order of 0.01 sec to one second, whereas the lattice-bath times are typically much less than a millisecond. Our interest is in discovering the degree of deviation from exponential relaxation caused by the warming-up of the lattice. By eqs (14b, c), if \( \beta_s = \beta_d \) and \( \beta_r = \beta_3 \) are equal initially, which is the usual experimental situation, then in the limit of small relaxation time \( \tau_{23} \), they will remain equal. Equation (14a) then becomes

\[
\frac{d \beta_s}{dt} = \frac{\beta - \beta_s}{\tau_1} \quad (25)
\]

where

\[
\frac{1}{\tau_1} = \frac{1}{\tau_a} + \frac{1}{\tau_r} = a_d T + a_r T^2 \quad (26)
\]

The coefficients \( a_d \) and \( a_r \) refer to the direct and Raman processes, respectively. The \( T^2 \) law is characteristic of a Kramers’ salt. For the second equation it is convenient to use conservation of energy, which follows from eq (7) as we have pointed out:

\[
C_s \frac{d \beta_s}{dt} + C \frac{d \beta}{k \beta_s^2 dt} = 0. \quad (27)
\]

Here \( C \) is the heat capacity of the entire lattice, given by

\[
C = 234 \frac{Nk(T)}{\Theta^3} \quad (28)
\]

in the Debye model for \( T \ll \Theta (\Theta = \text{Debye temperature}) \). \( N \) is the number of lattice sites. In terms
of the variables \( T \) and \( s = k \beta s = T^{-1} \), eqs (25) and (27) are
\[
ds/dt = \left(1 - sT\right) (a_d + a_r T^8),
\]
and
\[
c_r ds/dt = T^3 dT/dt,
\]
where \( c_r \) is defined by
\[
\beta^2 c_r = \frac{c_r}{T^3}.
\]
By eqs (21) and (28) we have
\[
c_r = \frac{1}{N} \frac{\Delta^2 \Theta^3}{N^2} 234 k^2
\]
for \( S = \frac{1}{2} \). (The subscript \( r \) on \( c_r \) is used to make the notation consistent with that of the following sections.)

In figures 3 to 11 is displayed the transient behavior of the inverse spin temperature as given by eqs (25a) and (27a). The curves in figure 3 are based upon parameter values appropriate to the spin concentration and splitting used in a paramagnetic crystal which has been studied extensively [Rennestad and Wagner, 1963; Davids and Wagner, 1964; Baker et al., 1956; Paxman, 1961; Bray et al., 1962]. This is the crystal \( \text{K}_2\text{Co(CN)}_6 \) doped with \( \text{Fe}^{3+} \) ion. For \( N_d/N = 10^{-3} \) (\( \text{Fe}/\text{Co} = 1.6\% \)), \( g = 2.2 \), \( H = 2000 \text{ Oe} \) (62 GHz), and \( \Theta = 100 \text{ K} \) (\( \Theta \) is not known with certainty [Bray et al., 1962]), one finds \( c_r = 0.1 \text{ deg}^5 \). The Raman relaxation rate coefficient has the value [Rennestad and Wagner, 1963] \( a_r = 0.0043 \text{ sec}^{-1} \text{ deg}^{-8} \), and the direct rate coefficient for \( H = 2000 \text{ Oe} \) has the value [Davids and Wagner, 1964] \( a_d = 1 \text{ sec}^{-1} \text{ deg}^{-1} \).

Figure 3 is a semilog plot of
\[
\frac{s(\infty) - s(t)}{s(\infty)}
\]
versus time, for these parameter values and four sets of initial temperatures: \( T(0) = T_d(0) = 2 \text{ K} \); \( T(0) = T_d(0) = 1 \text{ K} \); \( T(0) = 2 \text{ K}, T_d(0) = \infty \); and \( T(0) = 1 \text{ K}, T_d(0) = \infty \). (The condition \( T(0) = T_d(0) \) is called complete inversion, and the condition \( T(0) = \infty \) is called saturation.) The solid curves give the behavior described by eqs (25a) and (27a); the dashed curves are straight lines, extrapolated back from the asymptotic region (where the relaxation is exponential), to show more clearly the deviation of the solid curves from exponential behavior. It is seen that this deviation is indeed quite small for these parameter values, which correspond to low microwave frequencies, but high spin concentrations. The relaxation is somewhat slower initially than in the asymptotic region. The reason is that the temperature-dependent relaxation rates increase as the lattice temperature slightly rises. From another point of view, one may say that as the spins flip down, the phonon density rises, making the spin transition rates increase.

For the small direct and Raman relaxation rates assumed in figure 3, a helium bath will keep the temperatures of the resonant and remaining phonon modes constant, which undoubtedly is the reason that the two relaxation rates are found, experimentally [Rennestad and Wagner, 1963; Davids and Wagner, 1964; Baker et al., 1956; Paxman, 1961; Bray et al., 1962], to be additive, as we assume in this section. In fact, even if the helium were effectively removed, boundary scattering of the phonons is probably sufficiently inelastic that for the rather long spin times used, the lattice modes are effectively coupled, and would give rise to additive relaxation rates.

In figures 4 and 5, we again use \( a_d = 1 \text{ sec}^{-1} \text{ deg}^{-1} \) and \( a_r = 0.0043 \text{ sec}^{-1} \text{ deg}^{-8} \), but with \( c_r \) increased to 1 deg\(^5\) and 10 deg\(^5\), respectively. (Recall [see eqs (29) and (30)] that an increased value of \( c_r \) corresponds to a larger ratio of spin to lattice heat.

![Figure 3. Semi-log plot of transient magnetization after initial saturation and complete inversion.](image-url)
capacities. An increased value of $c_r$ can result from an increase in spin concentration, a higher Debye temperature, or a larger energy level splitting. The latter can be accomplished by increasing the magnetic field, or sometimes by re-orienting the crystal in the magnetic field.) Deviations from exponential recovery are now quite pronounced. Notice that increased values of $c_r$ shorten the decay times, meaning that the likelihood of observing the nonexponential behavior is enhanced due to better competition of these relaxation mechanisms with any not explicitly included here.

If $c_r$ is increased by means of increasing the magnetic field, then the direct rate will also be increased, going approximately as $H^4$ for Kramers' salts [Scott and Jeffries, 1962; Orbach, 1961; Kronig, 1939; Van Vleck, 1940]. We have used $a_d=10$ sec$^{-1}$ deg$^{-1}$ and $a_r=0.0043$ sec$^{-1}$ deg$^{-9}$, with $c_r=1$ deg$^5$ in figure 6 and $c_r=10$ deg$^5$ in figure 7, to investigate this effect quantitatively. The deviation from exponential behavior is now decreased from that in figures 4 and 5. The reason is that the direct process now tends to "short circuit" the Raman process. The amount of change of the total relaxation rate, due to the increased temperature of the lattice, is thereby decreased. Notice also that the decay times are shortened over those in figures 4 and 5.

In figures 8-11, we have assumed an increased Raman rate, using $a_r=0.01$ and 0.02 sec$^{-1}$ deg$^{-9}$, with $a_d=1$ and 10 sec$^{-1}$ deg$^{-1}$ and $c_r=1$ and 10 deg$^5$. The nonexponential characteristics are now more pronounced than in the corresponding figures 4 to 7, and on a still shorter time scale.

We remark that figures 3 to 11 are applicable to a much wider range of relaxation rates than is explicitly indicated. That is, if $\tau_1$ in eq (26) is multiplied by a dimensionless constant $f$, the only effect is to multiply the times scales of figures 3 to 11 by $f$. The shapes of the curves do not change.

To sum up this section, we have exhibited in figures 3 to 11, for a rather large range of parameter values, the degree to which the spin relaxation rate increases when the lattice temperature, assumed to characterize the entire phonon spectrum, increases during the relaxation.

4. Spin Relaxation for Uncoupled Vibrational Modes

In this section, we investigate some of the relaxation characteristics of a spin system coupled to the resonant modes via the direct process, and to the remaining vibrational modes via a Raman $T^9$
process, but for which the resonant modes are
totally uncoupled to the remaining modes.
In eqs (14), we set \( \tau_{rd} = 0 \) equal to zero to indicate
the lack of coupling between systems \( 2 = d \) and
\( 3 = r \). (In fig. 1, channels c, d, and e are closed.) Equations (14) then become

\[
d\beta_s = \frac{B_d - B_s + B_r - B_s}{\tau_d + \tau_r}, \tag{31a}
\]

\[
d\beta_d = \frac{B_d - B_d}{\tau_d} R_{sd}, \tag{31b}
\]

\[
d\beta_r = \frac{B_s - B_r}{\tau_r} R_{sr}, \tag{31c}
\]

where

\[
\tau_d^{-1} = a_d T_d, \quad \tau_r^{-1} = a_r T_r, \tag{32}
\]

and

\[
R_{sd} = \frac{C_d \beta_d^2}{C_d \beta_s^2}, \quad R_{sr} = \frac{C_d \beta_s^2}{C_r \beta_r^2}, \tag{33}
\]

The heat capacity, \( C_d \), of the resonant modes can be written

\[
C_d = k p(\omega) \delta \omega = 9 N \Delta^2 \hbar \delta \omega / (k^2 T^2). \tag{34}
\]

The first equality in eq (34) results because the resonant modes are at the low-frequency end of the lattice vibrational spectrum, so that a heat capacity per mode equal to Boltzmann’s constant (the high-
temperature expression) can be used. The Debye formula for the density of modes, \( p(\omega) \), is used in the second equality. Also, \( \delta \omega \) is a measure of the bandwidth of modes resonant with the spins, and \( N \) is the number of lattice sites.

Setting \( s = k \beta_s \), as before, and using \( T_d \) and \( T_r \) as variables in place of \( \beta_d \) and \( \beta_r \), one can write eqs (31a, b, c) as

\[
ds/dt = a_d (1 - s T_d) + a_r (1 - s T_r) T, \tag{35a}
\]

\[
dT_d / dt = a_d \beta_d (1 - s T_d), \tag{35b}
\]

\[
dT_r / dt = a_r \beta_r (1 - s T_r) T, \tag{35c}
\]

Here \( c_r \) is the same as that of the preceding section, defined by eq (29) and given in eq (30) for \( S = \frac{1}{2} \).
The quantity $c_d$ is defined by
\[ R_{sd} = \frac{C_d \beta_0}{C_d \beta_0} = \frac{c_d}{T_d^2} \]  
(36)

Combining eqs (21), (34), and (36), one finds
\[ c_d = \frac{N_s}{N} \frac{k \Theta^2}{T_d^2} \]  
(37)

Notice that $c_d$ is independent of the level separation $\Delta$, whereas $c_r$ varies as $\Delta^2$. For the values $N_s/N = 10^{-2}$, $\Theta = 100$ °K, and a bandwidth $\delta \omega$ equal to a spin resonance linewidth of $\delta H = 2$ Oe (i.e., $\hbar \delta \omega = g \beta_0 \delta H$, where $\beta_0 = \text{Bohr magneton}$), one finds that $c_d \approx 10^6$ deg$^2$.

One can predict readily the general features of the spin relaxation from consideration of the relative heat capacities and relaxation rates, as well as from consideration of eqs (35). Initially the resonant and remaining modes are at the temperature, say $T_0$. If the direct and Raman rates are comparable at first, the temperature of the resonant mode system will rise much more rapidly than that of the remaining lattice because of its much smaller heat capacity. Because the spin heat capacity is initially typically much larger than that of the resonant modes, the temperature of the latter will rise very high. A qualitative difference in the spin relaxation occurs, according to whether the spin system is initially saturated or inverted. For initial saturation ($s_0 = 0$) eqs (35) give
\[ \frac{ds_0}{dt} \text{(saturation)} = \frac{1}{T_0} \left( \frac{1}{\tau_{d0}} + \frac{1}{\tau_{ro}} \right), \]  
(38a)
\[ \frac{d^2s_0}{dt^2} \text{(saturation)} = \frac{-1}{T_0^2} \left[ \left( \frac{1}{\tau_{d0}} + \frac{1}{\tau_{ro}} \right)^2 - \frac{8c_r}{T_0^2 \tau_{ro}} \right], \]  
(38b)
where the subscript zeroes refer to the initial time. The initial curvature ($d^2s_0/dt^2$) is typically negative. For initial complete inversion, eqs (35) give
\[ \frac{ds_0}{dt} \text{(inversion)} = \frac{2ds_0}{dt} \text{(saturation)}, \]  
(38c)
\[ \frac{d^2s_0}{dt^2} \text{(inversion)} = \frac{2c_d}{T_0^2 \tau_{d0}}, \]  
(38d)
In obtaining eq (38d), we have used the fact that typically
\[ \frac{C_d}{T_0^2} \gg \frac{C_r}{T_0^3}, \]
we have also assumed that \( \tau_{d0} \) is of the order of, or less than \( \tau_{r0} \). Hence
\[ \frac{d^2S_0}{dt^2} \text{(inversion)} \gg \frac{d^2S_0}{dt^2} \text{(saturation)}. \]

Thus, at initial saturation, the spin relaxation rate begins at the initial direct-plus-Raman rate, but shortly falls to somewhat less than the Raman rate, when the resonant-phonon energy starts flowing back into the spin system. This rate then increases somewhat as the remaining lattice temperature rises. At initial inversion, the spin relaxation rate begins at twice that for saturation, and very rapidly increases until saturation is approached. This process will take place in a time shorter than the initial value of \( \tau_d \) by a factor of the order of the ratio of \( T_0 \) to the maximum resonant-phonon temperature. This ratio can easily be \( 10^{-4} \) or less. The subsequent relaxation rate will be considerably slower than the Raman rate because of the extreme ease with which the energy of the very hot phonons flow back into the spin system. The spin system finds itself almost in a steady-state condition, with nearly constant magnetization. Eventually, the spin relaxation rate increases, both because the resonant phonons are cooler and the remaining lattice is warming up. The quantitative analysis which follows now will show that the slowing of the relaxation can be extremely pronounced, and would in fact be readily observable in an experiment for which the helium bath has been effectively removed, if there were no inelastic scattering of the phonons at the crystal boundaries. This kind of experiment could provide a measure of the degree of inelastic boundary scattering.

In figure 12, we assume initial spin saturation, with \( T_{d0} = T_{r0} = 2 \text{}K, a_d = 1 \text{} \text{sec}^{-1} \text{deg}^{-1}, a_r = 0.0043 \text{} \text{sec}^{-1} \text{deg}^{-9}, c_d = 10^5 \text{} \text{deg}^2, \) and \( c_r = 0.1, 1, \) and \( 10 \text{} \text{deg}^2. \) The three curves may be compared with the appropriate spin saturation curves of figures 3 to 5. The first 100 msec of the latter is replotted in figure 12 as dashed curves. The first 20 msec of \( s(t) \) and \( T_d(t) \) is plotted on an expanded scale in the inset of figure 12. The inset shows clearly the slowing of the relaxation rate after about 3 msec, and the subsequent increase in the rate, particularly for the \( c_r = 10 \text{} \text{deg}^5 \) curve, due to the
warming of the lattice. Overall, however, the relaxation is not very far from exponential, and an experiment using these parameter values, and saturation techniques, would likely not distinguish clearly between effectively coupled, and uncoupled, phonon modes.

In figure 13, initial spin inversion is assumed, all other conditions being the same as in figure 12. The initial rapid relaxation is plotted in the inset, which shows both \( s(t) \) and \( T_d(t) \). The near linearity between \( s(t) \) and \( T_d(t) \) during this initial period is a reflection of the near conservation of energy between the spin and resonant phonon systems. This is readily obtained from eqs (35) by setting \( \alpha_r \) equal to zero, substituting eq (35b) into (35a), and integrating on time, giving

\[
s(t) \approx s_0 + T_d(t)/c_d - T_0/c_d. \tag{39}
\]

Equation (39) can also be used to estimate the maximum resonant phonon temperature, \( T_m \), by setting \( T_d(t) = [s(t)]^{-1} = T_m \). This gives, for an initial partial or complete spin inversion, and \( c_d|s_0| \gg T_0, \)

\[
T_m \approx c_d|s_0| + T_0 + |s_0|^{-1} \approx c_d|s_0|. \tag{40a}
\]

For near-saturation, which may be defined by the condition \( |s_0|c_d - T_0| < c_d^{1/2}, \)

\[
T_m \approx c_d^{1/2}. \tag{40b}
\]

Since \( c_d \) is about \( 10^4 \) to \( 10^5 \) deg\(^2\), the maximum resonant-phonon temperature can be more than two orders of magnitude greater after inversion than after saturation. This readily explains why the early saturation experiments designed to detect the hot phonons were unsuccessful, whereas the recent experiments using inversion techniques have succeeded [Brya and Wagner, 1965; Wagner and Brya, 1966; Shiren, 1966].

The three solid curves of figure 13 correspond to the left-hand scale. The right-hand scale corresponds to the dashed curve, which shows the relaxation behavior in its entirety for \( c_r = 10 \) deg\(^5\). The \( c_r = 0.1 \) and 1 deg\(^5\) curves are similar to this, but on a longer time scale. Of principal interest is the very flat region in the first 100 msec or so. The slope there is about \( 10^{-4} \) sec\(^{-1}\) deg\(^{-1}\), whereas the slope due to a purely Raman relaxation in this region would be about \( s_0/T_{\alpha R} \approx (T_0/T_{\alpha R})^{-1} \approx 1 \) sec\(^{-1}\) deg\(^{-1}\).

Figures 14 and 15 are similar to figures 12 and 13, respectively, \( \alpha_r \) being increased from 0.0043 to 0.01 sec\(^{-1}\) deg\(^{-9}\), all other parameter values being unchanged. The features are qualitatively the same as in figures 12 and 13. In figure 14 (initial spin saturation), the resonant phonon temperature does not rise as high as in figure 12 for the reason that the higher Raman rate coefficient, \( \alpha_R \), allows a smaller proportion of the energy to flow into the resonant modes. The “halting” of the spin relaxation in figure 15 is as dramatic as in figure 13, although the spins are “released” somewhat earlier. Also, comparison of figures 13 and 15 shows that the initial rapid relaxation is quite insensitive to the Raman parameters \( \alpha_R \) and \( c_r \), as expected.

Figure 16 uses the same parameter values as figure 13, with the exception of \( c_d \) which is de-
increased from $10^5$ to $5 \times 10^4$ deg$^2$. The only gross change is in the initial rapid relaxation from inversion to near-saturation. The initial relaxation now takes twice as long, and the resonant mode temperature rises only half as high as in figure 13. These results are in accord with expectations based on eq (40a). The subsequent slower relaxation is not quite as slow as in figure 13, the reason being that a smaller amount of energy is sent initially into the resonant modes.
**Figure 15.** Transient magnetization after complete spin inversion.
Phonons modes uncoupled. Parameter values same as in figure 14. Inset: First 300 μsec of \( S(t) \) and \( T_d(t) \) on an expanded time scale.

**Figure 16.** Transient magnetization after complete spin inversion.
Phonons modes uncoupled. \( T_d(0) = T_0(0) = 2 \) K; \( c_{d1} = 1 \) sec \(^{-1} \) deg \(^{-1} \); \( a_0 = 0.0043 \) sec \(^{-1} \) deg \(^{-1} \); \( c_1 = 5 \times 10^4 \) deg \(^{-1} \).

Left-hand scale for solid curves; right-hand scale for dashed curve. Inset: First half-msec of \( S(t) \) and \( T_d(t) \) on an expanded scale.
Figures 17 and 18 are analogous to figures 12 and 13, respectively, the difference being that in figures 17 and 18 we use $T_d(0) = T_r(0) = 1 \text{ K}$ rather than $2 \text{ K}$. In figure 17, both $s(t)$ and $T_d(t)$ are plotted. Notice that the ordinate scale is different from that of figure 12. The most interesting feature of figure 17 is the initial “rapid” relaxation, a feature not so evident in figures 12 and 14. This “rapid” relaxation is of a different character than that resulting from an initial spin inversion, and is of course still described by eqs (38a, b). It is rapid only relative to the subsequent relaxation after about 10 msec, and in fact is only about half as fast as the initial relaxation of figure 12. After 10 msec, the relaxation proceeds somewhat slower than at the Raman rate, which is very small because of the low initial temperature, $T_r(0) = 1 \text{ K}$.

Figure 18 may be compared with figure 13. The qualitative aspects are the same. The quantitative differences are the halved initial relaxation period and doubled maximum $T_d$ over that of figure 13, as expected from eq (40a); and the much slower subsequent relaxation rate due to the lower $T_0$.

Figure 19 is analogous to figure 18, only $c_d$ being changed, reduced to $5 \times 10^4$ deg$^2$ from $10^5$ deg$^2$. Figure 19 may also be compared with figure 16, for which only the initial temperature is different.

In figures 20 and 21, we have changed $a_d$ to 16 sec$^{-1}$ deg$^{-1}$, and $c_r$ to 0.4 deg$^2$, using $a_r = 0.0043$ sec$^{-1}$ deg$^{-9}$ and $c_d = 10^5$ deg$^2$ as in figures 12, 13, 17, and 18. These $a_d$ and $c_r$ values would obtain if the dc magnetic field, applied to a system for which $a_d = 1$ sec$^{-1}$ deg$^{-1}$ and $c_r = 0.1$ deg$^2$, were doubled. The $T_d(0) = T_r(0) = 2 \text{ K}$ curve of figure 20 may be compared with its equivalent in figure 12. An initial “rapid” relaxation now occurs, as a result of the faster direct relaxation rate. We have also plotted in figure 20, for $T_r(0) = 2 \text{ K}$, curves for $T_d(0) = 300 \text{ K}$, $10^3 \text{ K}$, and $10^4 \text{ K}$. These values can be considered to be the result of leaving the saturating microwave pulse on for various lengths of time. That is, while the microwave pulse is feeding energy into the spin system, the spin system is feeding energy into the vibrational modes. The resonant mode temperature will thus rise significantly if leakage of energy into the bath or into the remaining vibrational modes is sufficiently slow, as we are assuming in this section. The $T_d(0) = 2 \text{ K}$ curve would correspond to a short pulse, less than about 0.1 msec for the conditions of figure 20, as judged from the $T_d(t)$ curve of the inset, but intense enough to saturate the spin system. The effect of the longer pulses is to keep the relaxation from proceeding as far during the initial “rapid” phase. This effect, the decrease in amount of relaxation with increase in pulse length, is reminiscent of the results of Bowers and Mims [1959], and Bray et al. [1962] in saturation experiments. The duration of the initial decays they observed are of the same order as those in figure 20. However, the amount of decay in the initial relaxation in figure 20 constitutes only about 1 percent of the total amount [after rapid decay]/[final] = 0.01, whereas the corresponding figure in the Bowers and Mims, and Bray et al., experiments apparently can be of the order of 50 percent or more. Bowers and Mims [1959] have convincingly attributed their initial fast decays to

---

**Figure 17.** Transient magnetization and resonant-phonon temperature after initial spin saturation.

Phonon modes uncoupled. $T_d(0) = T_r(0) = 1 \text{ K}$; $a_d = 1 \text{ sec}^{-1} \text{ deg}^{-1}$; $a_r = 0.0043 \text{ sec}^{-1} \text{ deg}^{-9}$; $c_d = 10^5 \text{ deg}^2$; $c_r = 0.1, 1, \text{ and } 10 \text{ deg}^2$.  
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spectral diffusion, that is to the sharing of the energy between those spins being pumped directly and those in other parts of their inhomogeneously broadened spin resonance line.

The slowing of the subsequent relaxation due to influx of energy from the resonant phonons is very evident in figure 20 for the higher $T_{d}(0)$ values. Notice that the highest value we use ($10^{4} \text{K}$) is still lower than the maximum resonant-phonon temperature which results from initial spin inversion. The curves of figure 20 can be thought of as indicating the transition from saturation to inversion.
Figure 20. Transient magnetization after spin saturation.
Phonon modes uncoupled. $T_d(0) = 2$ K; $T_r(0) = 2$ K, 300 K, 100 K, and 10 K; $a_d = 16$ sec$^{-1}$ deg$^{-1}$; $a_r = 0.0043$ sec$^{-1}$ deg$^{-1}$; $c_d = 10$ deg$^{-2}$; $c_r = 0.4$ deg$^{-2}$. Inset: First 5 msec of $T_d(t)$.

Figure 21. Transient magnetization after complete spin inversion.
Phonon modes uncoupled. Lower portion: $T_d(0) = T_r(0) = 2$ K; upper portion: $T_d(0) = T_r(0) = 1$ K. In both, $a_d = 16$ sec$^{-1}$ deg$^{-1}$; $a_r = 0.0043$ sec$^{-1}$ deg$^{-1}$; $c_d = 10$ deg$^{-2}$; $c_r = 0.4$ deg$^{-2}$.

The lower portion of figure 21 shows quantitatively the results of spin inversion from $T_d(0) = T_r(0) = 2$ K, and the upper portion shows the results of spin inversion from $T_d(0) = T_r(0) = 1$ K, for the same $a_d$, $a_r$, $c_d$, and $c_r$ values as in figure 20. Notice that the initial rapid relaxation is now completed in 10–20 μsec.

As in the preceding section, the curves given in figures 12 to 21 apply to a broader range of relaxation times than explicitly used. That is, if $a_d$ and
$a_r$ are divided by the same factor f, the time scales of figures 12 to 21 may simply be multiplied by f to obtain the new curves.

In this section we have assumed that the resonant modes cannot communicate their energy to the remaining modes, and that energy cannot escape to a bath. The most significant result of these assumptions is the pronounced slowing of the spin relaxation after an initial period of rapid decay in which spin energy flows into the resonant mode system. This slow rate can be several orders of magnitude less than the Raman rate appropriate to the conditions used.

5. Spin Relaxation to the Resonant Phonons Coupled to a Bath

In the preceding two sections we investigated the transient spin behavior using the assumption that the usual bath had been removed, or could be ignored. The consequent heating of the resonant modes resulted in two dramatic effects: an initial rapid decay from spin inversion, and a subsequent very slow decay, slower than the Raman rate. The initial rapid decay has recently been seen by Brya and Wagner [1965, 1966].

In this section, we shall examine this latter effect in a little more detail. We assume that the spins are coupled only to the resonant phonons, which are in turn coupled to a bath at the constant temperature $T_b$, (Channels b, c, and e in fig. 1 are closed.) Spin coupling to the rest of the lattice will be neglected, because we are here interested chiefly in the behavior during the first few tens of microseconds. The Raman mechanisms, as we have seen, have very small influence during this interval.

The bath may be helium surrounding the crystal, or it may be the rest of the lattice, if we assume that the temperature of this portion of the lattice does not change.

Equations (14) become

\[
\frac{dB_s}{dt} = \frac{\beta_d - \beta_s}{\tau_d}, \tag{41a}
\]

\[
\frac{dB_d}{dt} = \frac{\beta_s - \beta_d}{\tau_d} R_{sd} + \frac{\beta_d - \beta_s}{\tau_b}, \tag{41b}
\]

where $\tau_d$ and $R_{sd}$ are given in eqs (32) and (36), respectively, and $\tau_b^{-1}$ is the instantaneous relaxation rate characterizing the rate of change of $\beta_d = (kT_d)^{-1}$ due to the interaction between the resonant phonons and bath. In terms of $s(t) = k\beta_s$, $T_d(t)$, and $T_b$, eqs (41) are

\[
\frac{ds}{dt} = a a(1 - sT_d), \tag{42a}
\]

\[
\frac{dT_d}{dt} = a_d c_d (1 - sT_d) + (T_b - T_d)/\tau_{ph}, \tag{42b}
\]

where

\[
\tau_{ph} = (T_b/T_d)\tau_b.
\]

Now, the number of thermal phonons at the resonant energy $\Delta$ is given by the Planck factor, which is, in the high temperature approximation,

\[
n = kT_d/\Delta.
\]

Thus, by eq (42b), one can also write the rate of change of $T_d$ due to the bath, in the form

\[
\frac{dn}{dt}_{bath} = \frac{n_b - n}{\tau_{ph}} \tag{43}
\]

where $n_b$ is the number of thermal phonons at energy $\Delta$ at the final equilibrium temperature $T_b$. The usual assumption, and the one we adopt, is that the change of the phonon number due to interaction with the bath is a simple exponential process. Therefore $\tau_{ph}$ in eqs (43) and (42b) is taken to be independent of time.

If the bath is the surrounding helium, $\tau_{ph}$ is expected to be about $Q\ell/v$, where $\ell$ is the smallest dimension of the crystal, $v$ is the average phonon speed, and $Q$ is the number of boundary reflections before escape, which can be from one to about 100, depending upon surface condition and acoustic mismatch between crystal and helium. If the bath is the rest of the crystal, $\tau_{ph}$ would be characterized principally by inelastic boundary scattering [Faughnan and Strandberg, 1961; Scott and Jeffries, 1962]. A lower bound for this would be of the order of $\ell/v = 1 \mu$sec for a single crystal. Phonon-phonon times at liquid helium temperatures should be greater than milliseconds. Impurity scattering is elastic.

For finite values of $\tau_{ph}$, eqs (42) have to be integrated numerically. For $\tau_{ph} = \infty$, however, the integration can be performed analytically to give

\[
s(t) = 2s_1 + T_d(t)/c_d, \tag{44a}
\]

\[
T_d(t) = [s_2 \coth (a_d c_d s_2 t + \phi) + s_1]^{-1}, \tag{44b}
\]

where

\[
2s_1 = s(0) - T_d(0)/c_d,
\]

\[
s_2 = [s_1^2 + c_d^{-1}]^{1/2},
\]

\[
\phi = \coth^{-1} \left( \frac{1 - s_1 T_d(0)}{s_2 T_d(0)} \right).
\]

Equations (44a, b) can be manipulated to give also

\[
s(t) = s(0) + \frac{1 - s(0) T_d(0) - s_1 T_d(0)}{c_d[s(0) + s_2 \coth (a_d c_d s_2 t)]} \tag{44c}
\]

The magnetization and resonant-phonon tempera-
ture thus vary linearly with each other in the high temperature limit if $\tau_{ph} = \infty$.

In figures 22 to 25, we plot the quantity $-s(t)T_d(0)$ as a function of time for various values of $c_d$, using $\tau_{ph} = \infty$, 10 $\mu$sec, and 5 $\mu$sec, all with $\alpha_d = 100$ sec$^{-1}$ deg$^{-1}$. The initial temperature $T_d(0)$ is always taken equal to the bath temperature $T_b$. Notice that complete inversion corresponds to a value of unity for the quantity $-s(0)T_d(0)$. We consider in each of figures 22 to 25, three degrees of initial inversion: 1, 0.60, and 0.25. We plot the transient behavior for only the initial relaxation to near-saturation; the subsequent relaxation to the bath is routine.

In figure 22, we use $T_d(0) = T_b = 2$ $^\circ$K and $c_d = 2 \times 10^4$ deg$^2$. Most apparent is the increasing rapidity of relaxation with increasing degree of initial inversion. Notice that the influence of the bath is quite small for complete initial inversion, until saturation is nearly reached. This is true even for $\tau_{ph}$ as small as 5 $\mu$sec, although the initial relaxation takes about 12 $\mu$sec. The main effect of the bath is to flatten the curves somewhat before saturation is reached. The reason is that the phonons are being removed, thereby reducing the amount of stimulated relaxation of the spins.

Figure 23 uses the same parameter values as figure 22, except that $T_d(0) = T_b = 1$ $^\circ$K. The relaxation is seen to be somewhat faster in spite of the slower (halved) initial direct relaxation rate. The reason is that at lower temperatures, the ratio of spin to lattice heat capacity is increased (quadrupled in this case), thereby permitting a higher phonon temperature to be attained, with its consequent greater stimulation of spin relaxation. The experiments of Byra and Wagner [1965, 1966] were carried out at about 1.25 $^\circ$K and 1.5 $^\circ$K, on the cerium ion doped into lanthanum magnesium nitrate. The values of $\alpha_d$ and $c_d$ used in figures 22 and 23 are approximately equal to the values appropriate to their experiments [Wagner and Byra, 1966]. Comparison of their results with figures 22 and 23 shows that the model used in this section has the features necessary to at least qualitatively describe the phonon avalanche. Byra and Wagner (private communication, preprint) have analyzed their results in some detail along lines similar to those used here, achieving at least qualitative agreement with the theory, although there are indications that the resonant-phonon mode bandwidth should be assumed to increase during the course of the relaxation.
In figure 24, we use $c_d = 5 \times 10^4$ deg$^2$, and in figure 25, we use $c_d = 10^5$ deg$^2$, both with $T_d(0) = T_b = 2$ °K. The relaxation is faster and the bath has less influence than in figure 22, as expected. Notice the changed time scale in figure 25.

As mentioned above, we have plotted in figures 22 to 25 only the phonon avalanche portion of the relaxation. One can readily show from eqs (42) that asymptotically the relaxation is exponential with a relaxation time given by

$$
\tau = (\sigma + 1) T_d(0) + \text{terms of order } \tau_{ph}. \quad (45)
$$

Here $\sigma$ is the "bottleneck factor," a parameter frequently used [Ruby et al., 1962; Wagner and Brya, 1966; Faughnan and Strandberg, 1961; Scott and Jeffries, 1962] in characterizing a material for which there is significant phonon heating. It is given by

$$
\sigma = a_d c_d \tau_{ph} T_b^{-1}. \quad (46)
$$

When $\sigma \gg 1$, the asymptotic relaxation time is approximately proportional to $T_b^2$, a temperature dependence characteristically seen in bottlenecked materials.

6. Discussion and Summary

In this article, we have presented the results of numerical computations of the transient magnetization of a paramagnetic substance, under conditions in which the lattice can heat up as the magnetic energy flows into it. Lattice heating can occur significantly at liquid helium temperatures if the bath is removed. If the lattice modes are effectively coupled to each other, which is likely to be the case if the time scale of the magnetic relaxation is of the order of $10^{-4}$ sec or larger, we have seen that deviation from exponential relaxation is not usually very large, although probably experimentally observable. The deviation is in the form of an increasing relaxation rate, due to the increasing lattice temperature.

If the so-called resonant-phonon modes are completely uncoupled from the remaining phonon modes (again with the bath removed), two dramatic effects can occur if the spins are initially inverted. First, there is a rapid decay to near-saturation, due to stimulated emission of resonant phonons, which by assumption are unable to escape from the crystal. The energy of these phonons has nowhere to go but back into the spin system, and does, as the spin

**Figure 24.** Transient magnetization after three degrees of spin inversion: 1, 0.60, and 0.25.

$T_d(0) = T_b = 2$ °K; $a_d = 100$ sec$^{-1}$ deg$^{-1}$; $c_d = 5 \times 10^4$ deg$^2$. The numbers 5, 10, and $\infty$ are the values of $\tau_{ph}$ in µsec.

**Figure 25.** Transient magnetization after three degrees of spin inversion: 1, 0.60, and 0.25.

$T_d(0) = T_b = 2$ °K; $a_d = 100$ sec$^{-1}$ deg$^{-1}$; $c_d = 10^4$ deg$^2$. The numbers 5, 10, and $\infty$ are the values of $\tau_{ph}$ in µsec.
system relaxes via a Raman process to the remaining modes. The result is that for a certain period, the energy content, and hence the magnetic moment, of the spin system is nearly stationary, which is the second effect mentioned above. Eventually the relaxation rate begins to increase, finally reaching the Raman rate appropriate to the final lattice temperature. This second effect, the severe suppression of the spin relaxation after the rapid decay, is expected to be difficult to observe even if the bath is effectively removed, because of the inevitable scattering of the phonons from grain boundaries. This scattering is partly inelastic, and thus partly short circuits the energy flow of the resonant phonons through the spin system. Phonon-phonon scattering conceivably could also be significant if the boundary scattering were very greatly reduced. Quantitative information on these two effects is usually not available. Ultrasonic attenuation measurements usually do not distinguish between phonon-phonon and phonon-boundary scattering. However, there is little doubt that the direct phonon-phonon relaxation times are greater than milliseconds at helium temperatures. Whether the use of a good single crystal with highly polished surfaces would suppress the inelastic scattering sufficiently to permit observation of the suppressed spin relaxation, remains to be discovered.

These considerations suggest, in fact, a possible new way of investigating the amount of inelastic boundary scattering of phonons as a function of frequency, temperature, crystal perfection, and surface condition, at microwave frequencies. That is, the spin signal may be monitored to determine the degree of suppression of relaxation. The latter, of course, can be calculated, as we have done in section 4, under the assumption of resonant-phonon decay only to the spin system.

However, it is likely that the results of such experiments would only confirm our expectation that boundary scattering is usually strong enough to mask the suppressed spin relaxation. The observations of Brya and Wagner [1965, 1966], the model for which is discussed in section 5, suggest another possible way of investigating boundary scattering, and perhaps also phonon-phonon scattering (which is temperature dependent [Faughnan and Strandberg, 1961; Herring, 1954]). Measurement of the spin decay, and hence the hot-phonon decay, after completion of the phonon avalanche, will provide information about boundary scattering as a function of the several parameters mentioned above. One might then attempt to see phonon-phonon effects by using a multi-mode cavity to create two successive avalanches at two neighboring frequency bands, and determining whether the decay rate in one band is influenced by the presence of the other.
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