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CHAPTER 1 

INTRODUCTION 

This research considers an institution of higher education to be a form of 

information system that is therefore amenable to evaluation as an information system. 

The view of information underlying this conception is both semantically meaningful, 

requiring a knowing subject, and cognitive in nature. It stems from Brookes’s (1980) 

fundamental equation, where a delta of information is added to a knowledge state to 

create a new knowledge state and Bateson’s view that information is “a difference that 

makes a difference” (1972, p. 454). The conception of information system that is 

considered in this study is grounded in Taylor’s (1986) value added model. The working 

definition developed in this study is, any system, whether intellectual or computerized, 

comprising a formal set of value adding processes, which facilitate and support 

meaningful human information interaction. It is this definition that allows for the 

consideration of an institution of higher education to be an information system and to 

apply information system evaluation to the realm of higher education in the form of user 

satisfaction study and service quality measurement. 

Satisfaction is a construct grounded in business research, particularly that of 

consumer theory. Student satisfaction posits the student as a consumer of products and 

services of higher education (Bryant, 2006; Obiekwe, 2000; Odom, 2008). The research 

literature underlying student satisfaction provides educational researchers with a rich 

set of theories and constructs applicable to students, as consumers, and to student 

satisfaction (Bryant, 2006; Obiekwe, 2000; Odom, 2008). One such construct, related to 

satisfaction, is service quality. In marketing research, the link between satisfaction and 
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service quality is well established (Ladhari, 2009). Service quality, as is the case with 

student satisfaction, is linked to retention (Ackerman, & Schibrowsky, 2007). This 

research investigated the constructs of student satisfaction and service quality as well 

as their relationships. 

Measuring student satisfaction in higher education is big business. The Noel-

Levitz Student Satisfaction Inventory (SSI), a commercial instrument, was administered 

at 1098 institutions of higher education in 2013, to more than 815,000 students. The 

SSI, according to its authors (Schreiner & Juillerat, 1993), measures dimensions of 

student satisfaction and is predicated on the link between student satisfaction and 

recruitment and retention (Juillerat, 1995).  

Student retention is important to higher education institutions and has been a 

primary goal of those institutions for decades (Reason, 2009). It is one of the most 

widely studied areas in higher education research (Tinto, 2006) that is becoming 

worldwide concern (Crosling, Heagney & Thomas, 2009). Yet, after nearly 40 years of 

research, many institutions have not seen significant changes in the number of students 

retained, in part because of difficulties moving from theory to practice, and partly 

because of challenges in assessment (Tinto, 2006). The SSI is intended to provide 

administrators with a method of measuring students’ satisfaction levels in order to 

determine institutional priorities relative to improving student satisfaction, thereby 

improving student retention (Juillerat, 1995).  

The SSI is a large instrument, with more than 100 items. It is a commercial 

instrument that is costly to purchase, difficult to administer, process and analyze. This 

study developed and used a quality instrument, based on SERVIMPTp (Landrum, 
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Prybutok, Peak, & Qin, 2010) for potential use as a surrogate for the larger SSI that 

should be less costly, easier to administer, simpler to process and analyze.  

Problem Statement 

 Student satisfaction and service quality are interrelated constructs that are 

associated with improving student retention. The SSI, used to measure student 

satisfaction at more than a thousand higher education institutions, is a costly instrument 

to administer and analyze. This research investigated the relationships between student 

satisfaction and service quality and used reduction techniques to develop a 

parsimonious instrument capable of measuring both student satisfaction and service 

quality.  

Research Questions 

The questions guiding this research are: 

1. What are the dimensions of student satisfaction at the researcher’s institution? 

2. What are the items that measure the student satisfaction construct? 

3. What is the minimum number of items needed to create an acceptable student 

satisfaction measure? 

4. Are the dimensions consistent with those posited to exist by the chosen survey 

instrument’s designers? 

5. How effective is service quality as a predictor of overall satisfaction? 

Limitations 

 This study was conducted at a large public university in the southwestern United 

States. The sample was drawn from and stratified by classification and by college within 

the university at which the study was conducted. The results may not be generalizable 
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beyond similar institutions. However, there are many similar institutions and there is 

opportunity to extend this work.  

 This study is based on data collection as of a point in time and does not address 

longitudinal considerations. Therefore, it is not possible to draw longitudinally dependent 

conclusions from the results. The study does not address how student satisfaction or 

service quality impact student retention. 

Chapters Overview 

The structure of this dissertation follows the traditional model of five chapters. 

The first chapter provides the reader with an introduction to the topic of the study, 

presenting the problem statement, research questions, and limitations. The second 

chapter presents research literature relevant to the study including the constructs and 

theory. The third chapter discusses the research design and methodology employed in 

the study, procedures, and concerns such as reliability and validity. The fourth chapter 

discusses the analyses and results of the research. The fifth and final chapter reviews 

the findings, presents implications, limitations, and conclusions as well as 

recommendations for future research. 

Definitions 

• Information system: A system that is characterized by human interaction with 

information. 

• Institution of higher education: A university or college that provides education to 

degree level or equivalent. 

• Service quality: A consumer’s assessment of the gap between their expectations 

of a service and their perceptions of the performance of that service. 
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• Student retention: The retaining of students by an institution from their 

matriculation through graduation. 

• Student satisfaction: A student’s assessment of the degree to which their wants 

or needs are fulfilled. 
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CHAPTER 2 

LITERATURE REVIEW 

Introduction 

 This chapter is structured as a series of sections with each section containing 

discussions of scholarly literature bearing on the objects of study. Two metaphors that 

underlie the study are particularly important to discuss, the first being that an institution 

of higher education is an information system, and the second being that a student is a 

consumer of information produced by an institution of higher education. The literature 

discussed below supports these metaphors as well as their importance to this research. 

 The first section includes a discussion of the nature of an information system 

from the perspectives of systems theory and information science. An important 

distinction between information without semantic meaning and meaningful information is 

drawn, and it is noted that this study is only concerned with the latter. The conception of 

a human information interaction model of an information system is introduced and leads 

to a discussion of Taylor's value added model. Taylor's model exemplifies an 

information system model that is consistent with the human information interaction 

model, as presented, that describes, in concrete terms, what comprises an information 

system. The articulation of what an information system is, logically leads to a discussion 

of higher education as an information system. 

 An institution of higher education as an information system is briefly discussed 

after the discussions of the nature of an information system, the human information 

interaction model, and Taylor's model; this is followed by a discussion of the student as 
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a consumer. Once the two metaphors have been supported by literature, the 

importance of retention in higher education and consumer contexts is discussed. 

 The constructs of student, or customer satisfaction, and service quality are 

discussed as being complex, multi-faceted constructs that are important in the context 

of retention, both in higher education and in business. The debate around whether or 

not these are, in fact, distinct constructs is also discussed. 

 Two instruments used in this study to measure student satisfaction and service 

quality, the Noel-Levitz Student Satisfaction Inventory (SSI), and SERVIMPTp, are 

discussed next. The review presents information about their origin, development, 

structure, and criticisms. 

 The final section is a discussion of the nature, importance, and relevance of 

dimensional reduction focused on in this research, as a method to reduce the 

dimensionality of orthogonal factors in an information space. 

Information System 

The primary metaphorical concept underlying this research is that of an institution 

of higher education being a form of information system, which can therefore be 

evaluated as an information system. This begs the question: what is an information 

system? To answer this question, I draw from the scholarly literature of diverse 

disciplines and fields including business, communication, education, information 

science, philosophy and psychology, as well as from academic discussions with my 

committee. 

It is necessary to begin with the idea of a system. My use of the term system 

arises from its use in systems theory, a generalized theory of systems that in addition to 
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providing scientific support, underlies popular conceptions of the term. In a revised 

version (1969) of his seminal work, General Systems Theory, Ludwig von Bertalanffy 

(1951) wrote that systems are “complexes of elements standing in interaction” (p. 33). 

James Miller (1978), in describing living systems, described a system as “a set of 

interacting units with relationships among them” (p. 16). In lay terms, a system can be 

considered “… a set of things – people, cells, molecules, whatever – interconnected in 

such a way that they produce their own pattern of behavior over time” (Meadows, 2008, 

p. 2). It is against the background of these conceptions that a working definition of a 

system is drawn. For this study, I define a system as a coherent entity that is identifiable 

by characteristic patterns of behavior between interconnected entities. 

Information, the other part of the term “information system,” is problematic, 

especially for information scientists. Its definitions are many and varied (Zins, 2007; 

Bates, 2009) and its nature hotly debated (Bates, 2011; Hjorland, 2011). Raber (2003) 

attributed disagreement within the discipline, about meanings of information, to the 

indeterminacy of its object of study as a theoretical object deriving from “conditions that 

impose on the word a need to convey different meanings in different contexts” (p. 19). 

Raber goes on to suggest that there are two primary theoretical realities: one material, 

the other cognitive. While this is an oversimplification, it is a useful classification for 

purposes of this discussion. This research does not attempt to add to the plethora of 

definitions, but rather chooses from the many available, one that is contextually 

relevant, that is, Brookes’s cognitively oriented fundamental equation: 

K[S] + 𝚫𝚫I = K[S + 𝚫𝚫S] 

(1980, p. 131). 
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The general equation states that a person’s knowledge structure, or mental schema, 

K[S] is changed by a delta of information, 𝚫𝚫I, into a new schema, K[S + 𝚫𝚫S]. The 

equation is a pseudo-mathematical representation of information. It is worth noting that 

Brookes considered information to be a small bit of knowledge (Brookes, 1980), but he 

wrote the equation so that it was clear that the same 𝚫𝚫I could affect different K[S]s. In 

somewhat simpler terms, Bateson (1972), prior to Brookes, stated that information is “a 

difference that makes a difference” (1972, p. 454). In this study information refers to any 

difference that makes a difference, to a person’s knowledge state, and retains 

Brookes’s view that information and knowledge may be of the same, similar, or related 

substance. 

 At this point an important distinction between information without semantic 

meaning and information with semantic meaning needs to be made. Information theory 

is an influential theory within information science that disregards semantic meaning and 

serves as a counterpoint to the position taken by the researcher. Claude Shannon, 

author of A Mathematical Theory of Communication (1948), is credited with having 

introduced information theory (Machlup & Mansfield, 1983), but it was Warren Weaver, 

author of Recent Contributions to the Mathematical Theory of Communication (1949), 

who made it accessible to non-mathematicians. While Shannon has been credited with 

its introduction, it was not his intention to create an information theory, but rather a 

communication theory, and he later called information theory a “bandwagon” and 

warned against the use of the hard, mathematical-deductive, core of communication 

theory in human contexts without the following: a) a thorough understanding of its 

mathematical foundation and communication application, and b) experimental testing 

 9 



under a wide variety of conditions. Shannon’s description of the fundamental problem of 

communication explicitly states that information, in the context of communications, 

specifically electronic communication, is to be considered without regard to its semantic 

content: 

The fundamental problem of communication is that of reproducing at one point 
either exactly or approximately a message selected at another point. Frequently, 
the messages have meaning; that is they refer to or are correlated according to 
some system with certain physical or conceptual entities. These semantic 
aspects of communication are irrelevant to the engineering problem. The 
significant message is the one selected from a set of possible messages. The 
system must be designed to operate for each possible selection, not just the one 
which will actually be chosen since this is unknown at the time of design.  
(Shannon, 1948, p. 379) 
 

Shannon’s model is useful as a conceptual model of communication. Figure 1 is a 

graphical illustration of Shannon’s model. 

 

Figure 1. Shannon’s communication model. Adapted from Weaver (1949) 

This model describes a situation where an information source selects a message, 

encodes and transmits it through a channel that is subjected to noise coming from a 

noise source en route to a receiver that decodes and delivers the message to a 

destination. This is a compellingly simple model that fits with an intuitive understanding 

of the process underlying communication and is revisited below, in the discussion of 
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meaningful communication. Debons, Horne, and Cronenweth (1988), describes the 

failure of the Shannon model to account for meaning: 

Shannon’s information theory is important to any discussion of transfer owing to 
its reference to the message, which is the critical element of the transfer function. 
Although Shannon’s theory provides an account for the transmission aspect of 
the transfer process, it fails to provide a comprehensive theory of communication 
that integrates concepts of transmission of messages with measurements of 
significance or meaning. 
(p. 131)  

While information theory is pervasive and has many applications in diverse fields, it 

does not address meaning and therefore is lacking as a theoretical lens for the current 

study. 

 Information in the context of this study is limited to meaningful information. It is 

meaningful to humans, and as such, is distinctly different from a mechanistic conception 

of information, such as that found in information theory, that holds information as being 

devoid of semantic content. Kulthau (2008) discusses a view of information that 

acknowledges information as meaningful, when she describes the information search 

process as concerning “intellectual access to information and ideas, and the process of 

seeking meaning” (p. 230). In Kulthau’s view, information without meaning is 

insufficient. The researcher shares this view.  

This information with meaning perspective allows for further articulation of what 

an information system is, relative to the current research. The term, “information 

system,” implies a system with information as its primary, characterizing entity. Further, 

taking into account the meaningful nature of information implies a human agent that is 

predicated on a human’s knowledge structure. Put simply, an information system, then, 

is a system that is characterized by human interaction with information. This definition is 
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consistent with the organismic view of Allen (1996), who refers to an information system 

as “a linked and related system of entities that acts as a mechanism through which 

individuals can inform other people or become informed” (p. 6), as well as with the work 

of Fidel and Pejtersen (2005), who stated that an information system is “any system, 

whether intellectual or computerized that facilitates and supports human-information 

interaction” (p. 88). 

 A graphical representation of an information system as discussed is presented in 

Figure 2. This representation is limited to two-dimensions, but is intended to convey the 

idea of a system where the technology and intellectual apparatus are backgrounded to 

the privileged human actor and the actor’s interaction with information. 

 

Figure 2. Human information interaction model of an information system. 

I hold the view that technology should be maximally transparent to the human and that 

when this is not the case, it is interruptive to the human’s goal directed activities and 

contradictive to a functional system. 
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 An early example of an information system model that fits this conception is 

Robert Taylor’s value-added model. 

Taylor’s Value Added Model 

Robert Taylor (1918-2009) was known as one of the great generalists in the field 

of information science (Van der veer Martins, 1999) and one of the most articulate 

scholars in emphasizing the role of the user in information systems (Pimentel, 2010). 

According to Van der veer Martins (1999), Taylor wrote three seminal scholarly 

contributions to the field: one about process models of information seeking (Taylor 

1968), another concerning the value-added model (Taylor, 1986), and an academic-

library-as-living-laboratory experiment (Taylor, 1972). Taylor's work on the value-added 

model is widely cited (Pimentel, 2010) and is useful in generalizing information systems 

in the discussion following. 

 The generalizability of Taylor’s model was intentional, as was his human-

centrism. While the author did not eschew technology, he took pains to distance his 

model from any specific technologies. This is evident in the following statement, “The 

term ‘system’ is used in a very broad sense to encompass any formal set of value-

adding processes which have been designed or have accumulated historically to 

provide chunks of information to some set of potential users. A system may be entirely 

machine based or entirely human based. Most likely a system will be a mix of the two” 

(Taylor, 1986, p. 10). 

 Taylor's model is instructive for a variety of reasons. In this research, the model 

serves as an abstract model and framework for understanding users, context, value-

adding processes, interfaces, and criteria of choice.  
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 Taylor (1986) proposed the model for use in designing and evaluating 

information systems and is user-centered. It is based on the idea that there are 

characteristics and attributes of information that when added to other data or 

information during processing, would provide more utility to users than would be the 

case otherwise (Taylor, 1986). Taylor admits difficulty in his use of what it means to add 

value to information, but claims that it is still useful to consider it in these terms. 

According to Taylor (1986) praxis underlies the development of the value-added model 

and the model is drawn from his observations of how information systems operate. It is 

also predicated on the foundation of information and the user-driven model of 

information systems. Taylor firmly believed that users were central to information 

systems.  

 Taylor (1986) defines the term user as being functionally interchangeable with 

the terms client, customer, and consumer and meaning "an active agent who seeks or 

receives information from an information system" (p. 11). In this study, when discussing 

students as consumers of education, the term may apply to students as well. Effectively, 

a user is a human actor in the human information interaction model discussed 

previously. 

 Users exist within a context, that is, within an information use environment 

(Taylor, 1986). Taylor defines an information use environment formally as "the set of 

those elements that (a) affect the flow of information messages into, within, and out of 

any definable entity; and (b) determine the criteria by which the value of information 

messages will be judged" (Taylor, 1986, pp. 25-26). Taylor (1994) clarifies this meaning 

as, "... the contexts within which those users make choices about what information is 
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useful to them at particular times. These choices are based, not only on subject matter, 

but on other elements of the context within which a user lives and works." Taylor (1986) 

lists three general types of context, geographical, organizational, and 

social/intellectual/cultural. This is a reduced set and can easily be extended to include 

individual differences: physiological, affective, and cognitive. An information use 

environment may then be considered equivalent to a user’s context in modern 

vernacular and is referred to as context throughout the remainder of the study. 

 Taylor devised a value-added spectrum of processes that he felt represented a 

prototypical information system that is based on his definition of the information system 

as a formal set of value-adding processes. Table 1 shows a representation of the 

spectrum.  

Table 1 

Taylor's Value Added Spectrum 

 

 

 

 

 

 

 

 

 

 

Category Process Type Example 
Action Decision Matching goals 

Compromising 
Bargaining 
Choosing 

Productive knowledge Judgmental Presenting options 
Presenting advantages 
Presenting disadvantages 

Informing knowledge Analytical Separating 
Evaluating 
Validating 
Comparing 
Interpreting 
Synthesizing 

Information Organizing Grouping 
Classifying 
Relating 
Formatting 
Signaling 
Displaying 

Data 
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 It shows information and various organizing processes, from information to 

informing knowledge through analytical processes, from informing knowledge to 

productive knowledge through judgmental processes, and from productive knowledge to 

action through decision processes, with examples of each type of process. These are 

produced here for completeness and as useable examples of value-adding processes. 

 While Taylor provided an articulate model of the user and of the user context, he 

also provided a frontier for future research in his explanation of the user interface, what 

he referred to as the negotiating space between the user context and the value adding 

processes. What is unique about Taylor’s explanation is that it purposefully leaves this 

area surrounded by a fuzzy boundary. Indeed, Taylor argued that the boundary 

conditions of the interface were negotiated and therefore changeable. This area of 

negotiation is similar to the idea Wilbur Shramm (1955) put forth, when he modified 

Shannon’s model to incorporate fields of common experience into a model of 

communication as in Figure 3. 

 

Figure 3. Fields of experience. Adapted from Schramm (1956). 
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The overlapping fields of experience, according to Schramm, were areas where 

communication was required to “tune” two communicators so that meaning was 

conveyed in a conversation. Kulthau (2004), in her description of the information search 

process, states the need for “zones of intervention,” points located within an information 

search process where it is possible and desirable to provide interventions to the 

searcher as they search that help them toward their goals.  Schramm’s fields of 

experience and Kulthau’s zones of intervention are both in line with Taylor’s negotiating 

space. It is the amorphic interface and its attendant processes that delineate and 

appear to facilitate interaction in the human information interaction model. 

 The value added model is comprised of the user, user context, value-adding 

processes, and information. It can be summarized as a description of a user-driven 

model where the user, in situ, has a need for information, that establishes criteria of 

choice, that the user carries into a system of processes, that add value through 

interfaces that aid the user in making choices. This is summarized in Table 2. 

Athough Taylor’s examples are library computer system-oriented; they do not 

constrain systems that are designed with the abstract model in mind.  

 Taylor's model was originally presented as his early thinking about the field of 

information and he acknowledged that it might be incomplete, or even superficial 

(Taylor, 1986, p. ix). Taylor (1994) did additional work with use environments as "an 

attempt at structuring what it is we know about the information behavior of defined 

groups of people in their 'natural settings'" (p. 248). This study does not extend Taylor's 

work, but uses it as an abstract model in order to draw similarities between information 

systems and higher education. 
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 The working definition of information system becomes, as a result of the preceding 

discussion, any system, whether intellectual or computerized, comprising a formal set of 

value adding processes, which facilitate and support meaningful human information 

interaction. It is this definition that is used to support the argument that an institution of higher 

education, and higher education, more broadly is an information system. 

Table 2 

User Criteria and Values Added 

User criteria of 
choice 

Interface (values added) System (value added processes: 
examples) 

Ease of use Browsing 
Formatting 
Interfacing I (mediation) 
Interfacing II (orientation) 
Ordering 
Physical accessibility 

Alphabetizing 
Highlighting important terms 

Noise reduction Access I (item 
identification) 
Access II (subject 
description) 
Access III (subject 
summary) 
Linkage 
Precision 
Selectivity 

Indexing 
Vocabulary control 
Filtering 

Quality Accuracy 
Comprehensiveness 
Currency 
Reliability 
Validity 

Quality control 
Editing 
Updating 
Analyzing and comparing data 

User criteria of 
choice 

Interface (values added) System (value added processes: 
examples) 

Adaptability Closeness to problem 
Flexibility 
Simplicity 
Validity 

Provision of data manipulation 
capabilities 
Ranking output for relevancy 

Time saving Response speed Reduction of processing time 
Cost saving Cost saving Lower connect time price 
 
Adapted from “Value-Added Processes in Information Systems” by R. Taylor, 1986, p. 
50. Copyright Ablex Publishing Corporation. 
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Higher Education 

The Compact Oxford English Dictionary defines higher education as “education 

to degree level or equivalent, provided at universities or colleges” (Higher education, 

2005). It is logical to extend this definition to an institution of higher education as 

meaning a university or college that provides education to degree level or equivalent. 

This is the general sense of the term that is used throughout the study. The definition 

provided in Title I, Part A of the Higher Education Act of 1965 is more detailed, but in 

essence means the same thing: 

SEC. 101. [20 U.S.C. 1001] GENERAL DEFINITION OF INSTITUTION OF 
HIGHER EDUCATION. 
 (a). INSTITUTION OF HIGHER EDUCATION. For purposes of this Act. 
Other than title IV, the term “institution of higher education” means an 
educational institution in any State that – 

(1). admits as regular students only persons having a certificate of 
graduation from a school providing secondary education, or the 
recognized equivalent of such a certificate; 
(2). is legally authorized within such State to provide a program of 
education beyond secondary education; 
(3). provides an educational program for which the institution 
awards a bachelor’s degree or provides not less than a 2-year 
program that is acceptable for full credit towards such a degree; 
(4). is a public or nonprofit institution; and 
(5). Is accredited by a nationally recognized accrediting agency or 
association, or if not so accredited, is an institution that has been 
recognized by the Secretary for the granting of preaccreditation 
status, and the Secretary has determined that there is satisfactory 
assurance that the institution will meet the accreditation standards 
of such an agency or association within a reasonable time. 

 
An institution of higher education is considered for purposes of this research as 

an educational institution that provides post-secondary education to individuals to 

degree level or equivalent. This definition covers all accredited public and private 

universities and colleges in the United States, but is open to extension for 

encompassing institutions without respect to national boundaries. 
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 In the abstract, an institution of higher education, hereafter referred to as a 

university, is an organization comprised of groups of individuals performing 

administrative or academic functions in support of the mission of the university, which is 

to provide students with higher education. 

 This research considers the university as an information system. It is not the first 

to do so. The university as an information system was written about prior to 1969, when, 

Robert M. Siegmann, a researcher at the Georgia Institute of Technology, published a 

report with the support of a National Science Foundation Grant GN-655, that reported in 

detail that the university, was in fact, an information system because its “effective 

operation is based on the storage, processing, and communication of various types 

information” (p. i). Siegmann reported three types of information based on his analysis 

of user roles: administrator information, teacher information, and researcher information. 

Siegmann wrote: 

A university is an educational institution having the primary purpose of effectively 
educating its students. A university is frequently and accurately referred to as an 
information system in that it can be defined as: 

 
(1) an interacting collection of elements which is  
(2) designed to accomplish certain objectives by 
(3) creating, storing, processing and communicating information.  
 
The elements or components of a university can be considered to be teachers, 
administrative staff, students, libraries, buildings, facilities and many other basic 
system entities. These elements interact and relate to one another in various 
combinations by using information supplied to them by different types of 
information networks. These information networks provide the necessary binding 
force which allows the system to accomplish certain objectives. A system 
composed of one or more information networks is called an information system. 
(1969, p. 3) 
 
This view of the university as an information system is consistent with the 

conception of an information given in the discussion about the value added model. It is 
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a system (of interacting elements), both intellectual and computerized, comprising a 

formal set of value adding processes (which are designed to accomplish certain 

objectives, specifically educational objective), which facilitate and support meaningful 

human information interaction (creating, storing, processing and communicating 

information).   

The Student as a Consumer 

Another metaphorical concept underlying this research is that of a student being 

a consumer, of education. This is not a difficult concept to understand, but it is important 

to this research. The Compact Oxford English Dictionary (2005) defines the term 

consumer as, “a person who buys a product or service for personal use” (consumer, p. 

209). This lay definition is sufficient for purposes of this research. In this research the 

distinction between goods (products) and services follows Rathmell (1966) in 

considering goods and services as two ends of a spectrum, with pure goods being 

nouns – things, and pure services being verbs – acts. According to Rathmell, “most 

goods, whether consumer or industrial, require supporting services in order to be useful; 

most services require supporting goods to be useful” (p. 33). The analogy holds that a 

student is a person who buys (through payment of tuition), a product or service (in 

aggregate, information services of education), for personal use. Literature that supports 

this use of the term includes Long, Tricker, Rangecroft, and Gilroy (1999) who referred 

to earlier work by Cheng and Tam (1997) when making the case that higher education 

is increasingly recognizing itself as being a service industry and that the sector is 

moving to meet the needs of its customers, i.e. its students. The authors go on to 

explain that this is driving institutions to enhance the quality of their courses as 
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perceived by the students. Munteanu, Ceobanu, Bobalca, and Anton (2010) also 

acknowledged that higher education providers were service organizations and students 

were customers of those organizations. Aldridge and Rowley (1998) based their study 

on students as customers.  

Consideration of the student as a consumer leads, logically, to consideration of 

how to retain student consumers. 

Retention 

Retention is a complex issue in higher education that during the 1990s began to 

receive more attention than any other aspect of enrollment management (Clark, 2000). 

It has been “arguably the primary goal for higher education institutions for several 

decades” (Reason, 2009). In the late 1990s researchers began to view the problem of 

keeping students through a positive lens called persistence where those aspects that 

relate to a student’s persisting as students rather than failing to matriculate is privileged 

(Clark, 2000). This research considers retention and persistence as two sides of the 

same coin and the terms are used interchangeably with respect to literature and 

appropriately when the context requires connotation.  

Volumes of literature exist concerning persistence (Reason, 2009). Recent 

reviews of persistence research include Reason (2003, 2009), Tinto (2006), and 

Pascarella and Terenzini (1991, 2005). Pascarella and Terenzini (1991) is perhaps the 

most widely cited reference in the literature with more than 7500 citations, according to 

Google Scholar search results. Pascarella and Terenzini (1991, 2005) present a 

multidimensional view of the affects of college on students, student learning, and 

persistence that begins to address the multifaceted nature of the forces and settings 
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influencing student learning and persistence (Reason, 2009). Reason (2009) states that 

the Pascarella and Terenzini   (1991, 2005) studies were a call for a more 

comprehensive and integrated model for studying student outcomes. Terenzini and 

Reason (2005) produced one such model that is interesting to this study because it 

incorporates the “wide array of influences on student outcomes indicated in the 

research literature” (Reason, 2009, p. 662). Specifically, the model addresses 

precollege characteristics and experiences, organizational context, student peer 

environment, and individual student experience. It is the multidimensional nature of this 

problem that drives the researchers interest in this current study. Tinto (2006) looks to 

the future and suggests that it is finding actionable knowledge that is the challenge 

facing researchers today. 

Retention is big business (Jenicke, Holmes, & Pisani, 2013), and as such it is 

useful to look at the problem of retention as a business problem. In their analysis of 

retention costs at a large public university, Jenicke, Holmes, and Pisani (2013) found 

that it cost more than 25 million dollars in lost revenue and replacement costs (cost to 

replace students that are not retained) if there was a 20% drop out rate in a student 

body of approximately 4,000 students. The authors suggested that the six-sigma 

methodology be applied to student retention because of its holistic quality improvement 

approach and its focus on defect elimination, where the defect to be eliminated was the 

at-risk student dropout. Six-sigma uses a structured problem solving approach 

described by the acronym DMAIC – define, measure, analyze, improve, and control that 

is used in quality control situations to incrementally improve the quality of processes. 
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Ackerman and Schibrowsky (2007) bring another concept from business to the 

problem of student retention that recognizes the student as consumer and equates 

student retention to customer retention. The authors advocate for the use of relationship 

marketing as an approach to maintaining existing customers (students). Ackerman and 

Schibrowsky (2007) describe relationship marketing as: 

a concept that focuses on attracting, maintaining, and building business 
relationships, has enhanced the profitability of businesses. The core of the 
relationship marketing approach in business is that resources are directed toward 
strengthening ties to existing customers on the proven premise that maintaining 
existing customers is less costly than is attracting new ones. 
(p. 307) 
 

The concept of retention and its mirror image, persistence, are considered in this 

research as desirable outcomes related to students as consumers of education. Having 

established the premise that students may be considered as consumers in an 

educational information system where their retention and persistence is desired, it is 

useful to look at two measures that relate to student/consumer retention – student 

satisfaction and service quality (Elliott & Healy, 2001; Hill, 1995; Parasuraman, 

Zeithaml, & Berry, 1985; Quinn et al., 2009; Sultan & Wong, 2010). 

Student Satisfaction 

The Compact Oxford English Dictionary defines satisfaction as “the state of being 

pleased because one’s needs have been met or one has achieved something” 

(Satisfaction, p. 916). This affective definition is foundational to many of the definitions 

of student satisfaction found in the literature. Bean and Bradley (1986) defined student 

satisfaction as, “a pleasurable emotional state resulting from a person’s enactment of 

the role of being a student” (p. 398). According to Juillerat (1995) her operationalization 

of the term was based on the definition “the extent to which a student’s perceived 
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educational experience meets or exceed his/her expectations” (p. 33). Odom (2008) 

covers a variety of similar definitions and states, “the definitions of college student 

satisfaction are many and varied” (p. 34).  

Affective definitions of the term remain fuzzy, primarily because of difficulty 

around defining emotional constructs. According to Babin and Griffin (1996), “More 

specific definitions become difficult given the ‘fuzziness’ of emotional constructs” (p. 

129). Fehr and Russell (1984) have therefore argued for conveying emotional meanings 

through the description of specific examples, using prototype. The authors attribute this 

idea primarily to Eleanor Rosch. Rosch (1973, 1975a, 1975b) and Mervis and Rosch 

(1981) describe the prototype-based approach to categorization underlying Fehr and 

Russel’s study. 

According to Babin and Griffin (1998), drawing from Locke (1969), Westbrook 

(1980) and Woodruff, Clemons, Schumann, Gardial, and Burns (1983), in marketing 

terms customer satisfaction, or consumer satisfaction, “can be described as an emotion 

resulting from appraisals (including disconfirmation, perceived performance, etc.) of a 

set of experiences” (p. 129).  This perspective is found throughout student satisfaction 

literature. The Cardozo (1965) study of effort, expectation, and satisfaction is 

considered as a foundational study according to Bryant (2006) and is used by Juillerat 

(1995) as the theory behind her multidimensional model of student satisfaction. 

Cardozo’s work assumed that “customer satisfaction with a product presumably leads to 

repeat purchases, acceptance of other products in the same product line, and favorable 

word of mouth publicity” (p. 244). While Cardozo assumed this, it has since been shown 

through empirical study that satisfaction is highly correlated with future patronage 
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intentions (Babin & Griffin, 1998; Patterson, Johnson, & Spreng, 1997). What Cardozo 

found was that effort and expectation affected product and experience evaluation and 

that disconfirmation of expectations was significant in producing a negative result. 

Cardozo also found that high levels of effort moderated negative experiences and 

perhaps even partially reversed the effects of negative experience. The SSI, discussed 

below, is based on consumer theory and the Cardozo (1965) study’s findings (Bryant, 

2006; Obiekwe, 2000). 

Schreiner (2009) found that student satisfaction indicators added significantly to 

the ability to predict student retention and was connected to persistence. Middaugh 

(2010) noted that there was a strong correlation between student satisfaction and 

retention and spoke to the centrality of student satisfaction to enrollment management 

calling it a “cornerstone of enrollment management”  (p. 74). Elliot and Shin (2002) 

attribute the growing importance of student satisfaction to universities as being the 

result of its “positive impact on student motivation, student retention, recruiting efforts 

and fundraising” (p. 197) and suggest that it is necessary to consider in maintaining 

competitive advantage.  

 The measurement of student satisfaction is discussed further in the section on 

the Noel-Levitz SSI.  Service quality, a related construct is discussed next. 

Service Quality 

 “Quality is an elusive and indistinct construct” (Parasuraman, Zeithaml, & Berry, 

1985, p. 41). But as the authors go on to say a few sentences later, “its importance to 

firms and consumers is unequivocal” (p. 41). It is considered a critical success factor in 

competitive differentiation and is linked to the retention of customers (Ladhari, 2009). 
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However, quality, like satisfaction, is a difficult term to describe. Parasuraman et al. 

(1985), in summarizing the literature up to their time, suggested three themes defining 

service quality: 

1. Service quality is more difficult for the consumer to evaluate than goods 
quality. 

2. Service quality perceptions result from a comparison of consumer 
expectations with actual service performance. 

3. Quality evaluations are not made solely on the outcome of a service; they 
also involve evaluations of the process of service delivery 

(p. 42) 
 
Rather than provide additional normative definitions of service quality, the authors 

provided a conceptual model of service quality and 10 determinants of service quality 

that formed the basis for the development of the SERVQUAL scale (Parasuraman, 

Zeithaml, & Berry, 1988). According the authors, one of the most important insights into 

the conceptual model was the discovery of gaps between perceptions of service quality 

and performance in tasks related to service delivery. The gaps identified by the authors 

included: 

1. Consumer expectations versus management perceptions 

2. Management perception versus service quality specification 

3. Service quality specifications versus service delivery 

4. Service delivery versus external communication 

5. Expected service versus perceived service 

The first 4 gaps are concerned with the firm’s marketing function, and the fifth is 

concerned with the consumer but is impacted by the first four, in combination. 

The 10 determinants of service quality, which are referred to as dimensions, in this 

study are: 
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1. Access 

2. Communication 

3. Competence 

4. Courtesy 

5. Credibility 

6. Reliability 

7. Responsiveness 

8. Security 

9. Tangibles 

10. Understanding/knowing the customer 

Ladhari (2009) notes that these 10 dimensions have been collapsed into five 

dimensions: 

1. Tangibles 

2. Reliability 

3. Responsiveness 

4. Assurance 

5. Empathy 

 

SERQUAL, perhaps the most well known scale measuring service quality (Ladhari, 

2009), has been used in a variety of industries, according to Ladhari, including: banking, 

fast food, healthcare, information systems, libraries, retail chains, and 

telecommunications and more than 8 countries outside of the US. 
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 Service quality has been of interest to higher education as well. Spanbauer 

(1992) included service quality as an important facet of a quality improvement program 

and equated education to a service organization (p. 85). Hill (1995) applied the 

construct to higher education in an exploratory study and concluded that more research 

was needed to develop adequate performance measures. Quinn, Lemay, Larsen and 

Johnson (2009) investigated six approaches to measuring and improving service quality 

in higher education environments and in their conclusion stated that while positive 

findings were found more research was needed in this area.  

Customer Satisfaction and Service Quality 

 There is debate in the literature as to whether or not customer satisfaction and 

service quality are in fact distinct constructs (Gottlieb, Grewal, & Brown, 1994; 

Iacobucci, Ostrom & Grayson, 1995). The relationship of these constructs is briefly 

discussed prior to the introduction of the measurement scales of either.  

 Gottlieb, Grewal, and Brown (1994) found that perceived quality affects 

satisfaction and further that satisfaction affects behavioral intentions, implying that the 

constructs are complementary, rather than divergent. Iacobucci, Ostrom, and Grayson 

(1995), on the other hand found no differences between the constructs with respect to 

disconfirmation, keeping promises, customization, empathy, friendliness, or purchase 

intentions. They did find differences among the constructs antecedents. Price, back-

stage, and expertise were more strongly associated with service quality and timeliness, 

service recovery, and physical environment were more strongly associated with 

customer satisfaction. Hernon, Nitecki, and Altman (1999) drew a time-based distinction 

between the constructs, “Service quality, developed over time, relates to customer 
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expectations, whereas satisfaction is transaction specific, is a more short-term measure 

and focuses on a personal, emotional reaction to service” (p. 12).  Tam (2004) 

developed an integrative model that compared customer satisfaction, service quality, 

and perceived value. The author found that perceived quality has a positive effect on 

customer satisfaction and that customer satisfaction has a positive effect on post 

purchase behavior. Qin and Prybutok (2009) also found that perceived quality has a 

positive correlation with customer satisfaction and that customer satisfaction was 

positively correlated with behavioral intention. This research investigated the 

relationship between these constructs further. 

Instruments 

Noel-Levitz Student Satisfaction Inventory (SSI) 

 The Noel-Levitz Student Satisfaction Inventory (Schreiner & Juillerat, 1993) is a 

commercially available student satisfaction instrument that is used to measure student 

satisfaction in institutions of higher education. In its 2013 annual report, 2013 National 

Student Satisfaction and Priorities Report, Noel-Levitz reported on results from “nearly 

816,000 students at 1,098 four-year and two-year public and private institutions across 

North America” (Noel-Levitz, 2013). 

 According to Juillerat (1995), in her dissertation on the validity of the SSI – the 

need for the SSI was driven by two forces, economic necessity, and the need for “more 

accurate and comprehensive measures of student satisfaction” (pp. 8-9). The author 

expands on the second driver at the conclusion of the literature review: 

In light of the theoretical and statistical shortcomings of the existing satisfaction 
instruments, as well as the changing atmosphere in higher education toward 
consumer principles, there appears to be a need for a contemporary assessment 
of student satisfaction. 
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(p. 56) 

Juillerat’s dissertation addresses this shortcoming and provides the most 

comprehensive description of the SSI, its bases, justification, development, and 

statistical validation available. What the author refers to as the changing atmosphere 

toward consumer principles is related to the use of consumer theory in providing a 

rationale for considering students as “consumers who have a choice about whether or 

not to invest in education at a particular institution, as well as definite expectations 

about what they want from their college experience” (Juillerat, 1995, p. 60).  According 

to Bryant (2006), and discussed previously, the SSI builds on consumer theory, 

originating with Cardozo (1965). 

 The SSI, as described in Juillerat (1995), was developed through interviews, pilot 

studies, expert panel reviews, and statistical analyses (examination of descriptive 

statistics, item-total and inter-item correlations, and criterion correlations). The result 

was an 82 item instrument presented and discussed in Juillerat (1995). Each item of the 

SSI is a positive statement of expectation that represents a student’s expectation about 

a particular aspect of campus life or an institutional service. Each item is rated on a 

scale from 1 to 7 along two dimensions, importance and satisfaction. The importance 

dimension is evaluated by the student in response to the prompt, How important is it to 

you? The satisfaction dimension is evaluated by the student in response to the prompt, 

How satisfied are you? The student’s answer is ranked from 1 to 7, with 1 representing 

not at all, and 7 representing, very, for either an importance score, or a satisfaction 

score. Not all items in the instrument are evaluated along both dimensions. There are 

three criterion variables that are measured soley in terms of satisfaction: overall 
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satisfaction with the college so far, how well the college has met student expectations, 

and certainty of re-enrollment in the institution given a second opportunity. 

 The exploratory factor analysis discussed in Juillerat (1995) found 11 

dimensions, referred to by the author as factor-analyzed scales. The dimensions are: 

campus climate, campus organization and activities, responsiveness to diverse 

populations, curriculum and instruction, financial aid/billing, campus support services, 

academic advising, resident life, student acclimation, safety and security, and faculty 

effectiveness.  

 Scoring of the SSI is based on three types of scores, importance, satisfaction, 

and performance gap scores. Juillerat (1995) describes the scores, based on student 

ratings, as follows: 

• Importance score – how important each expectation is to their overall satisfaction 

• Satisfaction score – how satisfied they are that expectations are being met 

• Performance gap score – the difference between importance and satisfaction 

scores 

In addition to the item scores, a number of summary scores are calculated: 

• Total Importance 

• Total Satisfaction 

• Total Performance Gap 

• Mean Importance 

• Mean Satisfaction 

• Mean Performance Gap 

• Total and Mean Scores for each Scale 
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These scores are intended to allow the administrator of the survey to assess 

student satisfaction at an institution with both a high level of granularity (item scores) 

and at a high level of summarization (total and mean scores). The results are amenable 

to further statistical analysis and are used thusly in this study. In addition to tabular 

summaries however, Juillerat proposed one graphic representation that deserves 

further discussion here. 

 The graphic representation Juillerat (1995) presented is referred to as the 

institutional priority quadrant in this research. The author explains the basis of the 

graphic, “Because of its two dimensional format, one method of reporting the summary 

scores is to create a quadrant which plots the importance and satisfaction means on 

one diagram, thereby prioritizing an institutions intervention list.” (p. 64). The author 

describes two different such quadrants: one where item means are plotted along their 

importance scores and satisfaction scores as in Figure 4; and another where scale 

means are plotted along their importance and satisfaction scores as in Figure 5. 
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Figure 4. Item quadrants. 

 

 

Figure 5. Scale quadrants. 
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According to Juillerat (1995), institutions are able to prioritize interventions on the 

basis of the location of the plots of scores in the quadrant. Items that are located in 

Quadrant I, with high levels of satisfaction and importance are strengths and institutions 

can focus on maintenance. However, those in Quadrant II, with high levels of 

importance, but low levels of satisfaction are weaknesses and are logical targets for 

intervention, rather than maintenance. Those items in Quadrant III, with low levels of 

importance and satisfaction are weaknesses as well, but they are not a priority because 

they are not assessed as being important to the student. Quadrant IV with low levels of 

importance, but high levels of satisfaction are a strength, but not a concern for students, 

therefore, it is possible that the item is over-supported by the institution and may be a 

candidate for reallocation of the resourced devoted to the item. 

Juillerat (1995) provides detailed analysis of the SSI as it was originally 

conceived and developed. The current version of the SSI is very similar to the original 

conception and is discussed in the methodology instruments section.  

The SSI is not without criticism, particularly with respect to two areas: its 

dimensionality, and its use of performance gap scores. Odom (2008) used confirmatory 

factor analysis and data collected at a large, public, 4-year university, to test the 

hypothesized factor structure of the SSI and found “little evidence for the 

multidimensional structure of the Noel-Levitz SSI” (p. 202) and determined that a single 

factor, General Satisfaction with College, emerged that was sufficient to represent 

student satisfaction as a unidimensional construct. Obiekwe (2000), on the other hand, 

found that “the identification of the latent variables of SSI does not appear possible from 

the item perspective since they are producing dimensions far greater than 11” (p. 4).  
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Roszkowski (2003) discusses some of the problems with using gap scores, 

stating that they pose both statistical and interpretive problems for researchers. Citing 

the Elliot and Healy (2001) study of key factors influencing student satisfaction in the 

context of recruitment and retention, Roszkowski notes that the authors’ findings are 

inconsistency with gap theory and demonstrate the need for caution in the use of gap 

scores. Elliot and Healy (2001) found that student centeredness was the highest 

predictor of student satisfaction using its gap score, but because of its low importance 

and high satisfaction, was placed into Quadrant IV. Also, the authors found that safety 

and security was high in importance, low in satisfaction, yet it was found to have only a 

minor role in predicting satisfaction. The authors suggested that universities exercise 

additional judgment prior to taking action on the basis of gap scores.  

Interestingly, problems with gap scores have been discussed in the scientific 

literature extensively. Van Dyke, Kappelman, and Prybutok (1997) and van Dyke, 

Prybutok, and Kappelman (1999) both discuss this problem as it relates to SERVQUAL, 

which underlies the SERVIMPTp instrument, and point out problems around 

dimensional stability and predictive and convergent validity issues with difference 

scores. The authors refer to literature as far back as the 1950s discussing difference 

score issues including two articles of particular relevance to the current study: Lord 

(1958) and Johns (1981). Lord (1958) concisely describes the statistical reliability 

problems around difference scores. It is worth noting that while the author 

acknowledges the unreliability of such scores, he provides guidance on greatly 

increasing the utility of the scores: 1) use them only to make “broad rather than pinpoint 

judgments” (p. 150), and 2) only make judgments based on extreme scores. Johns 
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(1981) is interesting because while it provides an extensive treatment of the problems 

inherent in the use of gap scores for social science research, the author also speaks to 

why their use continues to persist. The author claims that they are intuitively appealing 

and that they have not attracted much critical attention. Although this appeared to be 

the case in 1981, it is no longer true that there has not been much critical attention as is 

attested to in van Dyke et al. (1997 & 1999). 

This research further investigated the SSI, by including its factors in additional 

analyses. 

 

SERVIMPTp 

The SERVIMPTp instrument is an 8-item service quality instrument for 

measuring information service quality. It is relevant to the current research because of 

its applicability to information services and service quality. Landrum, Prybutok, Peak, 

and Qin (2010) developed SERVIMPTp based on prior work done on SERVPERF, a 

performance only derivative of SERVQUAL, which was discussed previously. 

SERVPERF is an instrument developed by Cronin and Taylor (1992) as the 

result of discarding all but the performance based measurement of SERVQUAL. The 

authors’ study had two main objectives of which the first objective was to show the 

superiority of a simple, performance based measurement of service quality over a gap 

based measurement, and the second was to examine the relationships between 

importance, satisfaction, and purchase intentions. The authors were successful in 

attaining both objectives. What the authors found was that SERVPERF, an instrument 

requiring 22 questions, performed better than SERVQUAL, requiring 44 questions, with 
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significantly fewer questions and better reliability. In addition, the authors found, “that 

service quality is an antecedent of consumer satisfaction and that consumer satisfaction 

exerts a stronger influence on purchase intentions than does service quality” (p. 65).  

Landrum, et al. (2010) extended both previous SERVQUAL studies and 

SERVPERF studies, including Cronin and Taylor (1992), by investigating the 

relationship between the importance of items and the importance of each of the five 

dimensions of SERVQUAL and SERVPERF. The authors express interest in “how the 

perception of the relative importance of each dimension of service quality corresponds 

to the importance associated with the items within each dimension” (p. 397). The 

authors determined that intangibles such as responsiveness and reliability were ranked 

higher, according to their mean importance scores, than the tangibles – environment, 

assurance – trust, or empathy – caring dimensions. The authors also found, as the 

result of multiple regressions, that an 8-item scale was sufficient to measure the 5 

dimensions of service quality suggesting that “it is possible to reduce the number of 

items used to measure each dimension of SERVQUAL to achieve a parsimonious 

service quality instrument.” (p. 304). The reduced item instrument SERVIMPTp consists 

of the following eight items: 

• Appealing facilities 

• Convenient hours 

• Dependability 

• Keeping users informed 

• Readiness to respond 

• Courteous staff 
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• Making users feel secure 

• Caring service 

Performance only measures of service quality are not without critics, including 

the original authors of SERVQUAL, Parasuraman, Zeithaml, and Berry, who in 1994, 

responded to Cronin and Taylor (1992), and also to Teas (1993), who had criticized the 

gap based approach and proposed an evaluated performance perceived quality 

approach, saying, “The collective conceptual and empirical evidence casts doubt on the 

alleged severity of the concerns about the current approach and on the claimed 

superiority of the alternate approaches proffered by C&T and Teas” (p. 123). Cronin and 

Taylor (1994) asserted that this criticism was a matter of interpretation and not 

substance and claim that the emergent literature of that time supported their claims. The 

authors revisited both their prior work, the prior work of their critics, and the emergent 

literature in support of their original claims while at the same time acknowledging the 

contributions of their critics. 

The SERVIMPTp instrument was adapted and used in this study to measure 

service quality in a higher education, as an information system, in part because of its 

parsimony, and because of its superior reliability. 

Dimensional Reduction 

 This section presents some necessary terminology and then discussion of one of 

the foci of the current study, reducing the dimensionality of orthogonal factors in an 

information space.  

 In mathematics, the term dimension refers to a property of an object that is 

required to locate that object within a space, i.e., in a Cartesian coordinate system, 
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there are three properties that define an object's location, the x, y, and z coordinates, 

each of these coordinates measures distance along one of the space's three 

dimensions. In multivariate statistics, the term is synonymous with the term factor, and 

refers to a linear combination of variables that are used as a predictor of an outcome. 

The term orthogonality in mathematical terms refers to the independence of dimensions, 

i.e., in the Cartesian example above, x, y, and z do not share any points in common; in 

fact, their dimensions are completely separate being at 90 degree angles to one 

another. This is related to the multivariate sense of the term, which refers to statistical 

independence, where factors do not share any association, i.e., correlation. Note that 

this is an ideal that is seldom achieved. In this research, the term information space is 

used to refer to the entire set of the factors that are found through analysis and is 

informed by the work of van Rijsbergen (1979), Salton, Wong, and Yang (1975), and 

Oyarce (2000) and their articulation of vector spaces and information. Oyarce (2000), 

and subsequent discussions with Oyarce, provided the researcher with concrete 

examples of the use of information space modeling to represent information objects and 

with different approaches to transforming a highly dimensional representation to a 

simpler, more compact dimensional representation. Parsimony, in the context of 

research refers to the ideal of finding the most efficient representation of a model in 

terms of its properties. The importance of the use of a parsimonious set of items was 

highlighted as important in the reduction of survey fatigue by (Pather & Uys, 2008) in 

their study investigating techniques to improve scale quality. 

 High levels of dimensionality are a problem that confronts researchers in ever 

growing numbers and are cited as one of the drivers for the popularity of multivariate 
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statistics (Hair, Black, Babbin, and Anderson, 2010). It has even been called the "Curse 

of Dimensionality" (Houle, Kriegel, Kroger, Schubert, & Zimek, 2010). Approaches to 

solving the problem of high dimensionality include multivariate statistical analyses (Hair 

et al., 2010; Tabachnik & Fidel, 2007), linear embedding (Roweis & Saul, 2000), shared 

neighbor distances (Oyarce, 2000, Houle et al., 2010), multi-dimensional scaling 

(Crouch, 1986; Fodor, 2002; Oyarce, 2000), and other diverse statistical methods 

(Fodor, 2002). Fodor (2002) surveys dimension reduction techniques in light of the fact 

that "not all the measured variables are 'important' for understanding the underlying 

phenomena of interest" (p. 1) and further suggests that it is "of interest in many 

applications to reduce the dimension of the original data prior to any modeling of the 

data" (p. 1). 

 This research is predicated on the assumption that a more parsimonious model 

is superior to more complex models and has as its objective to find the more 

parsimonious model. A parsimonious model in terms of this research is a model that 

has a minimum number of factors that are maximally orthogonal within the information 

space being considered. Such a model is advantageous in a number of regards, it is 

simpler to understand, instruments based on the model are less expensive to administer 

and may be administered more often, and data collection and analyses are simplified. 

This is consistent with "the need for easy and quick monitoring for addressing service 

standards measurement compliance with continuous improvement and Malcolm 

Baldrige National Quality Award criteria" (Landrum et al., p. 304). 
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Summary 

This review presented the assumptions underlying this research and provided a 

discussion of literature bearing on those assumptions. The university, as an institution of 

higher education was shown to be an information system and its students were shown 

to be consumers of educational services. The constructs of student satisfaction and 

service quality along with two instruments measuring the constructs, the SSI and 

SERVIMPTp were reviewed. The relevance of the constructs to retention was shown 

and thereby, the appropriateness of using the instruments to measure them. 

Dimensional reduction and its centrality to the current study were established. The next 

chapter builds on the foundation presented in this chapter to describe the method of 

study for this research. 
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CHAPTER 3 

METHODOLOGY 

Introduction 

This study investigated the relationships between the constructs of student 

satisfaction and service quality. Both student perceptions of satisfaction and service 

quality as those perceptions relate to the institution have been shown to impact the 

retention of students in higher education settings (Elliot & Healy, 2001; Quinn, Lemay, 

Larsen, & Johnson, 2009).  These constructs have been shown to be multidimensional 

in nature (Juillerat, 1995; Parasuraman, Zeithaml, & Berry, 1985). High levels of 

dimensionality are problematic for researchers and methods to reduce the 

multidimensionality of variables are often desirable prior to the modeling of data in 

analyses (Fodor, 2002). This research sought to reduce the dimensionality of what have 

traditionally been considered orthogonal factors related to student satisfaction and 

service quality. This reduction produced a parsimonious model and survey instrument 

that may be useful in assessing and predicting overall student satisfaction and overall 

service quality. Survey fatigue is a serious concern for institutional research offices at 

higher education institutions (Porter, Whitcomb, & Weitzer, 2004) and a survey with a 

smaller number of items is desirable as discussed in the dimensional reduction section 

of the literature review. 

The methods of analysis used in this study are quantitative in nature and 

included the use of descriptive univariate, bivariate, and multivariate analyses, 

exploratory factor analysis, and multiple linear regressions. Descriptive analysis were 

used in support of the multivariate analysis to determine that the data met the 
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assumptions of those analyses prior to conducting further analyses. The multivariate 

method of exploratory factor analysis (EFA) was chosen as the method of analysis to 

allow the researcher to examine the latent dimensions that emerged from the data and 

provided factors for additional analyses. EFA is generally useful in the exploration of 

survey and for dimensional reduction of factors (Hair et al., 2009). Multiple linear 

regressions were chosen to measure the predictive efficacy of combinations of variables 

with respect to overall student satisfaction and overall service quality. 

This chapter describes the research design for the study by discussing the 

research questions and related hypothesis. Variables are described using 

operationalized definitions. The instruments that were used to measure the constructs 

of student satisfaction and service quality are discussed. Design considerations for 

reliability and validity are provided. The method of data collection is discussed in detail, 

including the describing the population, sampling approach, survey administration, data 

collection, and data analysis.  

Research Questions and Hypotheses 

The questions guiding this research are: 

1. What are the dimensions of student satisfaction at the researcher’s institution? 

2. What are the items that measure the student satisfaction construct? 

3. What is the minimum number of items needed to create an acceptable student 

satisfaction measure? 

4. Are the dimensions consistent with those posited to exist by the chosen survey 

instrument’s designers? 

5. How effective is service quality as a predictor of overall satisfaction? 
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The hypotheses under investigation are: 

H01 - There is no statistically significant relationship between any underlying latent 
dimension(s) of the student satisfaction survey items and the item representing overall 
student satisfaction.  
 
H1 - There is a statistically significant relationship between any underlying latent 
dimension(s) structure of the student satisfaction survey items and the item 
representing overall student satisfaction. 
 
H02 - There is no statistically significant relationship between the mean of all service 
quality items and the item representing overall student satisfaction.  
 
H2 - There is a statistically significant relationship between the mean of all service 
quality items and the item representing overall student satisfaction.  
 
H03 - There is no statistically significant relationship between the mean of all service 
quality items and the composite item representing overall service quality.  
 
H3 - There is a statistically significant relationship between the mean of all service 
quality items and the composite item representing overall service quality.  
 
H04 - There is no statistically significant relationship between the composite item 
representing overall service quality and the overall satisfaction item.  
 
H4 - There is a statistically significant relationship between the composite item 
representing overall service quality and the overall satisfaction item.  
 
H05 - There is no statistically significant relationship between any underlying latent 
dimension(s) of the student satisfaction survey items and the composite item 
representing overall service quality.  
 
H5 - There is a statistically significant relationship between any underlying latent 
dimension(s) of the student satisfaction survey items and the composite item 
representing overall service quality.  
  

Instruments 

Noel-Levitz Student Satisfaction Inventory (SSI) 

The SSI Original Form A for Four-Year College and University (Schreiner & 

Juillerat, 1993) was administered in this study. The instrument is a machine scannable 
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form with 116 items. Seventy one of the 116 items measure importance and satisfaction 

levels for 12 different dimensions of student experience including: 

• Academic advising effectiveness 

• Campus climate 

• Campus life 

• Campus support services 

• Concern for the individual 

• Instructional effectiveness 

• Recruitment and financial aid effectiveness 

• Registration effectiveness 

• Responsiveness to diverse populations 

• Safety and security 

• Service excellence 

• Student centeredness 

As noted by Odom (2008) and presented in Figure 6, there is overlap in the items as 

they appear within the dimensions.  
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Dimension AA CC CL CSS CON IE RE SS SE SC 

AA            

CC           

CL  2, 67         

CSS           

CON 14 3, 59 30        

IE  3, 41   25      

RE           

SS  7         

SE  2, 57, 60, 71  13 22  27    

SC  1, 2, 10, 29, 45, 59         

 

Figure 6 -Noel-Levitz SSI item matrix indicating item overlap by content area. Adapted 
from Odom (2008). 

The SSI consists of the following items, organized by dimension: 
 

• Academic advising (5 items) 

• Campus climate (17 items) 

• Campus life (15 items) 

• Campus support services (7 items) 

• Concern for the individual (6 items) 

• Instructional effectiveness (15 items) 

• Recruitment and financial aid (6 items) 

• Registration effectiveness (5 items) 

• Responsiveness to diverse populations (6 items) 
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• Safety and security (4 items) 

• Service excellence (8 items) 

• Student centeredness (6 items) 

• Overall satisfaction (3 items) 

• Demographic (14 items) 

• User defined (10 items) 

o Refer to the discussion on SERVIMPTp-HE below. 

• Not included in any scale (2 items) 

• Importance only (9 items) 

• Unused (1 item) 

In summary, of the 116 items, 2 items are not part of any scale, 9 items measure 

only importance levels and are not associated with any scale, 3 items measure overall 

satisfaction,14 items are demographic, 10 items are are provided for institutions to 

supply additional questions, and one item was not used. The dimensions of the SSI 

were originally developed and refined by factor analysis (Juillerat, 1995).  

 

SERVIMPTp 

The SERVIMPTp instrument developed by Landrum, Prybutok, Peak, and Qin 

(2010) and available for public use, was adapted for use in a higher education context 

for this study. The adapted instrument, SERVIMPTp-HE, measures service quality 

performance and provides a service quality construct for the analyses. SERVIMPTp is 

based on the popular SERVQUAL instrument and its performance based derivative, 
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SERVPERF. These instruments are used in service quality measurement to measure 

along 5 dimensions of service quality: 

Tangibles 
Reliability 
Responsiveness 
Assurance 
Empathy 
 

SERVIMPTp was developed to provide a parsimonious service quality instrument 

with high predictive validity with a minimum number of items for use when instrument 

size constraints exist. The reduced SERVIMPTp instrument is comprised of the 

following 5 dimensions and 8 items: 

Tangibles 
  Appealing facilities 
  Convenient hours 
 
Reliability 
  Dependability 
  Keeping users informed 
Responsiveness 
  Readiness to respond 
 
Assurance 
  Courteous staff 
  Making users feel secure 
 
Empathy 
  Caring service 
 

The adapted instrument, SERVIMPTp-HE. is comprised of the following 11 items 

where the original 5 dimensions are preserved and two items are added that form a 

composite item representing overall service quality: 

Tangibles (2 items) 
Reliability (2 items)  
Responsiveness (1 item) 
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Assurance (3 items) 
Empathy (1 item) 
Overall Service Quality (2 items) 
 

Criterion/Predictor variables 

There are three constructed variables that were used as both criterion and 

predictor variables in multivariate linear regressions. 

OVERALLSAT - Overall Satisfaction. This variable is Item 100, Rate your overall 

satisfaction with your experience here thus far. 

OVERALLQUAL - Overall Quality. This variable is composed of the mean of the 

following items: 

82. Rate the overall quality of service provided to you by the institution. 

 83. There is a commitment to quality at this institution. 

 

QUALITEMS - Quality Items. This variable is composed of the mean of the following 

items: 

 74. The campus facilities are appealing. 
 75. The campus has convenient operating hours. 
 76. Campus services are dependable. 
 77. The university keeps me informed about the availability of its services. 
 78. The university is ready to respond to my requests. 
 79. University faculty are courteous to me. 
 80. University staff are courteous to me. 
 7. The campus is safe and secure for all students. 
 81. University staff care about me. 
 

Reliability 

Reliability is an important consideration in research. The degree of stability of 

scores across time or as measured in different ways can enhance or degrade an 

analysis (Tabachnick and Fidel, 2007). This study included a number of measures of 
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reliability in the analysis. The primary measure to assess reliability of the instrument 

within the context of the EFA was Cronbach’s alpha, commonly referred to as the 

reliability coefficient (Hair et al., 2010). Since Cronbach’s alpha is sensitive to the 

number of items in a scale, the researcher used two other measures of reliability that 

are common with EFA, item-to-total correlation and inter-item correlation. Hair et al. 

(2010) discusses these measures and suggests that as a rule of thumb, item-to-total 

correlations exceed .50 and that inter-item correlation exceed .30. These are the 

guidelines that were used in this research. 

Validity 

Validity is also an important consideration in research. The term refers to the 

accuracy of a measure in reflecting the concept that is it is intended to measure 

(Babbie, 2007). Hair et al. (2010) discuss four types of validity, one conceptually 

determined and three empirically determined. Face validity or content validity refers to 

the degree of correspondence between an item or summated scale and the concept it is 

intended to represent. The face validity of the instruments chosen for this research have 

already been established in literature and it is expected that there is a high degree of 

empirical correspondence between the instruments’ underlying theoretical constructs 

and the measures of them (Mentzer & Flint, 1997). According to Hair, et al. (2010) 

convergent validity refers to the degree of correlation between measures of the same 

concept and is measured by inter-item correlations between items within the same 

dimension in this study. Discriminant validity refers to the degree to which measures 

predict concepts that are distinct. Inter-item correlations are again used to measure 

items outside of the dimension, but with the expectation that the correlations are low. 
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Nomological validity refers to the degree to which a construct accurately predicts other 

theoretically derived concepts. This is established with prior research and is consistent 

with the results of this research. 

Procedures 

The administration of the SSI with SERVIMPTp-HE items, hereafter referred to 

as the survey, was conducted by the researcher through and with the assistance of the 

Office of Institutional Research at a large public university in the southwest United 

States. A stratified random sample was drawn from the students attending the university 

by course and classification. Packets were sent to instructors for each course that 

contained the materials necessary to complete the surveys through intercampus mail. 

Surveys were returned to the office of institutional research through intercampus mail as 

well. Once the completed surveys were collected, they were sent to Noel-Levitz for 

processing. Noel-Levitz scanned the surveys and sent the researcher the resulting raw 

data files. Noel-Levitz provided a summarized report of descriptive statistics for the 

dataset that were used as a cross-check against the descriptive analyses of the study. 

The raw data was imported into SPSS and descriptive statistics were generated by the 

researcher and validated against the results provided by Noel-Levitz to confirm that the 

datasets were the same. Missing value analysis was conducted and the appropriate 

steps were taken to address the deficiencies arising from missing values. The resultant 

dataset was then randomly split into two samples, one for analysis and one held in 

reserve. As discussed previously, descriptive statistics were used to analyze the 

samples prior to conducting further analyses. EFA and multiple linear regressions were 

 52 



the methods of analysis used to determine the dimensional structure and correlations 

within the samples. SPSS version 22 was the software used to conduct these analyses.  

Population 

   The population in this study is the students attending a large public university in 

the southwest United States as of the census date of the semester in which the study 

was conducted. The university is a general academic institution that offers more than 

190 different degrees and is home to more than 34,000 students. The population is an 

appropriate choice for this research because it is representative of a student population 

that belongs to an institution of higher education and exists within an informing 

environment where the measurement of service quality is relevant. 

Sample 

A stratified random sample of students was selected from the entire body of 

students registered for classed as of the 12th day of classes (the census date) of the 

semester in which the study was conducted. Strata were determined by examining the 

population in terms of college and classification and calculating percentages of students 

belonging to each group at the time of study as shown in Figure 7.  
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College Undergraduate Graduate 

Arts and Sciences 38.5% 16.0% 

Business 22.8% 7.3% 

Community Service 7.9% 5.7% 

Education 10.0% 35.2% 

Graduate School 0.0% 15.4% 

Library and Information Sciences 0.1% 7.7% 

Merchandising 2.6% 0.4% 

Music 4.8% 6.6% 

Visual Arts 8.6% 2.2% 

Engineering 4.7% 3.5% 

 

Figure 7. Sample strata by college and classification. 

 

Approximately 4.1% of the population was targeted for inclusion in the sample. 

The method of inclusion was to select students taking courses being taught through a 

college as an undergraduate or graduate course. This resulted in a sample size of 

approximately 1400 students given the population of 34,000 students. 

Method of Analysis 

Descriptive statistical analyses were performed against the working sample to 

assess the degree to which the data fit the underlying assumptions of the multivariate 

data analysis techniques of exploratory factor analysis and multivariate linear 

regressions, particularly with respect to measures of central tendency, variability, and 

normality. Multivariate normality and multicollinearity were also evaluated.  
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EFA is appropriate for determining the underlying latent dimensional structure 

residing in data collected from survey instruments and was the method used by Juillerat 

(1995) to devise the original SSI. The dimensional structure of data obtained from this 

study cannot be assumed to adhere to the dimensions found by Juillerat nor implied in 

the scales comprising the SSI and thus it is appropriate for use in this study as a 

method of analysis. EFA is an interdependence technique that is well suited to 

situations requiring the simultaneous evaluation of multiple variables without distinction 

of dependent or independent variables. Further, EFA is designed for data 

summarization, where variates (factors) maximally describe an entire dataset and for 

data reduction, where a parsimonious set of representative variables can be identified 

that are capable of representing the entire dataset (Hair et al., 2010). 

Multiple linear regression is a dependence technique refers to a statistical 

technique that allows the researcher to asses the relationship between a dependent 

variable (DV) and multiple independent variables (IVs) (Tabachnick and Fidell, 2009). 

The technique is typically used to analyze the ability of the IVs to predict the DV but it is 

also used to asses the relationship between IVs and DV. When used to predict, the term 

regression applies, when used to assess the relationship, correlation applies. In this 

study multiple linear regression was used to assess the predictive ability of the IVs with 

respect to the DVs as indicated by the aforementioned hypotheses. 

EFA and multiple linear regressions are compatible analyses that can be usefully 

combined to provide the researcher a suite of powerful analytical tools. It was the use of 

this combination of methods that allowed the researcher to meet the stated goal of 

 55 



reducing the dimensionality of orthogonal factors in an information space and to create 

a parsimonious instrument. 

Summary 

This chapter presented the researchers approach to conducing the research 

necessary to meet the goals of this study. The study’s research questions and 

hypotheses that were tested were discussed. The survey instruments being used and 

its variable definitions were described. Issues of reliability were addressed and threats 

to validity as well as the relevant assessment techniques the researcher used in the 

research. The procedures used to administer the survey, collect the data, handle 

missing values, and stage a working and reserved dataset were provided to the reader. 

Finally, the methods of analysis and their appropriateness for use in the context of this 

study were discussed. 
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CHAPTER 4 

RESULTS OF DATA ANALYSES 

Introduction 

The results presented below were obtained from analyses of data collected 

according to the design described in the previous chapter. This chapter begins with this 

introduction, followed by a brief discussion of the survey administration. Steps taken to 

prepare the data for analysis are summarized, including the processes of missing value 

analysis and splitting the sample into a sample for analysis and a reserve. Univariate 

and bivariate statistics are presented as prelude to a brief discussion around the 

assumptions of the multivariate analyses. Once the assumptions are presented, the 

results of the exploratory factor analysis are presented and discussed followed by a 

presentation of the results of a series of multiple linear regressions. Reliability and 

validity are analyzed within the context of each analysis. Then, each hypothesis is 

presented and evidence in support or in contradiction with each hypothesis is provided 

and discussed. This chapter concludes with a table summarizing the results and a 

discussion of the findings. As discussed previously, the five questions guiding this 

research are: 

1. What are the dimensions of student satisfaction at the researcher’s 

institution? 

2. What are the items that measure the student satisfaction construct? 

3. What is the minimum number of items needed to create an acceptable 

student satisfaction measure? 
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4. Are the dimensions consistent with those posited to exist by the chosen 

survey instrument’s designers? 

5. How effective is service quality as a predictor of overall satisfaction? 

Survey Administration 

 Surveys were sent according to the procedures described previously to a 

stratified sample of 1400 students drawn from the student body of a large public 

university in the southwest United States. The sample comprised approximately %4.1 of 

the population. 790 surveys were returned for a response rate of approximately %54.  

The returned surveys were sent to Noel-Levitz for scanning and processing. Raw data 

files resulting from the scanning procedures and a summary report of descriptive 

statistics were returned to the researcher. 

Data Preparation 

 The raw data files were provided in a tab-delimited format with an SPSS script 

that was capable of importing the records into an SPSS dataset. The script was 

modified only insofar as to allow for easy identification of missing values. 790 cases 

were imported into SPSS and saved to a backup location. The researcher then wrote 

scripts to: 

1) Add labels to the 10 researcher supplied questions: 

1. The campus facilities are appealing'. 
2. The campus has convenient operating hours'. 
3. Campus services are dependable'. 
4. The university keeps me informed about the availability of its services'. 
5. The university is ready to respond to my requests'. 
6. University faculty are courteous to me'. 
7. University staff are courteous to me'. 
8. University staff care about me'. 
9. Rate the overall quality of service provided to you by the institution'. 
10. There is a commitment to quality at this institution'. 
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2) Add labels for Majors. 

3) Calculate a gap variable for use in future analyses. 

The cases were then analyzed for missing values and any cases missing importance or 

satisfaction responses across all 10 researcher supplied questions were removed from 

the dataset. The researcher removed 119 cases from consideration on this basis. The 

remaining 671 cases were then analyzed to identify cases where more than 10% of the 

responses were missing. The researcher then removed 34 cases on this basis. 637 

cases were set aside for further analysis. 

 The researcher then randomly split the 637 case sample into two separate 

samples, a working sample of 318 cases, and a reserved sample of 319 cases 

respectively. The results presented below are derived from analyses of the 318 case 

working sample dataset. 

Exploratory Factor Analysis 

Meeting the Assumptions 

 The assumptions for exploratory factor analysis (EFA) are primarily conceptual in 

nature, and what statistical assumptions there are only apply to the extent that they 

diminish observed correlations (Hair et al., 2010).  

Conceptual Assumptions 

A major conceptual assumption is that an underlying structure to the data exists. 

The theoretical basis for this assumption is established in literature as discussed in the 

literature review chapter. Another important assumption is that the analysis does not 

include both independent and dependent variables. The researcher specifically 

excluded the identified dependent variables from the EFA analyses described below.  
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Statistical Assumptions 

The only statistical assumption required by the EFA procedure is normality and 

only in the case of statistical tests of significance. In EFA, the object is often to identify 

interrelationships among variables, so a degree of multicollinearity is desirable (Hair et 

al., 2010).  

Descriptive analyses were run for each item in the inventory and the data were 

found to be primarily leptokurtic and negatively skewed as seen in Table 3. 

Table 3 

Descriptive Statistics for all Items in the Inventory Plus the Calculated Gap Scores 

 Statistic 

Item M SD Kurtosis Skewness 

IMP1 5.45 1.51 -1.12 1.10 

IMP2 6.17 1.02 -1.65 3.85 

IMP3 5.97 1.20 -1.44 2.42 

IMP4 6.14 1.23 -1.99 5.07 

IMP5 5.60 2.01 -1.66 1.94 

IMP6 6.38 1.15 -2.68 8.84 

IMP7 6.50 0.94 -2.48 7.90 

IMP8 6.55 0.82 -2.45 8.12 

IMP9 4.53 2.03 -0.73 -0.31 

IMP10 5.66 1.51 -1.76 3.76 

IMP11 5.99 1.32 -1.81 4.35 

IMP12 5.93 1.71 -2.05 4.01 

IMP13 5.43 1.74 -1.50 2.09 

IMP14 6.19 1.29 -2.51 7.94 

IMP15 5.46 2.04 -1.54 1.57 

IMP16 6.61 0.81 -2.70 9.41 

IMP17 6.03 1.64 -2.26 5.09 

    (table continues) 
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Table 3 (continued). 

 Statistic 

Item M SD Kurtosis Skewness 

IMP18 5.92 1.53 -2.13 5.19 

IMP19 6.01 1.36 -2.07 5.49 

IMP20 5.58 1.81 -1.67 2.44 

IMP21 6.08 1.73 -2.40 5.23 

IMP22 5.44 2.07 -1.58 1.57 

IMP23 4.12 2.82 -0.46 -1.45 

IMP24 4.31 2.35 -0.61 -0.90 

IMP25 6.30 1.17 -2.40 7.47 

IMP26 6.30 1.25 -3.00 11.20 

IMP27 5.83 1.67 -2.11 4.56 

IMP28 5.88 1.74 -2.02 3.80 

IMP29 6.20 1.12 -1.95 5.37 

IMP30 3.58 2.77 -0.19 -1.56 

IMP31 4.42 2.65 -0.66 -1.08 

IMP32 5.36 2.13 -1.52 1.27 

IMP33 6.39 1.33 -3.06 10.64 

IMP34 6.52 1.04 -3.10 12.40 

IMP35 5.86 1.65 -2.06 4.48 

IMP36 5.20 2.56 -1.25 0.03 

IMP37 5.54 1.69 -1.42 1.81 

IMP38 5.06 2.24 -1.20 0.33 

IMP39 6.39 1.07 -2.79 10.92 

IMP40 3.70 2.76 -0.29 -1.53 

IMP41 6.29 1.14 -2.56 8.84 

IMP42 4.17 2.54 -0.51 -1.11 

IMP43 5.19 2.26 -1.32 0.63 

IMP44 5.56 2.02 -1.70 2.05 

IMP45 5.97 1.33 -1.99 5.11 

IMP46 5.42 1.88 -1.51 1.75 

IMP47 6.27 1.16 -2.69 9.80 

IMP48 5.01 2.32 -1.20 0.21 

IMP49 5.60 2.06 -1.72 1.98 

IMP50 5.91 1.66 -2.18 4.87 

IMP51 6.09 1.31 -2.40 7.54 

IMP52 5.13 2.21 -1.23 0.43 

IMP53 5.96 1.46 -2.03 4.76 

    (table continues) 
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Table 3 (continued). 

 Statistic 

Item M SD Kurtosis Skewness 

IMP54 5.59 1.71 -1.66 2.80 

IMP55 6.33 1.14 -2.57 8.59 

IMP56 4.84 2.28 -1.00 -0.10 

IMP57 5.84 1.70 -2.03 3.96 

IMP58 6.46 1.08 -3.03 11.71 

IMP59 6.04 1.34 -2.14 5.77 

IMP60 5.38 1.78 -1.37 1.54 

IMP61 5.89 1.61 -2.14 4.78 

IMP62 5.63 1.90 -1.69 2.22 

IMP63 5.18 2.28 -1.34 0.62 

IMP64 5.21 2.23 -1.28 0.51 

IMP65 6.16 1.40 -2.53 7.51 

IMP66 6.31 1.33 -2.82 9.24 

IMP67 5.73 1.84 -1.83 2.83 

IMP68 6.45 1.13 -3.14 12.34 

IMP69 6.30 1.26 -2.71 8.91 

IMP70 5.92 1.67 -2.25 5.10 

IMP71 5.43 2.05 -1.62 1.77 

IMP72 6.14 1.25 -2.40 7.83 

IMP73 5.77 1.81 -1.92 3.32 

IMP74 6.01 1.20 -1.72 4.15 

IMP75 6.25 1.03 -1.89 4.83 

IMP76 6.15 1.22 -2.48 8.40 

IMP77 5.99 1.36 -1.95 4.66 

IMP78 5.98 1.39 -2.21 6.28 

IMP79 6.25 1.14 -2.26 6.75 

IMP80 6.18 1.16 -2.10 5.84 

IMP81 5.94 1.33 -1.70 3.54 

IMP82 6.24 1.32 -2.84 9.64 

IMP83 6.30 1.19 -2.95 11.19 

IMP90 6.28 1.34 -2.62 7.83 

IMP91 5.51 2.17 -1.46 0.92 

IMP92 5.80 1.42 -1.49 2.37 

IMP93 4.60 1.93 -0.52 -0.58 

IMP94 2.87 2.17 0.47 -1.03 

IMP95 4.29 2.13 -0.44 -0.94 

    (table continues) 
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Table 3 (continued). 

 Statistic 

Item M SD Kurtosis Skewness 

IMP96 5.49 1.74 -1.38 1.39 

IMP97 5.04 1.79 -0.98 0.39 

IMP98 4.69 2.06 -0.73 -0.49 

SAT1 5.13 1.41 -0.64 0.18 

SAT2 5.42 1.26 -1.03 1.43 

SAT3 5.24 1.33 -0.65 0.11 

SAT4 5.00 1.62 -1.04 0.95 

SAT5 4.21 2.16 -0.71 -0.48 

SAT6 5.37 1.78 -1.22 0.92 

SAT7 5.67 1.23 -1.01 0.96 

SAT8 5.53 1.41 -1.16 1.25 

SAT9 4.49 2.08 -1.01 0.27 

SAT10 4.75 1.82 -1.12 1.00 

SAT11 4.77 1.68 -0.87 0.41 

SAT12 4.43 1.95 -0.71 -0.17 

SAT13 5.10 1.87 -1.34 1.57 

SAT14 5.06 1.89 -1.12 0.60 

SAT15 4.19 2.36 -0.72 -0.67 

SAT16 5.58 1.42 -1.34 2.05 

SAT17 4.44 2.04 -0.68 -0.37 

SAT18 5.33 1.83 -1.58 2.22 

SAT19 4.87 1.97 -0.97 0.20 

SAT20 4.71 2.05 -1.00 0.34 

SAT21 2.74 1.95 0.66 -0.63 

SAT22 3.97 2.29 -0.66 -0.73 

SAT23 3.08 2.39 -0.19 -1.42 

SAT24 3.32 2.13 -0.19 -0.97 

SAT25 5.37 1.41 -0.93 0.90 

SAT26 5.70 1.57 -1.73 3.18 

SAT27 5.09 1.74 -1.32 1.64 

SAT28 4.56 1.87 -0.81 0.07 

SAT29 5.45 1.40 -1.04 0.95 

SAT30 3.01 2.44 -0.07 -1.40 

SAT31 3.86 2.61 -0.45 -1.24 

SAT32 4.34 2.40 -0.76 -0.68 

SAT33 5.44 1.87 -1.37 1.28 

SAT34 5.08 1.72 -0.86 0.03 

    (table continues) 
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Table 3 (continued). 

 Statistic 

Item M SD Kurtosis Skewness 

SAT35 4.99 1.76 -1.11 1.05 

SAT36 3.27 2.64 -0.11 -1.46 

SAT37 4.92 1.74 -0.83 0.23 

SAT38 4.17 2.22 -0.65 -0.58 

SAT39 5.67 1.30 -1.21 1.71 

SAT40 2.97 2.53 0.01 -1.47 

SAT41 5.30 1.51 -1.14 1.33 

SAT42 3.37 2.31 -0.27 -1.11 

SAT43 4.32 2.26 -0.76 -0.50 

SAT44 4.72 2.05 -1.12 0.53 

SAT45 5.33 1.47 -1.16 1.85 

SAT46 4.87 1.96 -1.07 0.61 

SAT47 5.11 1.54 -0.84 0.43 

SAT48 4.20 2.32 -0.72 -0.64 

SAT49 4.63 2.17 -0.89 -0.12 

SAT50 4.94 1.94 -1.13 0.74 

SAT51 5.45 1.52 -1.37 2.26 

SAT52 4.40 2.37 -0.74 -0.65 

SAT53 5.06 1.61 -0.95 0.72 

SAT54 5.11 1.90 -1.30 1.31 

SAT55 5.47 1.42 -1.03 0.89 

SAT56 4.30 2.24 -0.76 -0.42 

SAT57 4.54 1.90 -0.70 -0.24 

SAT58 5.44 1.47 -1.03 0.71 

SAT59 5.09 1.55 -0.94 1.12 

SAT60 4.61 1.75 -0.65 0.17 

SAT61 4.97 1.80 -1.08 0.84 

SAT62 5.19 1.84 -1.33 1.55 

SAT63 4.37 2.36 -0.82 -0.54 

SAT64 4.46 2.20 -0.74 -0.45 

SAT65 5.58 1.52 -1.50 2.73 

SAT66 5.10 1.69 -0.96 0.49 

SAT67 5.34 1.72 -1.51 2.33 

SAT68 5.73 1.35 -1.42 2.32 

SAT69 5.68 1.38 -1.27 1.80 

SAT70 4.89 1.92 -1.11 0.62 

SAT71 4.17 2.25 -0.64 -0.64 

    (table continues) 
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Table 3 (continued). 

 Statistic 

Item M SD Kurtosis Skewness 

SAT72 5.58 1.44 -1.34 2.03 

SAT73 4.22 2.12 -0.57 -0.60 

SAT74 5.17 1.55 -0.80 0.04 

SAT75 5.66 1.27 -1.08 1.14 

SAT76 5.38 1.54 -1.38 2.34 

SAT77 5.23 1.54 -0.91 0.81 

SAT78 4.92 1.73 -0.96 0.88 

SAT79 5.76 1.31 -1.36 2.24 

SAT80 5.59 1.33 -1.16 1.84 

SAT81 5.30 1.51 -0.99 1.08 

SAT82 5.63 1.23 -1.14 1.73 

SAT83 5.61 1.33 -1.09 1.27 

SAT84 4.43 2.33 -0.84 -0.43 

SAT85 4.56 2.24 -0.95 -0.15 

SAT86 4.19 2.53 -0.68 -0.94 

SAT87 4.13 2.51 -0.64 -0.95 

SAT88 4.54 2.21 -0.72 -0.54 

SAT89 4.17 2.64 -0.59 -1.12 

SAT99 4.70 1.29 -0.08 0.66 

SAT100 5.50 1.26 -1.23 1.36 

SAT101 5.62 1.49 -1.25 1.00 

GAP1 -0.32 1.71 0.14 1.81 

GAP2 -0.75 1.40 -0.25 3.19 

GAP3 -0.72 1.52 -0.02 2.46 

GAP4 -1.16 1.68 -0.69 1.80 

GAP5 -1.40 2.19 -0.47 0.82 

GAP6 -1.01 1.85 -1.03 2.06 

GAP7 -0.83 1.36 -0.32 3.20 

GAP8 -1.02 1.51 -0.89 3.07 

GAP9 -0.04 1.91 -0.21 2.13 

GAP10 -0.91 1.82 -0.66 2.02 

GAP11 -1.21 1.98 -0.42 1.01 

GAP12 -1.49 2.16 -0.34 0.72 

GAP13 -0.32 1.58 -0.43 3.66 

GAP14 -1.14 1.88 -1.10 2.02 

GAP15 -1.28 2.31 -0.69 1.10 

GAP16 -1.03 1.51 -0.87 3.55 

    (table continues) 
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Table 3 (continued). 

 Statistic 

Item M SD Kurtosis Skewness 

GAP17 -1.61 2.24 -0.30 0.48 

GAP18 -0.59 1.50 -0.75 5.94 

GAP19 -1.14 1.99 -0.95 1.59 

GAP20 -0.89 1.92 -0.84 1.86 

GAP21 -3.33 2.55 0.78 -0.01 

GAP22 -1.46 2.25 -0.74 1.07 

GAP23 -1.05 2.43 -0.63 0.78 

GAP24 -1.02 2.30 -0.33 0.52 

GAP25 -0.94 1.55 -0.33 3.33 

GAP26 -0.60 1.42 -0.93 4.29 

GAP27 -0.73 1.59 -0.77 4.11 

GAP28 -1.32 2.00 -0.34 0.88 

GAP29 -0.76 1.42 -0.77 3.71 

GAP30 -0.60 2.16 -0.61 1.94 

GAP31 -0.62 2.38 -0.74 2.11 

GAP32 -1.03 2.11 -1.08 1.83 

GAP33 -0.97 1.77 -1.20 3.17 

GAP34 -1.44 1.85 -0.61 1.17 

GAP35 -0.90 1.71 -0.63 3.53 

GAP36 -1.94 2.65 -0.71 -0.17 

GAP37 -0.62 1.72 -0.57 2.19 

GAP38 -0.90 2.09 -0.69 1.50 

GAP39 -0.72 1.30 -0.72 4.81 

GAP40 -0.74 2.09 -0.94 1.98 

GAP41 -0.99 1.61 -0.51 3.31 

GAP42 -0.83 2.15 -0.65 1.15 

GAP43 -0.88 1.83 -0.86 3.05 

GAP44 -0.87 1.70 -0.89 4.51 

GAP45 -0.64 1.48 -0.89 4.28 

GAP46 -0.55 1.64 -0.39 3.50 

GAP47 -1.16 1.62 -0.65 1.87 

GAP48 -0.80 1.89 -1.04 3.31 

GAP49 -0.98 1.89 -0.65 2.46 

GAP50 -0.98 1.82 -1.03 2.26 

GAP51 -0.62 1.42 -0.84 4.39 

GAP52 -0.72 2.01 -0.95 2.15 

GAP53 -0.88 1.78 -0.17 2.46 

    (table 
continues) 
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Table 3 (continued). 

 Statistic 

Item M SD Kurtosis Skewness 

GAP54 -0.49 1.57 -0.90 3.89 

GAP55 -0.86 1.54 -0.43 2.85 

GAP56 -0.56 1.85 -0.46 4.01 

GAP57 -1.31 2.06 -0.34 1.34 

GAP58 -1.02 1.51 -0.59 3.27 

GAP59 -0.94 1.62 -0.45 3.31 

GAP60 -0.77 1.98 -0.20 1.03 

GAP61 -0.92 1.73 -0.97 2.80 

GAP62 -0.44 1.73 -0.32 4.07 

GAP63 -0.86 2.04 -1.22 3.05 

GAP64 -0.78 2.08 -0.51 2.27 

GAP65 -0.59 1.48 -0.35 5.41 

GAP66 -1.21 1.78 -0.47 1.84 

GAP67 -0.41 1.70 0.17 4.28 

GAP68 -0.72 1.39 -0.53 5.70 

GAP69 -0.63 1.45 -0.10 5.54 

GAP70 -1.00 1.82 -0.60 2.53 

GAP71 -1.27 2.26 -0.61 0.94 

GAP72 -0.55 1.45 -0.13 5.48 

GAP73 -1.52 2.19 -0.57 0.70 

GAP74 -0.85 1.75 -0.77 1.96 

GAP75 -0.59 1.31 -0.63 5.45 

GAP76 -0.76 1.46 -1.35 5.53 

GAP77 -0.76 1.55 -0.49 2.75 

GAP78 -1.07 1.69 -0.84 2.99 

GAP79 -0.49 1.24 -0.73 5.99 

GAP80 -0.59 1.32 -0.43 4.61 

GAP81 -0.63 1.54 -0.35 3.39 

GAP82 -0.61 1.52 0.92 6.70 

GAP83 -0.69 1.49 0.61 7.26 

 
Sufficient intercorrelations 

The data in this research have met both the conceptual and limited statistical 

assumptions for EFA and are appropriate for further analysis. In order to determine if 
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the data was sufficiently intercorrelated to perform EFA, I generated three separate 

correlation matrices. One for the IMP items, one for the SAT items, and one for the GAP 

items. A visual inspection of the correlation matrices in all cases revealed substantial 

intercorrelations > .30. An Excel analysis of the results can be seen in Table 4. 

Table 4 

Intercorrelations > .30 

Items Correlations  
> .30 

Number Items Percentage of Items 

IMP 1609 82 24% 
SAT 1383 79 22% 
GAP 1332 73 25% 
 

According to Hair et al. (2010), high partial correlations can indicate that data 

may not be suitable for EFA. The researcher analyzed the partial correlations for IMP, 

SAT, and GAP items using the negatives of the values obtained from SPSS anti-image 

matrix and found no partial correlations > .70. Another indication that there are 

correlations between at least some of the items is Bartlett’s test of sphericity. When 

applied to the IMP, SAT, and GAP items, Bartlett’s was significant in all cases. A final 

measure of the degree of intercorrelations used in this research was the measure of 

sampling adequacy (MSA). The overall statistic used in this research to indicate the 

MSA is the Kaiser-Meyer-Olkin MSA (KMO). The overall KMO was meritorious for the 

IMP, SAT, and GAP items tested. The results of the Bartlett’s test of sphericity and 

KMO are shown in Table 5. 

In addition to analyzing the overall MSAs, the researcher analyzed individual 

MSAs using the SPSS generated anti-image correlation matrix containing the MSAs for 

individual items in its diagonal. It was found that all items exhibited sufficiently large 

MSAs. The IMP items all had MSA values above .6, with only 3 items less than .8. The 
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SAT items all had MSA values above .7 with only 1 item less than .8. Likewise the GAP 

items all had MSA values above .7 with only 1 item less than .8. 

Table 5 

Bartlett's Test of Sphericity and Kaiser-Meyer-Olkin MSA Results for IMP, SAT, and 
GAP Items 

Items Bartlett’s Test of 
Sphericity 

Kaiser-Meyer-
Olkin MSA 

IMP Significant at .0001 .91 
SAT Significant at .0001 .92 
GAP Significant at .0001 .92 

 
According to Hair et al. (2010) MSA values increases with larger samples, 

increasing average correlations, increased number of variables, decreased number of 

factors. It is therefore not surprising to see high individual MSA’s and overall MSA. 

The data in this research are appropriate for EFA and meet the assumptions adequately 

for further analyses.  

Overview 

The results of three EFAs are presented below, one EFA was conducted on the 

IMP item set, one on the SAT item set, and one on the computed GAP scores where 

the GAP is the difference between the expectation IMP score and the performance SAT 

score. 

 Each EFA was conducted using SPSS’s FACTOR procedure with the following 

options set initially, univariate descriptives, initial solution, coefficients, significance 

levels, KMO and Bartlett’s test of sphericity, and anti-image matrix. The extraction 

method chosen was Principal Axis Factoring (PAF) analyzed using the correlation 

matrix, the options for the extraction set initially were, unrotated factor matrix, scree plot, 

and eigenvalues > 1, with 25 iterations maximum set for convergence.  The unrotated 

factor solutions in each case were not sufficiently explanatory, so the researcher chose 
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to display a rotated solution using the VARIMAX orthogonal rotation method, which 

produces a column simplified factor matrix for interpretation, and 30 iterations maximum 

for convergence.  

The researcher chose PAF because it is suitable for investigating the latent dimensions 

that reflect common variance shared between variables, and because of the lack of 

knowledge of the specific and error variance (Hair et al, 2010). This approach to 

dimensional analysis has been shown to arrive at nearly identical results as principal 

components analysis, the default method of analysis in SPSS, when the number of 

items exceeds 30 or the bulk of the communalities are above .6 (Hair et al., 2010). The 

eigenvalue criteria used in this research is to initially retain only those factors with 

eigenvalues of 1.0 or higher (Kaiser, 1960). In addition to the eigenvalue based criteria, 

this research also used the scree plot criteria established by Cattell (1966) where the 

scree plot is reviewed and those items above the so-called elbow, the point where the 

curve begins to decline much less sharply and to level off, are retained for further 

analyses. VARIMAX was chosen to maximally differentiate items between factors using 

orthogonal rotation. 

 The strategy employed in this research to develop a parsimonious model for 

each item set, is based on the approach outlined in Hair (2010), and was to run the EFA 

without rotation first, to determine if rotation was actually needed. Then, since rotation 

was needed to arrive at an interpretable factor model, the factors were rotated using the 

orthogonal VARIMAX rotation, and the researcher began iterating through the EFA, 

removing items one at a time, in order to derive a model with items loading greater than 

or equal to .5 on only a single factor. In order to determine candidate items for deletion 
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from the analysis, the rotated factor matrix was reviewed, and any items that did not 

have correlations higher than .5 were ranked from lowest to highest and the item with 

the lowest maximum correlation on any factor was selected for removal. The item was 

then removed and another iteration of the EFA was executed. Once all items with 

correlations lower than .5 were removed from the analysis, items with cross-loadings 

were considered as candidates for removal. An item was considered to be cross-loaded 

in the analysis if it loaded on more than one factor with a correlation of .4 or higher. 

Candidate cross-loaded items were ranked according to their highest loading, referred 

to here as their primary loading, and then by their second highest loading, referred to as 

their secondary loading. The item with the highest primary and secondary loading was 

then selected for removal from the analysis, and another iteration of the EFA was 

executed. Once all cross-loaded items had been removed, candidate items were 

selected from the model with loading less than .5, and the EFA continued until all items 

loaded on a single factor with correlations of .5 or greater. If at any point the model 

failed to converge, the researcher reviewed the previously rotated factor matrix and 

selected the next item for removal from that review, and continued with the next iteration 

of the EFA. 

IMP Item Set EFA  

The first EFA included only those items measured against importance, those 

labeled IMP1-IMP73 and IMP90-IMP98. The researcher specified items, IMP74-IMP83, 

were excluded from the analysis to allow for their use as dependent variables in linear 

regression. As discussed previously, descriptive statistics for the IMP item set and 

correlation analyses indicated that the data were sufficient for further analyses. The 
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overall KMO for these items was .912, which is meritorious and Bartlett’s test of 

sphericity was significant at the .0001 level. All individual MSA’s found in the diagonal of 

the anti-image correlation matrix in SPSS were above .6, with only 3 items less than .8. 

The initial unrotated factor matrix produced 16 factors with eigenvalues greater 

than 1 and accounting for 63.66% of the total variance in the model as shown in Table 

6. 

Table 6 

Initial IMP Items Unrotated Factor Matrix 

Total Variance Explained 

Factor Initial Eigenvalues Extraction Sums of Squared Loadings 

 Total % of 
Variance 

Cumulative 
% Total % of 

Variance 
Cumulative 

% 
1 26.39 32.18 32.18 26.04 31.75 31.75 

2 7.04 8.59 40.77 6.73 8.21 39.96 

3 3.32 4.05 44.82 2.95 3.60 43.56 

4 2.79 3.40 48.22 2.42 2.95 46.51 

5 2.60 3.18 51.39 2.27 2.76 49.28 

6 2.15 2.62 54.02 1.79 2.18 51.46 

7 2.05 2.50 56.52 1.71 2.08 53.54 

8 1.82 2.22 58.74 1.47 1.79 55.33 

9 1.51 1.84 60.58 1.18 1.44 56.77 

10 1.36 1.66 62.24 1.00 1.22 57.98 

11 1.29 1.57 63.81 0.89 1.08 59.07 

12 1.22 1.49 65.30 0.86 1.05 60.12 

13 1.19 1.45 66.75 0.80 0.98 61.09 

14 1.17 1.43 68.18 0.76 0.93 62.02 

15 1.12 1.36 69.54 0.68 0.84 62.86 

16 1.05 1.28 70.82 0.66 0.81 63.66 

Extraction Method: Principal Axis Factoring. 

 
A review of the scree plot was inconclusive, showing an elbow at or around 3, 5, 8 and 

16 factors respectively as shown in Figure 8. 

The unrotated factor solution was not amenable to a reasonable interpretation, 

so the solution was rotated using VARIMAX and evaluated in accordance with the 
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strategy discussed previously. The researcher iteratively removed 28 items on the basis 

of their not loading at .5 or above and an additional 5 items that cross-loaded on 

multiple factors. 

 

Figure 8. Scree plot for IMP item set unrotated factor solution. 

The resulting factor model is shown in Table 7. 
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Table 7 

IMP Item set Final Factor Model 

 Factors and Loadings 

Item 1 2 3 4 5 6 7 8 

IMP58 .88               
IMP68 .85               
IMP47 .76        

IMP55 .75               
IMP39 .74        

IMP69 .74               
IMP29 .72        

IMP41 .71               
IMP25 .71        

IMP72 .69               
IMP34 .68        

IMP66 .63               
IMP59 .63        

IMP65 .61               
IMP53 .60        

IMP45 .59               
IMP51 .54        

IMP26 .54               
IMP48  .70       

IMP63   .68             
IMP71  .68       

IMP43   .66             
IMP56  .65       

IMP44   .58             
IMP36  .57       

IMP49   .54             
IMP32  .53       

IMP40     .86           
IMP30   .80      

IMP23     .77           
IMP38   .55      

IMP42     .52           
IMP97    .74     

IMP98       .66         
IMP93    .63     

IMP95       .63         
       (table continues) 
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Table 7 (continued). 

 Factors and Loadings 

Item 1 2 3 4 5 6 7 8 

IMP92    .58         
IMP94    .54         
IMP17     .81    

IMP12      .80       
IMP5     .68    

IMP91      .60       
IMP2      .74   

IMP7        .56     
IMP4      .54   

IMP3        .53     
IMP18       .75  

IMP13          .65   
IMP28        .70 

IMP21            .67 

 

The total variance explained by the 8-factor model, 59.44%, is shown in Table 8. 

The 8 extracted factors were then named based on the items with the highest 

loadings. The resulting factors are shown in Table 9. 

The model was then subjected to reliability analyses using Cronbach’s (1951) 

coefficient alpha, inter-item correlations, and item-total correlations as shown in Tables 

11 - 18. Factors 7 and 8 with 2 items each are not assessed using Cronbach’s which 

requires more than 2 items, but correlations are calculated for these factors. Table 10 

shows that Cronbach’s alpha was above .70 for all factors, indicating sufficient reliability 

(Hair et al., 2010. The review of inter-item correlations for all factors found all 

correlations exceeded the .30 established a priori as the lower bound. 

The item-total correlations of all scales and items exceeded the lower bound .50 

established a priori. Only two items would improve Cronbach’s alpha if removed and 

both were retained on the basis of high correlation, conceptual fit, or negligible impact 
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on the model. Item IMP38, in Factor 3, had a correlation of .541 and its removal would 

add less than .01 to Cronbach’s alpha. Item IMP91, in Factor 5, had a correlation of 

.552 and its removal would add .016 to Cronbach’s. It was retained because of 

conceptual fit, being a financial aid related question. The 8 factor model was found to be 

sufficiently reliable to be used in further analyses.  

Table 8 

Total Variance Explained by 8 Factor IMP Item Set Factor Model 

Total Variance Explained 

Factor Initial Eigenvalues Extraction Sums of Squared Loadings 
Rotation Sums of 

Squared Loadings 

 
Total 

% of 

Varianc

e 

Cumulative % Total 
% of 

Variance 

Cumulative 

% 
Total 

% of 

Variance 

Cumul

ative % 

1 16.39 32.77 32.77 15.99 31.99 31.99 10.29 20.59 20.59 

2 5.21 10.42 43.19 4.85 9.70 41.68 5.04 10.07 30.66 

3 2.71 5.42 48.61 2.33 4.65 46.33 3.32 6.64 37.30 

4 2.38 4.76 53.37 1.94 3.88 50.21 3.25 6.49 43.80 

5 1.79 3.57 56.95 1.40 2.80 53.01 2.61 5.21 49.01 

6 1.56 3.12 60.06 1.18 2.36 55.37 1.98 3.96 52.97 

7 1.46 2.93 62.99 1.09 2.17 57.54 1.90 3.80 56.76 

8 1.30 2.61 65.60 0.95 1.90 59.44 1.34 2.68 59.44 

Extraction Method: Principal Axis Factoring. 
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Table 9 

IMP Item Set Factor Names 

Factor Name 
F1 Faculty and Academic Excellence 
F2 Academic Support 
F3 Living Conditions 
F4 Influences on Decision to Enroll 
F5 Financial Aid 
F6 Faculty and Staff  
F7 Library Resources and Staff 
F8 Parking 
 

Table 10 

Internal Reliability of Factors of IMP Item Set  

Factor Name Cronbach’s Alpha 
F1 Faculty and Academic Excellence .96 
F2 Academic Support .90 
F3 Living Conditions .88 
F4 Influences on Decision to Enroll .82 
F5 Financial Aid .83 
F6 Faculty and Staff  .83 
F7 Library Resources and Staff .81 
F8 Parking .77 
 

Table 11 

Faculty and Academic Excellence Inter-Item Correlations 

 IMP58 IMP68 IMP47 IMP55 IMP39 IMP69 IMP29 IMP41 
IMP58 1.00 .80 .78 .70 .70 .75 .68 .66 
IMP68 .80 1.00 .70 .65 .65 .74 .67 .58 
IMP47 .78 .70 1.00 .64 .59 .67 .64 .57 
IMP55 .70 .65 .64 1.00 .63 .62 .66 .62 
IMP39 .70 .65 .59 .63 1.00 .64 .61 .67 
IMP69 .75 .74 .67 .62 .64 1.00 .68 .59 
IMP29 .68 .67 .64 .66 .61 .68 1.00 .60 
IMP41 .66 .58 .57 .62 .67 .59 .60 1.00 
IMP25 .67 .67 .73 .66 .57 .61 .62 .56 
IMP72 .66 .70 .62 .58 .56 .65 .62 .54 
IMP34 .60 .59 .58 .62 .55 .55 .56 .55 
IMP66 .66 .70 .62 .54 .52 .60 .56 .49 
IMP59 .62 .61 .68 .51 .49 .59 .58 .54 
IMP65 .63 .63 .59 .59 .53 .59 .56 .51 
IMP53 .56 .58 .54 .62 .45 .51 .52 .46 
IMP45 .57 .53 .56 .54 .65 .58 .58 .57 
IMP51 .51 .50 .47 .54 .54 .48 .56 .54 
IMP26 .47 .52 .50 .52 .46 .49 .50 .42 
      (table continues) 
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Table 11 (continued). 

 IMP25 IMP72 IMP34 IMP66 IMP59 IMP65 IMP53 IMP45 IMP51 IMP26 
IMP58 .67 .66 .60 .66 .62 .63 .56 .57 .51 .47 
IMP68 .67 .70 .59 .70 .61 .63 .58 .53 .50 .52 
IMP47 .73 .62 .58 .62 .68 .59 .54 .56 .47 .50 
IMP55 .66 .58 .62 .54 .51 .59 .62 .54 .54 .52 
IMP39 .57 .56 .55 .52 .49 .53 .45 .65 .54 .46 
IMP69 .61 .65 .55 .60 .59 .59 .51 .58 .48 .49 
IMP29 .62 .62 .56 .56 .58 .56 .52 .58 .56 .50 
IMP41 .56 .54 .55 .49 .54 .51 .46 .57 .54 .42 
IMP25 1.00 .54 .57 .56 .61 .49 .51 .54 .45 .49 
IMP72 .54 1.00 .47 .54 .58 .69 .65 .65 .54 .47 
IMP34 .57 .47 1.00 .46 .44 .45 .46 .47 .41 .52 
IMP66 .56 .54 .46 1.00 .57 .50 .44 .46 .40 .39 
IMP59 .61 .58 .44 .57 1.00 .50 .64 .57 .39 .46 
IMP65 .49 .69 .45 .50 .50 1.00 .58 .51 .44 .50 
IMP53 .51 .65 .46 .44 .64 .58 1.00 .59 .43 .47 
IMP45 .54 .65 .47 .46 .57 .51 .59 1.00 .49 .43 
IMP51 .45 .54 .41 .40 .39 .44 .43 .49 1.00 .36 
IMP26 .49 .47 .52 .39 .46 .50 .47 .43 .36 1.00 
 

Table 12 

Academic Support Inter-Item Correlations 

 IMP48 IMP63 IMP71 IMP43 IMP56 IMP44 IMP36 IMP49 IMP32 

IMP48 1.00 .53 .51 .62 .69 .46 .53 .54 .55 

IMP63 .53 1.00 .63 .49 .56 .54 .46 .45 .49 

IMP71 .51 .63 1.00 .60 .53 .49 .41 .42 .41 

IMP43 .62 .49 .60 1.00 .59 .65 .49 .46 .50 

IMP56 .69 .56 .53 .59 1.00 .45 .44 .50 .52 

IMP44 .46 .54 .49 .65 .45 1.00 .45 .40 .55 

IMP36 .53 .46 .41 .49 .44 .45 1.00 .48 .50 

IMP49 .54 .45 .42 .46 .50 .40 .48 1.00 .43 

IMP32 .55 .49 .41 .50 .52 .55 .50 .43 1.00 

 

Table 13 

Living Conditions Inter-Item Correlations 

 IMP40 IMP30 IMP23 IMP38 IMP42 

IMP40 1.00 .84 .79 .53 .61 

IMP30 .84 1.00 .76 .47 .55 

IMP23 .79 .76 1.00 .47 .50 

IMP38 .53 .47 .47 1.00 .42 

IMP42 .61 .55 .50 .42 1.00 
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Table 14 

Influences on Decision to Enroll Inter-Item Correlations 

 IMP97 IMP98 IMP93 IMP95 IMP92 IMP94 

IMP97 1.00 .62 .53 .46 .46 .44 

IMP98 .62 1.00 .48 .39 .44 .31 

IMP93 .53 .48 1.00 .42 .39 .36 

IMP95 .46 .39 .42 1.00 .39 .53 

IMP92 .46 .44 .39 .39 1.00 .32 

IMP94 .44 .31 .36 .53 .32 1.00 

 

Table 15 

Financial Aid Inter-Item Correlations 

 IMP17 IMP12 IMP5 IMP91 

IMP17 1.00 .71 .61 .51 

IMP12 .71 1.00 .66 .49 

IMP5 .61 .66 1.00 .45 

IMP91 .51 .49 .45 1.00 

 

Table 16 

Faculty and Staff Inter-Item Correlations 

 IMP2 IMP7 IMP4 IMP3 

IMP2 1.00 .58 .58 .65 
IMP7 .58 1.00 .55 .51 
IMP4 .58 .55 1.00 .46 
IMP3 .65 .51 .46 1.00 
 

Table 17 

Library Resources and Staff Inter-Item Correlations 

 IMP18 IMP13 

IMP18 1.00 .69 

IMP13 .69 1.00 
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Table 18 

Parking Inter-Item Correlations 

 IMP28 IMP21 

IMP28 1.00 .63 

IMP21 .63 1.00 

 

Table 19 

Faculty and Academic Excellence Item-Total Correlations and Cronbach's Alpha if Item 
Deleted  

 
 
 

Corrected 
Item-Total 
Correlation 

Cronbach's 
Alpha if Item 
Deleted 

IMP58 .85 .95 
IMP68 .83 .95 
IMP47 .80 .95 
IMP55 .79 .95 
IMP39 .75 .96 
IMP69 .79 .95 
IMP29 .78 .95 
IMP41 .72 .96 
IMP25 .75 .96 
IMP72 .78 .95 
IMP34 .67 .96 
IMP66 .68 .96 
IMP59 .72 .96 
IMP65 .71 .96 
IMP53 .69 .96 
IMP45 .71 .96 
IMP51 .61 .96 
IMP26 .60 .96 
 

Table 20 

Academic Support Item-Total Correlations and Cronbach's Alpha if Item Deleted  

 Corrected 
Item-Total 
Correlation 

Cronbach's 
Alpha if Item 
Deleted 

IMP48 .75 .89 

IMP63 .69 .89 

IMP71 .66 .89 

IMP43 .73 .89 

IMP56 .71 .89 

IMP44 .66 .89 
 (table continues) 
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Table 20 (continued). 

 Corrected 
Item-Total 
Correlation 

Cronbach's 
Alpha if Item 
Deleted 

IMP36 .62 .90 

IMP49 .61 .90 

IMP32 .65 .89 

 

Table 21 

Living Conditions Item-Total Correlations and Cronbach's Alpha if Item Deleted  

 Corrected 
Item-Total 
Correlation 

Cronbach's 
Alpha if Item 
Deleted 

IMP40 .87 .82 

IMP30 .81 .84 

IMP23 .77 .85 

IMP38 .54 .89 

IMP42 .61 .88 

 

Table 22 

Influences on Decision to Enroll Item-Total Correlations and Cronbach's Alpha if Item 
Deleted  

 Corrected 
Item-Total 
Correlation 

Cronbach's 
Alpha if Item 
Deleted 

IMP97 .69 .76 

IMP98 .59 .78 

IMP93 .59 .79 

IMP95 .60 .78 

IMP92 .53 .80 

IMP94 .53 .80 

 

Table 23 

Financial Aid Item-Total Correlations and Cronbach's Alpha if Item Deleted  

 Corrected 
Item-Total 
Correlation 

Cronbach's 
Alpha if Item 
Deleted 

IMP17 .73 .76 

IMP12 .74 .76 
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IMP5 .67 .78 

IMP91 .55 .85 

 

Table 24 

Faculty and Staff Item-Total Correlations and Cronbach's Alpha if Item Deleted  

 Corrected 
Item-Total 
Correlation 

Cronbach's 
Alpha if Item 
Deleted 

IMP2 .74 .75 

IMP7 .65 .79 

IMP4 .62 .80 

IMP3 .64 .79 

  

SAT Item Set EFA 

The second EFA included only those items measured against satisfaction, those 

labeled SAT1-SAT73, SAT84-SAT89. The researcher specified items, SAT74-SAT83 

and the general satisfaction items SAT99-SAT101, were excluded from the analysis to 

allow for their use as dependent variables in linear regression. As discussed previously, 

descriptive statistics for the SAT item set and correlation analyses indicated that the 

data were sufficient for further analyses. The overall KMO for these items was .922, 

which is meritorious and Bartlett’s test of sphericity was significant at the .0001 level. All 

individual MSA’s found in the diagonal of the anti-image correlation matrix in SPSS 

were above .7, with only 1 item less than .8. 

The initial unrotated factor matrix produced 17 factors with eigenvalues greater 

than 1 and accounting for 62.29% of the total variance in the model as shown in Table 

25. 
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Table 25 

Initial Unrotated SAT Item Factor Matrix 

Total Variance Explained 

Factor Initial Eigenvalues Extraction Sums of Squared 
Loadings Rotation Sums of Squared Loadings 

 Total % of 
Variance 

Cumulativ
e % Total % of 

Variance 
Cumulativ

e % Total % of 
Variance 

Cumulativ
e % 

1 24.69 31.25 31.25 24.32 30.78 30.78 13.99 17.70 17.70 
2 6.30 7.97 39.22 5.95 7.53 38.30 4.98 6.31 24.01 
3 3.18 4.03 43.25 2.86 3.62 41.92 4.64 5.87 29.88 
4 3.00 3.80 47.05 2.70 3.42 45.34 3.76 4.76 34.65 
5 2.13 2.69 49.74 1.77 2.24 47.58 3.27 4.14 38.79 
6 1.99 2.52 52.25 1.65 2.09 49.67 2.61 3.30 42.08 
7 1.70 2.15 54.40 1.31 1.66 51.32 2.49 3.15 45.24 
8 1.58 1.99 56.39 1.22 1.54 52.86 2.40 3.04 48.28 
9 1.47 1.86 58.25 1.07 1.35 54.21 1.88 2.37 50.65 

10 1.43 1.80 60.05 1.03 1.30 55.52 1.77 2.24 52.89 
11 1.35 1.70 61.76 0.95 1.20 56.72 1.32 1.67 54.56 
12 1.25 1.58 63.33 0.86 1.09 57.80 1.28 1.62 56.18 
13 1.23 1.56 64.89 0.84 1.06 58.86 1.25 1.58 57.76 
14 1.16 1.46 66.35 0.78 0.98 59.85 0.99 1.26 59.01 
15 1.09 1.38 67.73 0.69 0.87 60.71 0.92 1.16 60.17 
16 1.04 1.31 69.05 0.64 0.81 61.53 0.89 1.13 61.30 
17 1.02 1.29 70.34 0.61 0.77 62.29 0.78 0.99 62.29 

Extraction Method: Principal Axis Factoring. 
 

A review of the scree plot was inconclusive, showing an elbow at or around 3, 5, and 6 

factors respectively as shown in Figure 9. 
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Figure 9. Scree plot for SAT item unrotated factor solution. 

The unrotated factor solution was not amenable to a reasonable interpretation, so the 

solution was rotated using VARIMAX and evaluated in accordance with the strategy 

discussed previously. The researcher iteratively removed 32 items on the basis of their 

not loading at .5 or above and an additional 3 items that cross-loaded on multiple 

factors. The resulting 6 factor model is shown in Table 26. 

Table 26 

SAT Item Set Final Factor Model 

 Factors and Loadings 

Items 1 2 3 4 5 6 

SAT58 .80           
SAT39 .78           
SAT29 .76      

SAT68 .75           
SAT59 .74      

SAT41 .74           
    (table continues) 
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Table 26 (continued). 

 Factors and Loadings 

SAT45 .71           

SAT66 .71           

SAT69 .70      

SAT53 .69           

SAT47 .68      

SAT37 .67           

SAT55 .67      

SAT8 .63           

SAT25 .62      

SAT65 .61           

SAT72 .61      

SAT51 .60           

SAT1 .58      

SAT34 .55           

SAT2 .55      

SAT7 .53           

SAT46 .52      

SAT86   .83         

SAT87  .78     

SAT84   .76         

SAT85  .73     

SAT89   .69         

SAT88  .66     

SAT23     .85       

SAT40   .84    

SAT30     .83       

SAT42   .65    

SAT31     .59       

SAT36   .54    

SAT14       .84     

SAT6    .81   

SAT33       .75     

SAT19    .74   

SAT17         .84   

SAT12     .71  

SAT5         .57   

SAT18      .77 

SAT13           .63 
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The total variance explained by the 6-factor model, 56.67%, is shown in Table 27. 

Table 27 

Total Variance Explained by 6 Factor SAT Item Set Factor Model 

Total Variance Explained 

Factor Initial Eigenvalues Extraction Sums of 
Squared Loadings Rotation Sums of Squared Loadings 

 Total % of 
Variance 

Cumulative 
% Total % of 

Variance 
Cumulativ

e % Total % of 
Variance 

Cumulative 
% 

1 14.12 32.09 32.09 13.67 31.08 31.08 10.99 24.97 24.97 

2 4.67 10.62 42.71 4.29 9.75 40.83 3.88 8.82 33.79 

3 2.68 6.09 48.80 2.35 5.35 46.18 3.67 8.35 42.14 

4 2.58 5.86 54.66 2.21 5.03 51.21 3.01 6.85 48.99 

5 1.67 3.80 58.46 1.31 2.98 54.18 1.92 4.37 53.35 

6 1.48 3.35 61.81 1.10 2.49 56.67 1.46 3.32 56.67 

Extraction Method: Principal Axis Factoring. 

 

The 6 extracted factors were then named based on the items with the highest loadings 

as shown in Table 28. 

Table 28 

SAT Item Set Factor Names 

Factor Name 
F1 Academic and Campus Environment 
F2 Commitment to Non-Traditional Students 
F3 Living Conditions 
F4 Academic Advising 
F5 Financial Aid 
F6 Library Resources and Staff  
 

The model was then subjected to reliability analyses using Cronbach’s coefficient alpha, 

inter-item correlations, and item-total correlations as shown in Tables 30-35. Factor 6 

with 2 items each was not assessed using Cronbach’s which requires more than 2 

items, but correlations were calculated for this factors. Table 29 shows that Cronbach’s 

alpha was above .70 for all factors, indicating sufficient reliability. The review of inter-
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item correlations for all factors found all correlations exceeded the .30 established a 

priori as the lower bound. 

Table 29 

Internal Reliability of SAT Item Set Factors  

Factor Name Cronbach’s Alpha 
F1 Academic and Campus Environment .95 
F2 Commitment to Non-Traditional Students .90 
F3 Living Conditions .87 
F4 Academic Advising .90 
F5 Financial Aid .79 
F6 Library Resources and Staff  .81 
 

Table 30 

Academic and Campus Environment Inter-Item Correlations 

 SAT58 SAT39 SAT29 SAT68 SAT59 SAT41 SAT45 SAT66 SAT69 SAT53 SAT47 SAT37 

SAT58 1.00 .63 .59 .64 .62 .59 .46 .56 .56 .56 .55 1.00 

SAT39 .63 1.00 .65 .57 .52 .58 .59 .60 .61 .46 .51 .63 

SAT29 .59 .65 1.00 .51 .57 .58 .58 .55 .53 .48 .47 .59 

SAT68 .64 .57 .51 1.00 .56 .55 .48 .53 .65 .54 .51 .64 

SAT59 .62 .52 .57 .56 1.00 .60 .50 .58 .49 .58 .52 .62 

SAT41 .59 .58 .58 .55 .60 1.00 .53 .55 .51 .50 .51 .59 

SAT45 .46 .59 .58 .48 .50 .53 1.00 .46 .41 .46 .51 .46 

SAT66 .56 .60 .55 .53 .58 .55 .46 1.00 .48 .50 .53 .56 

SAT69 .56 .61 .53 .65 .49 .51 .41 .48 1.00 .41 .38 .56 

SAT53 .56 .46 .48 .54 .58 .50 .46 .50 .41 1.00 .52 .56 

SAT47 .55 .51 .47 .51 .52 .51 .51 .53 .38 .52 1.00 .55 

SAT37 .51 .57 .65 .47 .55 .55 .57 .51 .48 .49 .40 .51 

SAT55 .57 .50 .48 .53 .46 .47 .45 .52 .45 .56 .54 .57 

SAT8 .50 .59 .48 .43 .42 .44 .44 .51 .53 .40 .42 .50 

SAT25 .43 .45 .43 .50 .44 .48 .42 .50 .42 .41 .42 .43 

SAT65 .47 .52 .46 .58 .48 .49 .57 .47 .51 .48 .43 .47 

SAT72 .41 .45 .51 .49 .44 .47 .50 .46 .52 .45 .34 .41 

SAT51 .45 .52 .49 .49 .46 .48 .49 .54 .50 .45 .37 .45 

SAT1 .45 .44 .55 .37 .52 .45 .46 .43 .40 .40 .33 .45 

SAT34 .52 .38 .39 .45 .49 .41 .40 .45 .40 .41 .45 .52 

SAT2 .39 .41 .41 .45 .48 .53 .42 .38 .41 .39 .37 .39 

SAT7 .39 .43 .50 .33 .39 .46 .45 .34 .41 .37 .38 .39 

SAT46 .42 .48 .46 .37 .39 .42 .52 .40 .39 .33 .40 .42 
          (table continues) 
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Table 30 (continued). 

 SAT55 SAT8 SAT25 SAT65 SAT72 SAT51 SAT1 SAT34 SAT2 SAT7 SAT46 

SAT58 .57 .50 .43 .47 .41 .45 .45 .52 .39 .39 .42 

SAT39 .50 .59 .45 .52 .45 .52 .44 .38 .41 .43 .48 

SAT29 .48 .48 .43 .46 .51 .49 .55 .39 .41 .50 .46 

SAT68 .53 .43 .50 .58 .49 .49 .37 .45 .45 .33 .37 

SAT59 .46 .42 .44 .48 .44 .46 .52 .49 .48 .39 .39 

SAT41 .47 .44 .48 .49 .47 .48 .45 .41 .53 .46 .42 

SAT45 .45 .44 .42 .57 .50 .49 .46 .40 .42 .45 .52 

SAT66 .52 .51 .50 .47 .46 .54 .43 .45 .38 .34 .40 

SAT69 .45 .53 .42 .51 .52 .50 .40 .40 .41 .41 .39 

SAT53 .56 .40 .41 .48 .45 .45 .40 .41 .39 .37 .33 

SAT47 .54 .42 .42 .43 .34 .37 .33 .45 .37 .38 .40 

SAT37 .43 .42 .36 .42 .44 .48 .53 .38 .34 .38 .42 

SAT55 1.00 .46 .41 .42 .37 .39 .38 .48 .38 .39 .30 

SAT8 .46 1.00 .35 .34 .33 .37 .40 .36 .36 .49 .26 

SAT25 .41 .35 1.00 .41 .37 .33 .31 .36 .47 .35 .28 

SAT65 .42 .34 .41 1.00 .51 .47 .31 .35 .35 .37 .40 

SAT72 .37 .33 .37 .51 1.00 .54 .31 .33 .33 .37 .40 

SAT51 .39 .37 .33 .47 .54 1.00 .33 .31 .35 .34 .45 

SAT1 .38 .40 .31 .31 .31 .33 1.00 .31 .43 .42 .30 

SAT34 .48 .36 .36 .35 .33 .31 .31 1.00 .42 .33 .21 

SAT2 .38 .36 .47 .35 .33 .35 .43 .42 1.00 .42 .29 

SAT7 .39 .49 .35 .37 .37 .34 .42 .33 .42 1.00 .26 

SAT46 .30 .26 .28 .40 .40 .45 .30 .21 .29 .26 1.00 

 

Table 31 

Commitment to Non-Traditional Students Inter-Item  Correlations 

 SAT86 SAT87 SAT84 SAT85 SAT89 SAT88 

SAT86 1.00 .76 .65 .61 .67 .59 

SAT87 .76 1.00 .62 .52 .74 .55 

SAT84 .65 .62 1.00 .73 .51 .57 

SAT85 .61 .52 .73 1.00 .44 .60 

SAT89 .67 .74 .51 .44 1.00 .52 

SAT88 .59 .55 .57 .60 .52 1.00 
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Table 32 

Living Conditions Inter-item Correlations 

 SAT23 SAT40 SAT30 SAT42 SAT31 SAT36 

SAT23 1.00 .78 .74 .49 .48 .41 

SAT40 .78 1.00 .77 .52 .48 .41 

SAT30 .74 .77 1.00 .53 .50 .44 

SAT42 .49 .52 .53 1.00 .49 .48 

SAT31 .48 .48 .50 .49 1.00 .50 

SAT36 .41 .41 .44 .48 .50 1.00 

 

Table 33 

Academic Advising Inter-Item Correlations 

 SAT14 SAT6 SAT33 SAT19 

SAT14 1.00 .79 .69 .72 

SAT6 .79 1.00 .67 .66 

SAT33 .69 .67 1.00 .68 

SAT19 .72 .66 .68 1.00 

 

Table 34 

Financial Aid Inter-Item Correlations 

 SAT17 SAT12 SAT5 

SAT17 1.00 .63 .53 

SAT12 .63 1.00 .51 

SAT5 .53 .51 1.00 

 

Table 35 

Library Resources and Staff Inter-Item Correlations 

 SAT18 SAT13 

SAT18 1.00 .68 

SAT13 .68 1.00 

 

The item-total correlations of all scales and items exceeded the lower bound .50 

established a priori. No items would improve Cronbach’s alpha if removed. 
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Table 36 

Academic and Campus Environment Item-Total Correlations and Cronbach's Alpha if 
Item Deleted 

 Corrected 
Item-Total 
Correlation 

Cronbach's 
Alpha if Item 
Deleted 

SAT58 .75 .95 

SAT39 .76 .95 

SAT29 .75 .95 

SAT68 .73 .95 

SAT59 .73 .95 

SAT41 .74 .95 

SAT45 .70 .95 

SAT66 .72 .95 

SAT69 .68 .95 

SAT53 .67 .95 

SAT47 .65 .95 

SAT37 .68 .95 

SAT55 .65 .95 

SAT8 .61 .95 

SAT25 .58 .95 

SAT65 .64 .95 

SAT72 .61 .95 

SAT51 .63 .95 

SAT1 .58 .95 

SAT34 .56 .95 

SAT2 .57 .95 

SAT7 .56 .95 

SAT46 .53 .95 
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Table 37 

Commitment to Non-Traditional Students Item-Total Correlations and Cronbach's Alpha 
if Item Deleted 

 Corrected 
Item-Total 
Correlation 

Cronbach's 
Alpha if Item 
Deleted 

SAT86 .81 .87 

SAT87 .79 .88 

SAT84 .74 .88 

SAT85 .69 .89 

SAT89 .70 .89 

SAT88 .67 .89 

 

Table 38 

Living Conditions Item-Total Correlations and Cronbach's Alpha if Item Deleted 

 Corrected 
Item-Total 
Correlation 

Cronbach's 
Alpha if Item 
Deleted 

SAT23 .74 .84 

SAT40 .76 .83 

SAT30 .77 .83 

SAT42 .63 .86 

SAT31 .61 .86 

SAT36 .55 .87 

 

Table 39 

Academic Advising Item-Total Correlations and Cronbach's Alpha if Item Deleted 

 Corrected 
Item-Total 
Correlation 

Cronbach's 
Alpha if Item 
Deleted 

SAT14 .83 .86 

SAT6 .79 .87 

SAT33 .75 .89 

SAT19 .76 .88 
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Table 40 

Financial Aid Item-Total Correlations and Cronbach's Alpha if Item Deleted 

 Corrected 
Item-Total 
Correlation 

Cronbach's 
Alpha if Item 
Deleted 

SAT17 .67 .67 

SAT12 .65 .69 

SAT5 .58 .78 

 

The 6 factor model was found to be sufficiently reliable to be used in further analyses.  

GAP Scores Item Set EFA 

The third EFA included only those items calculated as the GAP score by 

subtracting the SAT score from the IMP score, those labeled GAP1-GAP73. The GAP 

scores calculated from the researcher specified items, GAP74-GAP83, were excluded 

from the analysis to allow for their use as dependent variables in linear regression. As 

discussed previously, descriptive statistics for the GAP item set and correlation 

analyses indicated that the data were sufficient for further analyses. The overall KMO 

for these items was .917, which is meritorious and Bartlett’s test of sphericity was 

significant at the .0001 level. All individual MSA’s found in the diagonal of the anti-image 

correlation matrix in SPSS were above .7 with only 1 item less than .8. 

The initial unrotated factor matrix produced 15 factors with eigenvalues greater 

than 1 and accounting for 58.07% of the total variance in the model as shown in Table 

41. 
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Table 41 

Initial Unrotated GAP Factor Matrix 

Total Variance Explained 

Factor 
Initial Eigenvalues Extraction Sums of Squared 

Loadings 

Total % of 
Variance 

Cumulative 
% Total % of 

Variance 
Cumulative 

% 
1 24.03 32.91 32.91 23.62 32.36 32.36 
2 3.64 4.99 37.90 3.25 4.45 36.81 
3 2.87 3.93 41.83 2.47 3.38 40.19 
4 2.17 2.97 44.80 1.80 2.46 42.65 
5 1.98 2.71 47.51 1.55 2.12 44.78 
6 1.83 2.51 50.02 1.44 1.97 46.75 
7 1.72 2.36 52.38 1.32 1.81 48.56 
8 1.63 2.23 54.61 1.19 1.63 50.19 
9 1.48 2.03 56.64 1.07 1.46 51.65 

10 1.42 1.95 58.59 1.02 1.40 53.05 
11 1.26 1.72 60.31 0.83 1.14 54.19 
12 1.21 1.66 61.97 0.79 1.08 55.27 
13 1.15 1.58 63.55 0.73 0.99 56.27 
14 1.12 1.53 65.08 0.67 0.92 57.19 
15 1.08 1.48 66.55 0.64 0.88 58.07 

Extraction Method: Principal Axis Factoring. 

 
A review of the scree plot was inconclusive, showing an elbow at or around 2, 4, and 16 

factors respectively as shown in Figure 10. 

The unrotated factor solution was not amenable to a reasonable interpretation, so the 

solution was rotated using VARIMAX and evaluated in accordance with the strategy 

discussed previously. The researcher iteratively removed 33 items on the basis of their 

not loading at .5 or above and an additional 4 items that cross-loaded on multiple 

factors. 
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Figure 10. Scree plot for GAP item set unrotated factor solution. 

The resulting factor model is shown in Table 42. 

Table 42 

GAP Item Set Final Factor Model 

 Factor and Loadings 

Item 1 2 3 4 5 

GAP68 .76     
GAP58 .75     
GAP59 .69     
GAP66 .68     
GAP29 .67     
GAP41 .66     
GAP55 .66     
GAP69 .65     
GAP65 .65     
GAP45 .64     
GAP47 .61     
  (table continues) 
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 Factor and Loadings 

Item 1 2 3 4 5 

GAP72 .61         
GAP51 .61         
GAP27 .61     
GAP34 .60         
GAP35 .59     
GAP25 .57         
GAP44 .57     
GAP67 .53         
GAP26 .51     
GAP14   .85       
GAP6  .75    
GAP19   .74       
GAP33  .65    
GAP30     .81     
GAP40   .79   
GAP23     .72     
GAP42   .67   
GAP12       .78   
GAP17    .67  
GAP5       .58   
GAP11    .55  
GAP18         .60 

GAP15     .60 

GAP20         .58 

GAP13         .53 

 

The total variance explained by the 5-factor model, 52.64%, is shown in Table 43. 
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Table 43 

Total Variance Explained by 5 Factor GAP Item Set Factor Model 

Total Variance Explained 

Factor Initial Eigenvalues Extraction Sums of Squared 
Loadings Rotation Sums of Squared Loadings 

 Total % of 
Variance 

Cumulative 
% Total % of 

Variance 
Cumulative 

% Total % of 
Variance 

Cumulative 
% 

1 12.97 36.029 36.029 12.492 34.701 34.701 8.894 24.706 24.706 
2 2.635 7.321 43.349 2.236 6.211 40.912 2.787 7.741 32.447 
3 2.292 6.368 49.717 1.898 5.272 46.184 2.714 7.54 39.987 
4 1.782 4.951 54.668 1.391 3.863 50.047 2.375 6.597 46.584 
5 1.443 4.009 58.677 0.934 2.596 52.643 2.181 6.059 52.643 
6 0.987 2.741 61.417             
7 0.917 2.547 63.964       
8 0.863 2.398 66.362             
9 0.831 2.308 68.67       

10 0.773 2.147 70.816             
11 0.716 1.99 72.806       
12 0.665 1.849 74.655             
13 0.64 1.779 76.434       
14 0.625 1.737 78.171             
15 0.601 1.668 79.839       
16 0.52 1.445 81.284             
17 0.502 1.393 82.677       
18 0.487 1.353 84.03             
19 0.457 1.269 85.299       
20 0.45 1.25 86.549             
21 0.433 1.204 87.753       
22 0.428 1.188 88.941             
23 0.409 1.136 90.077       
24 0.391 1.086 91.163             
25 0.369 1.026 92.189       
26 0.347 0.965 93.154             
27 0.343 0.954 94.108       
28 0.304 0.844 94.952             
29 0.298 0.828 95.78       
30 0.271 0.752 96.532             
31 0.256 0.711 97.244       
32 0.229 0.635 97.879             
33 0.217 0.603 98.482       
34 0.199 0.552 99.034             
35 0.181 0.504 99.538       
36 0.166 0.462 100             

Extraction Method: Principal Axis Factoring. 
 

The 5 extracted factors were then named based on the items with the highest loadings. 

The resulting factors are shown in Table 44. 
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Table 44 

GAP Item Set Factor Names 

Factor Name 
F1 Faculty and Academic Excellence 
F2 Academic Advising 
F3 Living Conditions 
F4 Financial Aid and Billing 
F5 Library and Academic Support 
 

The model was then subjected to reliability analyses using Cronbach’s coefficient alpha, 

inter-item correlations, and item-total correlations as shown in Tables 46-50. Table 45 

shows that Cronbach’s alpha was above .70 for all factors, indicating sufficient reliability 

(Hair et al., 2010). The review of inter-item correlations for all factors found all 

correlations exceeded the .30 established a priori as the lower bound. 

Table 45 

Internal Reliability of GAP Item Set Factors  

Factor Name Cronbach’s Alpha 
F1 Faculty and Academic Excellence .94 
F2 Academic Advising .88 
F3 Living Conditions .84 
F4 Financial Aid and Billing .81 
F5 Library and Academic Support .75 
 
Table 46 

Faculty and Academic Excellence Inter-Item Correlations 

 GAP68 GAP58 GAP59 GAP66 GAP29 GAP41 GAP55 GAP69 GAP65 

GAP68 1.00 .63 .59 .57 .54 .50 .48 .58 .60 

GAP58 .63 1.00 .60 .54 .50 .55 .56 .51 .47 

GAP59 .59 .60 1.00 .48 .53 .51 .41 .48 .52 

GAP66 .57 .54 .48 1.00 .47 .45 .50 .42 .49 

GAP29 .54 .50 .53 .47 1.00 .49 .45 .47 .53 

GAP41 .50 .55 .51 .45 .49 1.00 .43 .46 .41 

GAP55 .48 .56 .41 .50 .45 .43 1.00 .48 .47 

GAP69 .58 .51 .48 .42 .47 .46 .48 1.00 .48 

GAP65 .60 .47 .52 .49 .53 .41 .47 .48 1.00 
       (table continues) 
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Table 46 (continued). 

 GAP68 GAP58 GAP59 GAP66 GAP29 GAP41 GAP55 GAP69 GAP65 

GAP45 .50 .45 .52 .47 .57 .47 .45 .44 .47 

GAP47 .52 .53 .44 .50 .41 .42 .52 .41 .46 

GAP72 .49 .37 .38 .40 .53 .39 .43 .43 .44 

GAP51 .51 .44 .44 .38 .52 .54 .44 .45 .49 

GAP27 .47 .45 .50 .45 .43 .40 .43 .42 .53 

GAP34 .47 .56 .53 .49 .39 .39 .47 .43 .37 

GAP35 .48 .42 .49 .49 .46 .44 .48 .45 .47 

GAP25 .48 .41 .46 .48 .40 .38 .34 .35 .42 

GAP44 .46 .50 .48 .44 .38 .40 .45 .46 .58 

GAP67 .49 .36 .47 .43 .37 .35 .42 .44 .43 

GAP26 .40 .35 .37 .44 .34 .40 .40 .41 .44 

 

Table 46 (continued). 

 GAP45 GAP47 GAP72 GAP51 GAP27 GAP34 GAP35 GAP25 GAP44 GAP67 GAP26 

GAP68 .50 .52 .49 .51 .47 .47 .48 .48 .46 .49 .40 

GAP58 .45 .53 .37 .44 .45 .56 .42 .41 .50 .36 .35 

GAP59 .52 .44 .38 .44 .50 .53 .49 .46 .48 .47 .37 

GAP66 .47 .50 .40 .38 .45 .49 .49 .48 .44 .43 .44 

GAP29 .57 .41 .53 .52 .43 .39 .46 .40 .38 .37 .34 

GAP41 .47 .42 .39 .54 .40 .39 .44 .38 .40 .35 .40 

GAP55 .45 .52 .43 .44 .43 .47 .48 .34 .45 .42 .40 

GAP69 .44 .41 .43 .45 .42 .43 .45 .35 .46 .44 .41 

GAP65 .47 .46 .44 .49 .53 .37 .47 .42 .58 .43 .44 

GAP45 1.00 .44 .54 .46 .44 .38 .48 .43 .47 .41 .41 

GAP47 .44 1.00 .38 .38 .41 .47 .43 .43 .42 .32 .32 

GAP72 .54 .38 1.00 .47 .40 .34 .35 .40 .35 .38 .44 

GAP51 .46 .38 .47 1.00 .38 .36 .38 .29 .37 .28 .37 

GAP27 .44 .41 .40 .38 1.00 .41 .55 .46 .55 .41 .46 

GAP34 .38 .47 .34 .36 .41 1.00 .48 .33 .43 .29 .36 

GAP35 .48 .43 .35 .38 .55 .48 1.00 .40 .41 .36 .37 

GAP25 .43 .43 .40 .29 .46 .33 .40 1.00 .35 .32 .44 

GAP44 .47 .42 .35 .37 .55 .43 .41 .35 1.00 .37 .38 

GAP67 .41 .32 .38 .28 .41 .29 .36 .32 .37 1.00 .32 

GAP26 .41 .32 .44 .37 .46 .36 .37 .44 .38 .32 1.00 
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Table 47 

Academic Advising Inter-Item Correlations 

 GAP14 GAP6 GAP19 GAP33 

GAP14 1.00 .74 .72 .63 

GAP6 .74 1.00 .69 .53 

GAP19 .72 .69 1.00 .60 

GAP33 .63 .53 .60 1.00 

 

Table 48 

Living Conditions Inter-Item Correlations 

 GAP30 GAP40 GAP23 GAP42 

GAP30 1.00 .65 .64 .50 

GAP40 .65 1.00 .62 .56 

GAP23 .64 .62 1.00 .48 

GAP42 .50 .56 .48 1.00 

 

Table 49 

Financial Aid and Billing Inter-Item Correlations 

 GAP12 GAP17 GAP5 GAP11 

GAP12 1.00 .60 .55 .54 

GAP17 .60 1.00 .49 .47 

GAP5 .55 .49 1.00 .40 

GAP11 .54 .47 .40 1.00 

 

Table 50 

Library and Academic Support Inter-Item Correlations 

 GAP18 GAP15 GAP20 GAP13 

GAP18 1.00 .42 .44 .53 

GAP15 .42 1.00 .49 .39 

GAP20 .44 .49 1.00 .38 

GAP13 .53 .39 .38 1.00 
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The item-total correlations of all scales and items exceeded the lower bound .50 

established a priori. No items would improve Cronbach’s alpha if removed. 

Table 51 

Faculty and Academic Excellence Item-Total Correlations and Cronbach's Alpha if Item 
Deleted 

 Corrected 
Item-Total 
Correlation 

Cronbach's 
Alpha if 
Item 
Deleted 

GAP68 .75 .94 
GAP58 .71 .94 
GAP59 .71 .94 
GAP66 .68 .94 
GAP29 .67 .94 
GAP41 .64 .94 
GAP55 .66 .94 
GAP69 .66 .94 
GAP65 .69 .94 
GAP45 .67 .94 
GAP47 .63 .94 
GAP72 .60 .94 
GAP51 .60 .94 
GAP27 .66 .94 
GAP34 .61 .94 
GAP35 .64 .94 
GAP25 .58 .94 
GAP44 .63 .94 
GAP67 .55 .94 
GAP26 .56 .94 
 

Table 52 

Academic Advising Item-Total Correlations and Cronbach's Alpha if Item Deleted 

 Corrected 
Item-Total 
Correlation 

Cronbach's 
Alpha if 
Item 
Deleted 

GAP14 .81 .82 
GAP6 .75 .85 
GAP19 .77 .84 
GAP33 .65 .88 
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Table 53 

Living Conditions Item-Total Correlations and Cronbach's Alpha if Item Deleted 

 Corrected 
Item-Total 
Correlation 

Cronbach's 
Alpha if 
Item 
Deleted 

GAP30 .71 .79 
GAP40 .73 .78 
GAP23 .69 .80 
GAP42 .59 .84 
 

Table 54 

Financial Aid and Billing item-Total Correlations and Cronbach's Alpha if Item Deleted 

 Corrected 
Item-Total 
Correlation 

Cronbach's 
Alpha if 
Item 
Deleted 

GAP12 .71 .71 
GAP17 .64 .75 
GAP5 .58 .78 
GAP11 .56 .78 
 

Table 55 

Library and Academic Support Item-Total Correlations and Cronbach's Alpha if Item 
Deleted 

 Corrected 
Item-Total 
Correlation 

Cronbach's 
Alpha if 
Item 
Deleted 

GAP18 .58 .68 
GAP15 .55 .70 
GAP20 .56 .67 
GAP13 .53 .70 
 

The 5 factor model was found to be sufficiently reliable to be used in further analyses.  
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Multiple Linear Regression 

Meeting the Assumptions 

Hair et al. (2010) specifies four assumptions in multiple regression analysis that 

can be diagnosed using scatterplots of the residuals vs predicted values (1-3) or normal 

probability plots (4): 

1. Linearity of the phenomenon measured 
2. Constant variance of the error terms 
3. Independence of the error terms 
4. Normality of the error term distribution 

 
Each of the assumptions are evaluated as part of the analyses below. 
 
Overview 

The results of seven linear regressions are presented below. Items included in 

the regressions include the generated scales resulting from the 5 dimension SAT item 

set EFA model discussed in the previous section, labeled SAT_F1 – SAT_F6; 

generated scales generated from the Noel-Levitz specified model of 12 dimensions, 

labeled SAT_NL_F1-SAT_NL_F12; the overall satisfaction measure, SAT100; the mean 

of the service quality items, labeled QUALITEMS_SAT; and the composite item 

OVERALLQUAL represented by the mean of the two overall quality items IMP82 and 

IMP83. The seven regressions as described are: 

1. SAT_F1..SAT_F6 x SAT100 
2. SAT_NL_F1..SAT_NL_F12 x SAT100 
3. QUALITEMS_SAT x SAT100 
4. QUALITEMS_SAT x OVERALLQUAL_SAT 
5. OVERALLQUAL_SAT x SAT100 
6. SAT_F1..SAT_F6 x OVERALLQUAL_SAT 
7. SAT_NL_F1..SAT_NL_F12 x OVERALLQUAL_SAT 

 Each regression was conducted using SPSS’s REGRESSION command with 

ENTER method selected for bivariate analyses and STEPWISE method selected for 
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multivariate analyses. Options included estimates and confidence intervals for the 

regression coefficients, model fit, descriptives, collinearity diagnostics, standardized 

residual plots, histograms, and normal probability plots. 

SAT Item Set EFA 6 Factor Model and Overall Satisfaction 

The first linear regression assessed the predictive efficacy of the 6 factor SAT 

model in predicting overall satisfaction as represented by the overall satisfaction item, 

SAT100. Using the stepwise method, a significant model emerged, F2,272=163.372, p < 

0.0001, Adjusted R square=.542.  

Table 56 

SAT Item Set EFA 6 Factor Model X Overall Satisfaction Linear Regression Model 
Summary 

Model Summaryc 

Model R R 

Squ

are 

Adjusted R 

Square 

Std. Error 

of the 

Estimate 

1 .73a .53 .53 .87 

2 .74b .55 .54 .86 

a. Predictors: (Constant), SAT_F1 

b. Predictors: (Constant), SAT_F1, SAT_F6 

c. Dependent Variable: SAT100 

 
The model found was comprised of two predictor variables SAT_F1 and SAT_F6. 

SAT_F1 accounted for 6 times the variance in the model of the second predictor, 

SAT_F6. Table 57 summarizes the model coefficients and collinearity diagnostics. 
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Table 57 

SAT Item Set EFA 6 Factor Model X Overall Satisfaction Linear Regression Coefficients 
and Collineary Statistics 

Coefficientsa 

Model Unstandardized 
Coefficients 

Standardized 
Coefficients t Sig. 

95.0% 
Confidence 

Interval for B 

Collinearity 
Statistics 

 B Std. 
Error Beta   

Lower 
Bound 

Upper 
Bound Tolerance VIF 

1 (Constant) 0.75 .28  2.72 .01 0.21 1.29   

 SAT_F1 0.89 .05 .73 17.63 .00 0.79 0.99 1.00 1.00 
2 (Constant) 0.90 .28  3.26 .00 0.36 1.45   

 SAT_F1 0.96 .06 .79 17.34 .00 0.85 1.06 .82 1.23 

 SAT_F6 -0.10 .03 -.13 -2.83 .01 -0.17 -0.03 .82 1.23 
a. Dependent Variable: SAT100 

 
The tolerance value is greater than .2 and the variable inflation factor (VIF) is less than 

4, indicating that the model does not have a high degree of multicollinearity. A review of 

the histogram in Figure 11 shows no significant departure from normality and the normal 
probability plot in Figure 12 and the residuals plot in Figure 13 show no significant 

violations of the assumptions. 
 

 

Figure 11. Histogram of standardized residuals SAT factors x SAT. 
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Figure 12. Normal P-P plot of standardized residuals SAT factors x SAT. 

 

Figure 13. Scatter plot of standardized residuals - ZRES x ZPRED SAT factors x SAT. 
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NL SAT 12 Factor Model and Overall Satisfaction 

The second linear regression assessed the predictive efficacy of the 12 factor 

SAT model specified by Noel-Levitz in predicting overall satisfaction as represented by 

the overall satisfaction item, SAT100. Using the stepwise method, a significant model 

emerged, F4,253=69.331, p < 0.0001, Adjusted R square=.515.  

Table 58 

NL SAT 12 Factor Model X Overall Satisfaction Linear Regression Model Summary 

Model Summarye 

Model R R 

Square 

Adjusted R 

Square 

Std. Error of 

the 

Estimate 

1 .68a .47 .46 .93 

2 .70b .49 .49 .91 

3 .72c .51 .51 .89 

4 .72d .52 .52 .88 

a. Predictors: (Constant), SAT_NL_F1 

b. Predictors: (Constant), SAT_NL_F1, SAT_NL_F3 

c. Predictors: (Constant), SAT_NL_F1, SAT_NL_F3, 

SAT_NL_F10 

d. Predictors: (Constant), SAT_NL_F1, SAT_NL_F3, 

SAT_NL_F10, SAT_NL_F12 

e. Dependent Variable: SAT100 

 
The model found was composed of four predictor variables SAT_NL_F1 and 

SAT_NL_F3, SAT_NL_F10, and SAT_NL_F12. Each of the four variables accounted for 

about the same amount of variance within the model. Table 59 summarizes the model 

coefficients and collinearity diagnostics. 
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Table 59 

NL SAT 12 Factor Model X Overall Satisfaction Linear Regression Coefficients and 
Collinearity Statistics 

 
Coefficientsa 

Model  
Unstandardized 

Coefficients  
Standardized 
Coefficients t Sig. 

95.0% 
Confidence 
Interval for 

B 
 

Collinearity 
Statistics  

  B Std. 
Error Beta   

Lower 
Bound 

Upper 
Bound Tolerance VIF 

1 (Constant) 1.39 .28   4.94 .00 0.84 1.95   
 SAT_NL_F1 0.79 .05 .68 14.96 .00 0.68 0.89 1.00 1.00 

2 (Constant) 0.97 .30  3.21 .00 0.37 1.56   
 SAT_NL_F1 0.50 .10 .44 5.15 .00 0.31 0.70 .28 3.57 

 SAT_NL_F3 0.36 .10 .29 3.45 .00 0.15 0.56 .28 3.57 
3 (Constant) 1.04 .30   3.50 .00 0.45 1.62     

  SAT_NL_F1 0.59 .10 .51 5.99 .00 0.40 0.79 .26 3.85 
  SAT_NL_F3 0.47 .11 .38 4.40 .00 0.26 0.67 .25 3.94 
  SAT_NL_F10 -0.24 .07 -.22 -3.43 .00 -0.38 -0.10 .46 2.17 

4 (Constant) 1.07 .29   3.63 .00 0.49 1.65     
  SAT_NL_F1 0.38 .14 .33 2.83 .01 0.12 0.65 .14 7.22 
  SAT_NL_F3 0.34 .12 .28 2.87 .01 0.11 0.57 .20 5.01 
  SAT_NL_F10 -0.37 .09 -.34 -4.15 .00 -0.55 -0.20 .28 3.60 
  SAT_NL_F12 0.46 .20 .39 2.31 .02 0.07 0.86 .07 14.94 
a. Dependent Variable: SAT100 

 

The tolerance values are greater than .2 for SAT_NL_F3, SAT_NL_F10, SAT_NL_F12, 
and the variable inflation factor (VIF) is greater than 4 for SAT_NL_F3 and 

SAT_NL_F12, indicating that the model has some multicollinearity. A review of the 

histogram in Figure 14 shows no significant departure from normality and the normal 
probability plot in Figure 15 and the residuals plot in Figure 16 show no significant 

violations of the assumptions. 
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Figure 14. Histogram of standardized residuals NL SAT factors x SAT. 

 
Figure 15. Normal  P-P plot of standardized residuals NL SAT factors x SAT. 
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Figure 16. Scatter plot of standardized residuals - ZRES x ZPRED NL SAT factors x 
SAT. 

 
Mean of the Service Quality Items and Overall Satisfaction 

The third linear regression assessed the predictive efficacy of the mean of the 

service quality items in predicting overall satisfaction as represented by the overall 

satisfaction item, SAT100. Using the enter method, a significant model emerged, 

F1,292=140.619, p < 0.0001, Adjusted R square=.323.  

Table 60 

Mean of the Service Quality Items X Overall Satisfaction Linear Regression Model 
Summary 

Model Summaryb 

Model R R 

Square 

Adjusted R 

Square 

Std. Error of 

the Estimate 

1 .57a .33 .32 1.04 

a. Predictors: (Constant), QUALITEMS_SAT 

b. Dependent Variable: SAT100 
  

 109 



Table 61 summarizes the model coefficients and collinearity diagnostics. 

Table 61 

Mean of the Service Quality Items X Overall Satisfaction Linear Regression Coefficients 
and Collineary Statistics 

Coefficientsa 
Model Unstandardized 

Coefficients 
Standardized 
Coefficients 

t Sig. 95.0% 
Confidence 

Interval for B 

Collinearity 
Statistics 

 B Std. 
Error 

Beta   Lower 
Bound 

Upper 
Bound 

Toler
ance 

VIF 

1 (Constant) 1.79 .32   5.64 .00 1.16 2.41     
 QUALITEMS_SAT 0.68 .06 .57 11.86 .00 0.57 0.79 1.00 1.00 
a. Dependent Variable: SAT100 

 

A review of the histogram in Figure 17 shows no significant departure from normality 

and the normal probability plot in Figure 18 and the residuals plot in Figure 19 show no 
significant violations of the assumptions. 
 

 
Figure 17. Histogram of standardized residuals service quality items x SAT. 
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Figure 18. Normal P-P plot of standardized residuals service quality items x SAT. 

 
Figure 19. Scatter plot of standardized residuals - ZRES x ZPRED service quality items 
x SAT. 
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Mean of the Service Quality Items and Overall Quality 

The fourth linear regression assessed the predictive efficacy of the mean of the 

service quality items in predicting overall quality as represented by the composite 

overall quality measure, OVERALLQUAL_SAT. Using the enter method, a significant 

model emerged, F1,301=607.586, p < 0.0001, Adjusted R square=.668. Table 62 

summarizes the model. 

Table 62 

Mean of the Service Quality Items X Overall Quality Linear Regression Model Summary 

Model Summaryb 

Model R R 

Square 

Adjusted 

R 

Square 

Std. Error of 

the Estimate 

1 .82a .67 .67 .71 

a. Predictors: (Constant), QUALITEMS_SAT 

b. Dependent Variable: OVERALLQUAL_SAT 

 
Table 63 summarizes the model coefficients and collinearity diagnostics. 

Table 63 

Mean of the Service Quality Items X Overall Quality Linear Regression Coefficients and 
Collinearity Statistics 

Coefficientsa 
Model Unstandardized 

Coefficients 
Standard

ized 
Coefficie

nts 

t Sig. 95.0% Confidence 
Interval for B 

Collinearity 
Statistics 

 B Std. 
Error 

Beta   Lower 
Bound 

Upper 
Bound 

Toler
ance 

VIF 

1 (Constant) 0.46 .21   2.17 .03 0.04 0.88     
 QUALITE

MS_SAT 0.95 .04 .82 24.65 .00 0.88 1.03 1.00 1.00 

a. Dependent Variable: OVERALLQUAL_SAT 

 

A review of the histogram in Figure 20 shows no significant departure from normality 
and the normal probability plot in Figure 21 and the residuals plot in Figure 22 show no 

significant violations of the assumptions. 
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Figure 20. Histogram of standardized residuals service quality items x 
OVERALLQUAL_SAT. 

 
Figure 21. Normal P-P plot of standardized residuals service quality items x 
OVERALLQUAL_SAT. 
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Figure 22. Scatter plot of standardized residuals - ZRES x ZPRED service quality items 
x OVERALLQUAL_SAT. 

Overall Service Quality and Overall Satisfaction 

The fifth linear regression assessed the predictive efficacy of overall service 

quality in predicting overall satisfaction as represented by the overall satisfaction item, 

SAT100. Using the enter method, a significant model emerged, F1,301=218.062, p < 

0.0001, Adjusted R square=.418.  

Table 64 

Overall Service Quality X Overall Satisfaction Linear Regression Model Summary 

Model Summaryb 

Model R R 

Square 

Adjusted R 

Square 

Std. Error of 

the Estimate 

1 .65a .42 .42 .96 

a. Predictors: (Constant), OVERALLQUAL_SAT 

b. Dependent Variable: SAT100 

 
Table 65 summarizes the model coefficients and collinearity diagnostics. 
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Table 65 

Overall Service Quality X Overall Satisfaction Linear Regression Coeffients and 
Collineary Statistics 

Coefficientsa 

Model Unstandardized 
Coefficients 

Standardize
d 

Coefficients 
t Sig. 95.0% Confidence 

Interval for B 
Collinearity 
Statistics 

 B Std. 
Error Beta   

Lower 
Bound 

Upper 
Bound 

Toler
ance VIF 

1 (Constant) 1.776 .258  6.881 0 1.268 2.284   

 
OVERALLQUAL_SA
T 0.662 .045 .648 14.767 0 0.574 0.75 1 1 

a. Dependent Variable: SAT100 

 

A review of the histogram in Figure 23 shows no significant departure from normality 

and the normal probability plot in Figure 24 and the residuals plot in Figure 25 show no 
significant violations of the assumptions. 

 

Figure 23. Histogram of standardized residuals OVERALLQUAL_SAT x SAT. 
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Figure 24. Normal P-P plot of standardized residuals OVERALLQUAL_SAT x SAT. 

 

 

Figure 25. Scatter plot of standardized residuals - ZRES x ZPRED 
OVERALLQUAL_SAT x SAT. 
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SAT Item Set EFA 6 Factor Model and Overall Service Quality 

The sixth linear regression assessed the predictive efficacy of the 6 factor SAT 

model in predicting overall service quality as represented by the composite overall 

service quality item, OVERALLQUAL_SAT. Using the stepwise method, a significant 

model emerged, F2,277=357.608, p < 0.0001, Adjusted R square=.719.  

Table 66 

SAT Item Set EFA 6 Factor Model X Overall Service Quality Linear Regression Model 
Summary 

Model Summaryc 

Model R R 

Square 

Adjusted R 

Square 

Std. Error of 

the Estimate 

1 .85a .72 .72 .65 

2 .85b .72 .72 .65 

a. Predictors: (Constant), SAT_F1 

b. Predictors: (Constant), SAT_F1, SAT_F6 

c. Dependent Variable: OVERALLQUAL_SAT 

 
The model found was comprised of two predictor variables SAT_F1 and SAT_F6. 

SAT_F1 accounted for 8 times the variance in the model of the second predictor, 

SAT_F6. Table 67 summarizes the model coefficients and collinearity diagnostics. 

The tolerance values are greater than .2 and the variable inflation factor (VIF) are 

less than 4, indicating that the model does not have a high degree of multicollinearity. A 

review of the histogram in Figure 26 shows no significant departure from normality and 

the normal probability plot in Figure 27 and the residuals plot in Figure 28 show no 

significant violations of the assumptions. 
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Table 67 

SAT Item Set EFA 6 Factor Model X Overall Service Quality Linear Regression 
Coefficients and Collinearity Statistics 

Coefficientsa 

Model  
Unstandardized 

Coefficients 
Standardized 
Coefficients t Sig. 

95.0% 
Confidence 

Interval for B 

Collinearity 
Statistics 

  B Std. 
Error Beta   

Lower 
Bound 

Upper 
Bound Tolerance VIF 

1 (Constant) 0.30 .21 
 

1.47 .14 -0.10 0.70 
  

 SAT_F1 0.99 .04 .85 26.47 .00 0.92 1.07 1.00 1.00 
2 (Constant) 0.21 .21 

 
1.03 .31 -0.20 0.62 

  
 SAT_F1 0.95 .04 .81 23.02 .00 0.87 1.03 .81 1.23 

 SAT_F6 0.06 .03 .08 2.22 .03 0.01 .11 .81 1.23 
a. Dependent Variable: OVERALLQUAL_SAT 

 

 

Figure 26. Histogram of standardized residuals SAT factors x OVERALLQUAL_SAT. 
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Figure 27. Normal P-P plot of standardized residuals SAT factors x 
OVERALLQUAL_SAT. 

 

Figure 28. Scatter plot of standardized residuals - ZRES x ZPRED SAT factors x 
OVERALLQUAL_SAT. 
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NL SAT 12 Factor Model and Overall Service Quality 

The seventh and final linear regression assessed the predictive efficacy of the 12 

factor SAT model specified by Noel-Levitz in predicting overall service quality as 

represented by the composite overall service quality item, OVERALLQUAL_SAT. Using 

the stepwise method, a significant model emerged, F2,260=278.200, p < 0.0001, 

Adjusted R square=.679.  

Table 68 

NL SAT 12 Factor Model X Overall Service Quality Linear Regression Model Summary 

Model Summaryc 

Model R R 

Square 

Adjusted R 

Square 

Std. Error of 

the Estimate 

1 .81a .66 .66 .70 

2 .83b .68 .68 .68 

a. Predictors: (Constant), SAT_NL_F3 

b. Predictors: (Constant), SAT_NL_F3, SAT_NL_F12 

c. Dependent Variable: OVERALLQUAL_SAT 

 

 
The model found was composed of two predictor variables SAT_NL_F3 and 

SAT_NL_F12. The variables each accounted for about the same amount of variance in 

the model. Table 69 summarizes the model coefficients and collinearity diagnostics. 

 The tolerance values are greater than .2 but the variable inflation factor (VIF) is 

greater than 4, indicating that the model has some multicollinearity. A review of the 

histogram in Figure 29 shows no significant departure from normality and the normal 

probability plot in Figure 30 and the residuals plot in Figure 31 show no significant 

violations of the assumptions. 

 

 

 120 



Table 69 

NL SAT 12 Factor Model X Overall Service Quality Linear Regression Coefficients and 
Collinearity Statistics 

Coefficientsa 

Model  
Unstandardized 

Coefficients 
Standardized 
Coefficients t Sig. 

95.0% 
Confidence 

Interval for B 

Collinearity 
Statistics 

  B Std. 
Error Beta   

Lower 
Bound 

Upper 
Bound Tolerance VIF 

1 (Constant) 0.56 .23 
 

2.43 .02 0.11 1.01 
  

 SAT_NL_F3 0.94 .04 .81 22.61 .00 0.86 1.03 1.00 1.00 
2 (Constant) 0.48 .23 

 
2.13 .04 0.04 0.92 

  
 SAT_NL_F3 0.63 .09 .54 7.07 .00 0.45 0.80 .21 4.80 

 SAT_NL_F12 0.35 .09 .31 3.99 .00 0.18 0.52 .21 4.80 

a.     Dependent Variable: OVERALLQUAL_SAT 

 

 

Figure 29. Histogram of standardized residuals NL SAT factors x OVERALLQUAL_SAT. 

 121 



 
Figure 30. Normal P-P plot of standardized residuals NL SAT factors x 
OVERALLQUAL_SAT. 

 

 

Figure 31. Scatter plot of standardized residuals - ZRES x ZPRED NL SAT factors x 
OVERALLQUAL_SAT. 
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Hypotheses Testing 

 The hypothesis under investigation in this research are addressed below: 

H01 - There is no statistically significant relationship between any underlying latent 
dimension(s) of the student satisfaction survey items and the item representing overall 
student satisfaction.  
 
H1 - There is a statistically significant relationship between any underlying latent 
dimension(s) structure of the student satisfaction survey items and the item 
representing overall student satisfaction. 
 
  Based on the results, the null hypothesis H01 was rejected and the alternate 

hypothesis, H1, was supported for the empirically derived model (F2,272=163.372, p < 

0.0001, Adjusted R square=.542) and the Noel-Levitz specified model (F4,253=69.331, p 

< 0.0001, Adjusted R square=.515). These results support the existence of a statistically 

significant relationship between the dimensions of student satisfaction and the overall 

student satisfaction item. In the empirically derived model, two factors from the six found 

in the EFA contributed to the regression variate, Academic and Campus Environment 

and Library Resources and Staff, with Academic and Campus Environment contributed 

more than 6 times the variance of Library Resources and Staff. In the Noel-Levitz 

specified model, four of the twelve specified factors contributed to the regression 

variate, Student Centeredness, Instructional Effectiveness, Service Excellence, and 

Campus Climate. 

 
H02 - There is no statistically significant relationship between the mean of all service 
quality items and the item representing overall student satisfaction.  
 
H2 - There is a statistically significant relationship between the mean of all service 
quality items and the item representing overall student satisfaction.  
 
 Based on the results, the null hypothesis H02 was rejected and the alternate 

hypothesis, H2, was supported (F1,292=140.619, p < 0.0001, Adjusted R square=.323). 
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These results indicate the existence of a statistically significant relationship between the 

mean of all service quality items and the overall student satisfaction item. 

 
H03 - There is no statistically significant relationship between the mean of all service 
quality items and the composite item representing overall service quality.  
 
H3 - There is a statistically significant relationship between the mean of all service 
quality items and the composite item representing overall service quality.  
 
 Based on the results, the null hypothesis H03 was rejected and the alternate 

hypothesis, H3, was supported (F1,301=607.586, p < 0.0001, Adjusted R square=.668). 

These results indicate the existence of a statistically significant relationship between the 

mean of all service quality items and the composite item representing overall service 

quality. 

 
H04 - There is no statistically significant relationship between the composite item 
representing overall service quality and the overall satisfaction item.  
 
H4 - There is a statistically significant relationship between the composite item 
representing overall service quality and the overall satisfaction item.  
 

 Based on the results, the null hypothesis H04 was rejected and the alternate 

hypothesis, H4, was supported (F1,301=218.062, p < 0.0001, Adjusted R square=.418). 

These results indicate the existence of a statistically significant relationship between the 

composite item representing overall service quality and the overall satisfaction item. 

 

H05 - There is no statistically significant relationship between any underlying latent 
dimension(s) of the student satisfaction survey items and the composite item 
representing overall service quality.  
 
H5 - There is a statistically significant relationship between any underlying latent 
dimension(s) of the student satisfaction survey items and the composite item 
representing overall service quality.  
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Based on the results, the null hypothesis H05 was rejected and the alternate 

hypothesis, H5, was supported for the empirically derived model (F2,277=357.608, p < 

0.0001, Adjusted R square=.719) and the Noel-Levitz specified model (F2,260=278.200, 

p < 0.0001, Adjusted R square=.679). These results indicate the existence of a 

statistically significant relationship between the dimensions of student satisfaction and 

the composite item representing overall service quality. In the empirically derived model, 

the same two factors from the six found in the EFA contributed to the regression variate, 

Academic and Campus Environment and Library Resources and Staff, with Academic 

and Campus Environment contributed more than 8 times the variance of Library 

Resources and Staff. In the Noel-Levitz specified model, two of the twelve specified 

factors contributed to the regression variate, Instructional Effectiveness and Campus 

Climate. 

  

 

 

  

 125 



CHAPTER 5 

SUMMARY AND CONCLUSIONS 

Introduction 

The aim of this study was to investigate the relationships between student 

satisfaction and service quality and to use reduction techniques to develop a 

parsimonious instrument capable of measuring both student satisfaction and service 

quality. Five research questions guided this research and 5 hypotheses were employed 

to investigate the relationships between student satisfaction and service quality. Several 

quantitative statistical methods were used to examine each of the hypotheses including 

exploratory factor analyses and bivariate and multivariate linear regressions. 

This chapter summarizes the study and discusses the findings that were the 

subject of the previous chapter in light of the driving research questions. Limitations of 

the current study are then restated and expanded on in light of the study findings. The 

chapter concludes by discussing the implications of this study and recommendations for 

future research. 

Summary of Findings 

In order to assess the presence and structure of any latent dimensions of student 

satisfaction at the researcher’s university, three EFA’s were conducted. Three 

parsimonious factor models were developed and analyzed. The first model was 

developed from the importance assessments that students provided for each item. The 

second was developed from the satisfaction assessments that students provided for 

each item. The third model was developed using scores calculated by subtracting the 

satisfaction scores for each item from the importance scores. All of the models were 
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sufficiently reliable and explained similar proportions of variance. This research focused 

on the performance based satisfaction model for further analyses. The satisfaction 

model is summarized in Table 70. 

Table 70 

Satisfaction Factor Model Summary 

Factor Percent of Variance Explained Cronbach’s Alpha 
F1 Academic and Campus Environment 24.97 .95 
F2 Commitment to Non-Traditional Students 8.82 .90 
F3 Living Conditions 8.35 .87 
F4 Academic Advising 6.85 .90 
F5 Financial Aid 4.37 .79 
F6 Library Resources and Staff  3.32 .81 
 

 This model contains five fewer dimensions than were originally posited by 

Juillerat (1995) and half of the twelve specified in the current version of the Noel-Levitz 

instrument. Table 71. Summarize shows at a high level how the models compare. 

Table 71 

Side by Side Comparison of Factor Models 

Empirical Model Juillerat (1995) Model Noel Levitz Model 

Academic and Campus Environment Campus Climate Student Centeredness 

Commitment to Non-Traditional 
Students 

Campus Organization and Activities Campus Life 

Living Conditions Responsiveness to Diverse 
Populations 

Instructional Effectiveness 

Academic Advising Curriculum and Instruction Recruitment and Financial Aid 

Financial Aid Financial and Billing Campus Support Services 

Library Resources and Staff Campus Support Services Academic Advising 

 Academic Advising Registration Effectiveness 

 Resident Life Safety and Security 

 Student Acclimation Concern for the Individual 

 Safety and Security Service Excellence 

 Faculty Effectiveness Responsiveness to Diverse 
Populations 

  Campus Climate 

 

 The satisfaction factor model was empirically developed in order to explore the 

relationship between student satisfaction and service quality in the context of the 
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researcher’s institution in the hopes of shedding light on the relationship of these 

constructs more generally. Linear regressions were conducted using the resultant 

satisfaction factor model as well as the 12-factor model specified by the current Noel-

Levitz instrument for comparison purposes. Seven linear regressions were performed 

and the results analyzed as presented in the preceding chapter. The results of the linear 

regressions are summarized in Table 72. 

Table 72 

Linear Regression Summary 

Regression Adjusted 
R square 

Standardized Regression Equation 

Empirical SAT Factors X Overall Satisfaction .54 OVERALLSAT = .903 + .955 SAT_F1 - .097 SAT_F6 

Noel-Levitz SAT Factors X Overall Satisfaction .52 OVERALLSAT = 1.067 + .381 SAT_NL_F1 + .339 
SAT_NL_F3 -.372 
SAT_NL_F10 + .463 SAT_NL_F12 

Mean of Service Quality Items X Overall Satisfaction .32 OVERALLSAT = 1.788 + .681 QUALITEMS_SAT 

Mean of Service Quality Items X Overall Service Quality .67 OVERALLQUAL_SAT = .461 + .950 QUALITEMS_SAT 

Overall Service Quality X Overall Satisfaction .42 OVERALLSAT = 1.776 + .662 OVERALLQUAL_SAT 

Empirical SAT Factors X Overall Service Quality .72 OVERALLQUAL_SAT = .213 + .953 SAT_F1 + .057 
SAT_F6 

Noel-Levitz SAT Factors X Overall Service Quality .68 OVERALLQUAL_SAT = .477 + .629 SAT_NL_F3 + .348 
SAT_NL_F1 

 
Dimensions Participating in the resulting regression equations: 
SAT_F1 Academic and Campus Environment 
SAT_F6 Library Resources and Staff 
SAT_NL_F1 Student Centeredness 
SAT_NL_F3 Instructional Effectiveness 
SAT_NL_F10 Service Excellence 
SAT_NL_F12 Campus Climate 
 

The analyses suggest that the least successful predictors of overall satisfaction were 

the mean of the service quality items and the composite item representing overall 

service quality with adjusted R square of .323 and .418 respectively. The best prediction 

of overall satisfaction was obtained by regressing the empirically derived satisfaction 

factor model with overall satisfaction, which resulted in an adjusted R square of .542. 

The Noel-Levitz model provided similar predictive efficacy with an R square of .523, 

albeit with twice as many factors With respect to service quality, it appears from the 
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analyses that the mean of the service quality items provided very good prediction of 

overall service quality with an adjusted R square of .668. The best predictors of overall 

service quality were the empirical satisfaction model, with an R square of .719 and the 

Noel-Levitz model with an R square of .679. SAT_F6 in the first equation and 

SAT_NL_F10 in the second equation are negatively weighted indicating a negative 

relationship between these factors and overall satisfaction. In the case of the empirical 

factor model, the relative contribution of the factor, Library Resources and Staff, is small 

as can be seen by comparing the standardized beta weights of the two factors, .785 and 

-.128, respectively. In the case of the Noel-Levitz model, however, the factor, Service 

Excellence, is comparable in its contribution to the other factors in the equation. 

The results of the linear regressions analyses were discussed in more detail in 

the previous chapter. In addition, how those analyses apply to each of the hypotheses 

put forth in this research was discussed. The results of the hypothesis testing are 

summarized in Table 73. 
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Table 73 

Hypotheses Testing Results 

Hypothesis Results 
H01: There is no statistically significant relationship between any 
underlying latent dimension(s) of the student satisfaction survey items and 
the item representing overall student satisfaction.  

Rejected 

H1: There is a statistically significant relationship between any underlying 
latent dimension(s) structure of the student satisfaction survey items and 
the item representing overall student satisfaction. 

Supported 

H02: There is no statistically significant relationship between the mean of 
all service quality items and the item representing overall student 
satisfaction.  

Rejected 

H2: There is a statistically significant relationship between the mean of all 
service quality items and the item representing overall student 
satisfaction.  

Supported 

H03: There is no statistically significant relationship between the mean of 
all service quality items and the composite item representing overall 
service quality.  

Rejected 

H3: There is a statistically significant relationship between the mean of all 
service quality items and the composite item representing overall service 
quality.  

Supported 

H04: There is no statistically significant relationship between the 
composite item representing overall service quality and the overall 
satisfaction item.  

Rejected 

H4: There is a statistically significant relationship between the composite 
item representing overall service quality and the overall satisfaction item.  

Supported 

H05: There is no statistically significant relationship between any 
underlying latent dimension(s) of the student satisfaction survey items and 
the composite item representing overall service quality.  

Rejected 

H5: There is a statistically significant relationship between any underlying 
latent dimension(s) of the student satisfaction survey items and the 
composite item representing overall service quality. 

Supported 

 
Limitations and Recommendations for Future Studies 

 The researcher used quantitative methods to investigate the objects of study, 

student satisfaction and service quality, on the basis of prior research in diverse fields 

and disciplines. As discussed in the first chapter, the sample used in this study was 

drawn from the students attending a large, public university in the southwestern United 

States. The sample was both randomized and stratified proportionately by classification 
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and college within the university to minimize selection bias and to maximize 

representativeness of the sample to the population. However, the results obtained in 

this research may not be generalizable to dissimilar institutions. Further, also discussed 

in the first chapter, is the fact that the data collected in this study were collected at a 

given point in time. Therefore, the data are not appropriate for longitudinal analyses. In 

addition to these limitations, the study was not designed to investigate the qualitative 

dimensions of either student satisfaction or service quality and this thesis does not 

address qualitative research concerns. In future studies, qualitative methods are 

recommended to understand more deeply the nature of these constructs. 

 The relationship between student satisfaction and service quality is confirmed in 

this study, but more work needs to be done to understand this relationship. The 

research showed that while the mean of all service quality items and overall service 

quality predicted overall satisfaction to some extent (R squares of 0.323 and 0.418, 

respectively), the empirical satisfaction factors were a much better predictor of overall 

quality (R square 0.719). The SERVIMPTp-HE instrument included in this study 

provides researchers with a tool that is capable of assessing service quality at higher 

education institutions that is compact, internally consistent, and efficient. Future 

research can further validate the instrument and use it in additional settings. 

Conclusions 

 An institution of higher education has been shown in literature and in this study to 

be an information system, a system of interacting elements, intellectual, human and 

computerized, that comprises a formal set of value adding processes designed to 

accomplish certain educational objectives, that facilitate and support meaningful human 
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information interactions such as creating, storing, processing and communicating 

information. Further, an institution of higher education is a living system, an organism, if 

you will, that can be meaningfully evaluated as an information system as to its health 

and efficiency. User satisfaction herein referred to as student satisfaction and service 

quality are two constructs that have been used to evaluate information systems that 

were successfully applied in this study. 

 As discussed above, there was a strong correlation between the latent 

dimensions of student satisfaction and overall service quality, as well as, between the 

mean of the service quality items and overall service quality but a much weaker 

correlation between the latent dimensions of student satisfaction or the mean of the 

service quality items and overall satisfaction. In fact, overall satisfaction was 

significantly less predictable than overall service quality in all of the analysis. 

  This research found overall satisfaction lacking efficacy as a measure. Prior 

research not only questioned the efficacy of measuring satisfaction (Peterson & Wilson, 

1992), but also the stability of its underlying dimensions (Obiekwe, 2000; Odom, 2008). 

Reasons why this is the case are beyond the scope of the current study.   

 While this research was conducted with no intent to address causality or to 

investigate the psychological properties of perceptions of student satisfaction or service 

quality, future research should be conducted to look at both causality and the 

psychological properties of these constructs. In this researcher’s view, student 

satisfaction is an intensely personal, introspective, assessment of the student’s own 

perceptions at a particular point in time, that is dependent on such factors as recency of 

experience, context, timing, and mood, and as discussed in Peterson and Wilson 
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(1992).  Whereas perceptions of service quality, tend to be more externalized and 

objectified as being evaluations not about personal feelings, but about an external entity 

with external properties. Additional future research should investigate the nature of 

these concepts more deeply as well as the processes of evaluating them. 

 Current instruments that evaluate student satisfaction in order to determine focal 

areas of concern within an institutional context, such as Noel-Levitz SSI, require 

students to respond to surveys containing more than a hundred items. They are 

expensive and time consuming to administer and process and students taking them are 

at serious risk of survey fatigue. 

 This research provides a much more compact instrument, SERVIMPTp-HE, that 

can be used for equivalent purposes of determining areas of concern at an institution, 

that only has 11 items. It is important to note that the Noel-Levitz SSI and SERVIMPTp-

HE are measuring different, but related, constructs. Whereas Noel-Levitz SSI measures 

student satisfaction, SERVIMPTp-HE measures service quality and SERVIMPTp-HE is 

potentially much less costly to administer and process, as well as being much less 

susceptible to survey fatigue. SERVIMPTp-HE measures service quality, which seems 

to be a more stable measure than student satisfaction that is also more predictable.  

 Institutions of higher education should consider using SERVIMPTp-HE as a 

measurement instrument of service quality to gain insight into the interaction between 

the student and the institution at various service delivery points, ie. between the user 

and the information system. While student satisfaction is a construct that wholly resides 

with the student, service quality is situated with both the student’s perceptions and with 

the service itself. It is in addressing the service quality interaction between the student 
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and service, that the overall health of the organic system of the institution can be 

improved. Institutions that are currently evaluating student satisfaction should consider 

implementing service quality evaluation in a side-by-side manner that allows for a 

comparative evaluation of these related but different instruments.  

This research has shown the strong contribution of an information science driven 

approach to institutional evaluation that can be used by institutions of higher education 

to improve their system. This researcher has used an information theoretic perspective 

to analyze an institution of higher education as an information system where the 

student/consumer was considered a user. It was found that indeed, higher education is 

an information system and students can be considered as users of that system. Various 

statistical methods were employed that leveraged information science concepts such as 

that of an information space to effect a reduction of dimensionality of the data. The 

methodology employed in this research was found to be useful in the domain of 

education. This addition to the body of knowledge in information science is significant 

and worth exploring in future studies. 
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