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Abstract

The geologic formations in the unsaturated zone underlying Yucca Mountain, on and adjacent to the Nevada Test Site (NTS), are currently being investigated as a possible host for a radioactive-waste repository; the US Department of Energy (DOE) is carrying out these studies through the Nevada Nuclear Waste Storage Investigations (NNWSI) project. The Yucca Mountain site is unique among those investigated in that the prospective repository horizon lies entirely in the unsaturated zone. The geologic formations underlying Yucca Mountain are made up of nonwelded and welded tuffs. The nonwelded tuffs have both high- and low-conductivity matrix material with a small fracture density. The welded tuffs have a low-conductivity matrix material and are highly fractured. Flow models used to characterize water-movement paths and velocities must deal with the possibility of flow in both the matrix and fractures. Because of the large number of fractures that can exist in the system of interest, it is not generally feasible to model fractures explicitly. It is, therefore, necessary to develop a model describing the hydrologic characteristics of a rock mass containing both matrix and fractures.

In this document, two distinctly different approaches are used to develop continuum models to evaluate water movement in a fractured rock mass. Both models provide methods for estimating rock-mass hydrologic properties. Comparisons made over a range of different tuff properties show good qualitative and quantitative agreement between estimates of rock-mass hydrologic properties made by the two models.

This document presents a general discussion of (1) the hydrology of Yucca Mountain and the conceptual hydrological model currently being used for the Yucca Mountain site, (2) the development of two models that may be used to estimate the hydrologic properties of a fractured, porous rock mass, and (3) a comparison of the hydrologic properties estimated by these two models. Although the models were developed in response to hydrologic characterization requirements at Yucca Mountain, they can be applied to water movement in any fractured rock mass that satisfies the given assumptions.
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Notation

A  fitting parameter (Eq. 30)
B  fitting parameter (Eq. 30)
b  fracture aperture
b' tortuosity parameter
C  fitting parameter (Eq. 30)
E  modulus of deformation (Eq. 14)
f(b) frequency at fracture aperture b
g  acceleration due to gravity
\overline{K} hydraulic conductivity
\overline{k} hydraulic permeability
n porosity
p mercury intrusion pressure (Eq. 27)
\overline{q} specific discharge
r pore radius
S saturation
t time
\overline{V} deformation velocity of the media
v water velocity
v(r) incremental volume fraction at pore radius r
z depth or elevation

Greek Symbols

\alpha  fitting parameter (Eq. 12)
\alpha_{t(x)} coefficient of consolidation
\beta fitting parameter (Eq. 12)
\beta_w water compressibility
\epsilon Brooks-Corey constant (Eq. B.1)
\Gamma term describing mass transfer between matrix and fractures
\gamma surface tension
\theta volumetric water content
\lambda fitting parameter (Eq. 12)
\lambda' fitting parameter (Eq. B.6)
\nu Poisson's Ratio (Eq. 14)
\xi parameter in lognormal distribution (Eq. 25)
\rho density
\sigma parameter in lognormal distribution (Eq. 25)
\sigma' stress in rock mass
\phi contact angle
\chi tortuosity distribution function
\psi pressure head
\omega mass transfer coefficient (Eq. 9)
### Notation (continued)

#### Subscripts

- **b**: bulk, referring to a rock mass property or bubbling
- **bulk**: pertaining to total rock mass
- **c**: composite; combining both matrix and fractures
- **eff**: effective
- **f**: fracture(s)
- **Hg**: mercury
- **m**: matrix
- **r**: residual
- **rel**: relative
- **s**: saturated
- **tot**: total
- **w**: water or wetting
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Introduction

The geologic formations in the unsaturated zone at Yucca Mountain, on and adjacent to the Nevada Test Site (NTS), are currently being investigated as a possible host rock for a radioactive-waste repository; the US Department of Energy (DOE) is carrying out these studies through the Nevada Nuclear Waste Storage Investigations (NNWSI) project. The Yucca Mountain site is unique among those being studied as a site for a repository in that it lies entirely in the unsaturated zone. The geologic formations above the water table are composed of both fractures and porous material. The unsaturated flow that exists in Yucca Mountain has provided the impetus to formulate methods for determining hydrologic parameters for the rock mass. The purpose of this document is to discuss, in general terms, 1) the Yucca Mountain site with emphasis on characteristics that affect the hydrologic system, 2) the conceptual hydrologic model, and 3) the mathematical model of water movement in the unsaturated-zone porous medium. This mathematical model is currently being used in the NNWSI performance assessment systems code TOSPAC (Dudley et al., in preparation).

General Discussion of the Yucca Mountain Hydrologic System

The location of Yucca Mountain is shown in Figure 1. It lies within the Basin and Range physiographic province that is characterized by generally linear mountain ranges and intervening valleys. Yucca Mountain is a prominent group of north-trending, fault-block ridges. The elevation of northern Yucca Mountain is approximately 1500 m. The ridge of Yucca Mountain is about 300 m above the surrounding valley floors. Yucca Mountain is made up predominantly of ash-flow and ash-fall tuffs. These tuffs can be organized into formal geologic units or into functional stratigraphic units. The major difference between these two methods of organization is that a formal geologic unit may contain two or more layers of rock types, each of which has much different thermal, mechanical, and hydrologic properties, whereas the functional grouping strives to identify units that have a minimum of internal variability of these properties within each unit. Information concerning the two methods of organization may be seen in Table 1, which describes the functional units in terms of rock type and indicates which portions of the formal geologic units are included within each functional unit. The table also lists the location of both the formal geologic and functional stratigraphic units in drill hole USW G-4. (Drill hole USW G-4 is located near the eastern boundary of the proposed repository; its location along with the preliminary estimate of the proposed repository boundary is shown in Figure 1.) Figure 2 compares the two methods of organization in the form of two scaled bars.

The functional units above the water table can be organized into three basic types of rock in terms of properties affecting the hydrology.

1) Densely to moderately welded tuffs that are highly fractured. These units have low saturated-matrix conductivities ($10^{-11}$ m/s or less for all but one unit) and high saturated-fracture-system conductivities. (For a unit volume of rock, the total saturated conductivity of the fracture system is probably several orders of magnitude higher than the total saturated conductivity of the matrix.) The units included in this group are TCw, TSw1, TSw2, TSw3 and PPw. Unit PPw is the most porous and has the highest matrix conductivity of any of the units in this group. PPw also is only moderately welded while the others are densely welded.

2) Nonwelded, vitric tuffs that have few fractures. These units have high saturated-matrix conductivities (in the range of $10^{-6}$ to $10^{-8}$ m/s) and relatively low saturated-fracture-system conductivities. The units included in this group are PTn and CHnv.
3) Nonwelded, zeolitized tuffs that have few fractures. These units have low saturated-matrix conductivities (10⁻¹¹ m/s or less) and low saturated-fracture-system conductivities. The units above the water table included in this group are CHnz and CFUn.

It appears that organizing tuffs by functional stratigraphic units rather than by formal geologic units will more closely meet the needs of modelers because the functional stratigraphic units have much more uniform properties within a particular unit. These units will be referred to as the hydrologic units in further discussions. A more complete discussion of definition of the hydrologic (functional) units, the methods used to pick their boundaries, etc., may be found in a report by Ortiz et al. (1985). A discussion of the methods used to pick the preliminary boundary and location of the repository is in Mansure and Ortiz (1984). A general introduction to the geology of the region may be found in the Draft Environmental Assessment for the Yucca Mountain Site (DOE, 1984).

Information regarding the hydrology and fracture frequency was drawn from many sources, including reports by Scott et al. (1983), Peters et al. (1984), and Sinnock et al. (1984).

Figure 3 is an east-west cross-section through Yucca Mountain at the location indicated in Figure 1. It is based on information contained in the previously cited report by Ortiz et al. The positions of the hydrologic units are indicated along with the position of the water table and the approximate position of the repository. This area is characterized by very deep water tables (~600 m below the crest of Yucca Mountain in Figure 3) resulting from many factors including very small recharge rates, high transmissivities in the saturated zone, and the low elevation of the discharge points (Montazer and Wilson, 1984; and Winograd and Doty, 1980). Thus, it is possible that a repository may be placed deep underground and still be at some distance above the water table. The water travel time from the prospective repository location to the water table could be long, with a long time required to travel along the water table to the accessible environment.

Figure 1. Location of Yucca Mountain on the Nevada Test Site, Nye County, Nevada. Outline Indicates Preliminary Repository Boundary. Cross Section in Figure 3 is Along Line L-L'.
<table>
<thead>
<tr>
<th>Unit</th>
<th>Depth(s) (ft)</th>
<th>Hydrologic Unit</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>TCw</td>
<td>22-118</td>
<td>Tiva Canyon welded unit</td>
<td>Moderately to densely welded, devitrified ash-flow tuffs in the Tiva Canyon Member of the Paintbrush Tuff.</td>
</tr>
<tr>
<td>PTn</td>
<td>118-243</td>
<td>Paintbrush nonwelded unit</td>
<td>Partially welded to nonwelded, vitric and occasionally devitrified tuffs of the Tiva Canyon, Yucca Mountain, Pah Canyon, and Topopah Spring Members of the Paintbrush Tuff.</td>
</tr>
<tr>
<td>TSw1</td>
<td>243-670</td>
<td>Topopah Spring welded unit</td>
<td>Moderately to densely welded, devitrified zone of the Topopah Spring Member of the Paintbrush Tuff that contains more than approximately 10% by volume of vugs.</td>
</tr>
<tr>
<td>TSw2</td>
<td>670-1293</td>
<td>Topopah Spring welded unit</td>
<td>Moderately to densely welded, devitrified zone of the Topopah Spring Member of the Paintbrush Tuff that contains less than approximately 10% by volume of vugs. This is the potential repository unit.</td>
</tr>
<tr>
<td>TSw3</td>
<td>1293-1345</td>
<td>Basal Vitrophyre of the Topopah Spring welded unit</td>
<td>Basal Vitrophyre of the Topopah Spring Member.</td>
</tr>
<tr>
<td>CHn1v</td>
<td>1345-1360</td>
<td>Vitric Calico Hills nonwelded unit</td>
<td>Nonwelded ashflows, bedded and reworked tuffs, vitric and primarily nonzeolitized Topopah Spring Member and/or the Calico Hills.</td>
</tr>
<tr>
<td>CHn2v</td>
<td>Absent</td>
<td>Vitric Calico Hills nonwelded unit</td>
<td>Basal, bedded and reworked zone of the vitric tuffs and tuffaceous sandstones of the Calico Hills.</td>
</tr>
<tr>
<td>CHn3v</td>
<td>Absent</td>
<td>Vitric Calico Hills nonwelded unit</td>
<td>Upper vitric zone of the Prow Pass Member of the Crater Flat Tuff.</td>
</tr>
<tr>
<td>Chn1z</td>
<td>1360-1705</td>
<td>Zeolitized Calico Hills nonwelded unit</td>
<td>Nonwelded ashflows, bedded and reworked tuffs, primarily zeolitized, from the Topopah Spring Member and/or the Calico Hills.</td>
</tr>
<tr>
<td>CHn2z</td>
<td>1705-1761</td>
<td>Zeolitized Calico Hills nonwelded unit</td>
<td>Basal, bedded and reworked zone of the zeolitized tuffs and tuffaceous sandstones of the Calico Hills.</td>
</tr>
<tr>
<td>CHn3z</td>
<td>1761-1792</td>
<td>Zeolitized Calico Hills nonwelded unit</td>
<td>Upper zeolitized zone of the Prow Pass Member of the Crater Flat Tuff.</td>
</tr>
<tr>
<td>PPw</td>
<td>1792-1960</td>
<td>Prow Pass welded unit</td>
<td>Moderately welded, devitrified zone of the Prow Pass Member of the Crater Flat Tuff.</td>
</tr>
</tbody>
</table>

(a) Information from Ortiz et al. (1985)
(b) The lower case "v" or "z" in a unit number (e.g., CHn1v) indicates whether the unit is vitric or water-induced zeolitization has occurred.
**Figure 2.** Comparison of the Formal Geologic and Functional Stratigraphies in Drillhole USW G-4

**Figure 3.** East-West Cross-Section at Yucca Mountain With Conceptual Model of Flow. Cross Section is Along Line L-L' in Figure 1.
A conceptual model of the hydrologic system at Yucca Mountain is indicated schematically in Figure 3 (DOE, 1984). A small fraction of the annual precipitation infiltrates the surface of the mountain. It then begins moving down through the various units. It is possible that some portion of the total flux may be diverted at interfaces between the hydrologic units, as indicated in Figure 3. The major factors influencing whether there is any diversion of flow are the magnitude of the flux and the contrast in hydraulic conductivities on either side of the interface. If, for example, the flux arriving at an interface is larger than the saturated conductivity of the matrix-fracture system of the lower unit, then water will percolate at the interface and some fraction of the total flux will be shed in a generally easterly (down-dip) direction above the boundary between the two units. At lower fluxes, the extreme contrast in hydrologic conductivity between two units (e.g., PTn and TSwl) may also cause water diversion above the boundary between the two units without the need for a perched water table to form at the interface. Calculations and field testing will be required to determine whether it is feasible to divert water in a situation where a perched water table does not form. The conceptual model for the hydrologic system at Yucca Mountain will be important background information used in the development of the conceptual and mathematical models for flow in a fractured, porous medium.

The conceptual model for flow within a fractured, porous medium used by many workers in this field is based on capillary-bundle theory (e.g., Wang and Narasimhan, 1985), which states there is a relationship between pore size and the equilibrium pressure head. Thus, the saturation of a material containing pores of many different sizes is related to the equilibrium pressure head in the material. The following discussion will assume that the average fracture aperture is 25 micrometers and the average pore diameter of the matrix is 0.03 micrometers (Peters et al., 1984). This discussion will also assume that the system is changing very slowly with time, a condition which will be true deep underground in most locations. Figure 4 shows a plan view of a very small section of a hypothetical fracture face at four different saturations. When the matrix is partially saturated, the fracture will be essentially dry because of the higher capillary suction (tension) forces in the matrix pores adjacent to the fracture. A small amount of water may exist in the fracture in regions where a small radius of curvature can be maintained. In Figure 4a, water is contained in regions where the matrix blocks are shown in contact (cross-hatched areas, local aperture <0.1 micrometers) and in very thin rings around these regions (not visible in Figure 4a). The conductivity of the fracture in the plane of the fracture is zero because these little islands of fracture water are discontinuous. However, the conductivity across the fracture is not zero; the contact regions for water movement form pipelines to transfer water from one matrix block to the next. For tuffs at Yucca Mountain, the fracture conductivity for flow across the fractures has been estimated to be high compared with the conductivity within the matrix (Wang and Narasimhan, 1985).

As the matrix saturation is increased, the saturation of the fracture will also increase in a highly nonlinear manner. At a higher matrix saturation (and corresponding pressure head) these islands of water may be at the point of coalescing (Figure 4b). At this pressure, the fracture conductivity in the plane of the fracture is still essentially zero while the conductivity for water flow across the fracture has increased. At slightly higher matrix saturations (for the parameters chosen in this example the matrix saturation is of the order of 0.99999), the islands of water in the fracture have coalesced to form sinuous channels (Figure 4c); the fracture conductivity in the plane of the fracture is now nonzero. Finally, at a pressure head approaching zero, the fracture is almost completely saturated (Figure 4d).

The fracture is generally nonplanar. Thus, when there is water movement in the plane of the fracture there will be regions where there is locally high fracture flow and others where the flow is quite small. If the fracture is partially saturated, most of the flow will occur in those regions where the fracture aperture is small. Those regions where the fracture aperture is large carry no water because the aperture in this region is too large to hold any water. This concept is derived from fundamental principles of capillary theory. When the fracture is completely saturated, the situation is completely reversed. Most of the flow in the fracture occurs in those regions where the fracture aperture is large with relatively little flow occurring where the fracture aperture is small because the flow rate is proportional to the cube of aperture (Freeze and Cherry, 1979).
Figure 4. Conceptual Model of Fluid Flow in a Fracture Plane at Increasing Levels of Saturation

Figure 4a. Pressure head ≈ -50 m, fracture dry except at contacts (cross-hatch area)

Figure 4b. Pressure head ≈ -5 m, rings around contacts are near coalescence

Figure 4c. Pressure ≈ -0.5 m, sinuous flow in fracture plane

Figure 4d. Fracture near saturation, one "trapped" air bubble
The conceptual model of flow in fractures used in this paper is based on the previous discussion. The major points are summarized below.

1) The fracture conductivity for water movement across the fracture is probably much larger than the adjacent matrix conductivity. Thus, flow across the fracture is controlled by the adjacent matrix conductivity. The fracture conductivity across the fracture can be replaced by the matrix conductivity in flow calculations.

2) The average fracture conductivity for water movement in the plane of the fracture is a highly nonlinear function of fracture saturation or pressure head. If the flux is less than the saturated conductivity of the matrix, then the water will tend to flow only in the matrix. If the flux is greater than the saturated conductivity of the matrix, then the matrix will saturate, and the fractures will also carry water.

The manner in which the water flows in a hydrologic unit depends on other boundary conditions besides the flux. For example, in the capillary fringe area near the water table, the matrix is always saturated because of the capillary forces of the small pores in the matrix; thus, in this capillary fringe area some water will be in the highly conductive fractures no matter how small the downward flux is. A lengthy discussion of many different mechanisms for water movement in the unsaturated zone may be found in the report by Montazer and Wilson (1984).

Hydrologic Models

The purpose of the previous section was to indicate the general setting of Yucca Mountain and to describe the conceptual hydrologic flow model. In this section, geologic and hydrologic information is used to choose appropriate mathematical models for calculations concerning the entire Yucca Mountain site. There are currently many hydrologic codes available (e.g., NETFLO - Intera, 1982; NWFT/DVM - Campbell et al., 1981; TRUST - Reisenauer et al., 1982; SAGUARO - Eaton et al., 1983; TOSPAC - Dudley et al., in preparation; NORIA - Bixler, 1985).

However, those that have tried to simulate an unsaturated, layered system where the water flow may occur in fractures as well as the matrix have generally had numerical stability problems (e.g., Bixler and Eaton, in preparation). The purpose of the following sections is to discuss the mathematical models available, including the one chosen for TOSPAC. This model may be used by other hydrologic codes.

The derivation of the equation for water flow in a partially saturated, porous medium is given in many papers (e.g., Reeves and Duguid, 1975; Freeze and Cherry, 1979; and Narasimhan, 1982). It generally begins with the expression for the conservation of fluid mass in the absence of either sources or sinks:

$$\frac{\partial (\rho \theta)}{\partial t} + \nabla \cdot (\rho \bar{q}) + \nabla \cdot (\rho \theta \bar{V}) = 0,$$

(1)

where $\rho$ is the density of water, $\theta$ is the volumetric water content (water volume per unit volume of media), $t$ is the time, $\bar{q}$ is the specific discharge (volume of water flowing per unit time through a unit cross-sectional area normal to the direction of flow), and $\bar{V}$ is the deformation velocity of the medium containing the water. The first term in Eq. 1 arises from temporal changes in water content within the elemental volume, the second term from movement of water relative to the medium, and the third term from the movement of the medium itself (e.g., because of compaction). The flow in the system is assumed to be Darcian; therefore, the specific discharge is given by

$$\bar{q} = - \bar{K} \cdot \nabla (\psi + z),$$

(2)

where $\bar{K}$ is the hydraulic conductivity tensor, $\psi$ is the pressure head, and $z$ is the elevation above an arbitrarily chosen reference plane (e.g., $z = 0$ at the mean sea level). Substitution of Eq. 2 into Eq. 1 yields the following expression after some rearrangement.

$$\frac{\partial (\rho \theta)}{\partial t} = \nabla \cdot [\rho \bar{K} \cdot \nabla (\psi + z)] - \nabla \cdot (\rho \theta \bar{V})$$

(3)

If the medium is assumed to be rigid, the last term on the right side is zero and we obtain “Richards’ Equation” (Richards, 1931), which is listed below. Richards’ equation is typically solved in computer models used to calculate flow in unsaturated media.

$$\frac{\partial (\rho \theta)}{\partial t} = \nabla \cdot [\rho \bar{K} \cdot \nabla (\psi + z)]$$

(4)
Equation 4 can be rewritten as follows in Eq. 5 to show the parameters that can be experimentally determined.

\[
\frac{\partial(\rho)}{\partial t} = \rho n \frac{\partial S(\psi)}{\partial t} + \rho \frac{\partial \psi}{\partial t} + S(\psi) \frac{\partial \rho}{\partial t} + n S(\psi) \frac{\partial \rho}{\partial t}
\]

\[
+ \psi = n \left[ S(\psi) \frac{\partial \rho}{\partial t} + \rho \frac{\partial S(\psi)}{\partial t} \right]
\]

\[
= n \left[ S(\psi) \frac{\partial \rho}{\partial t} + \rho \frac{\partial S(\psi)}{\partial t} \right]
\]

\[
= \nabla \cdot [\rho \bar{K}(\psi) \cdot \nabla (\psi + z)]
\]  

Equation 5

The variable \( n \) is the porosity, and \( S \) is the saturation. The term \( \frac{\partial n}{\partial t} \) is set to zero because the medium is assumed to be rigid. \( \bar{K} \) and \( S \) are explicitly shown to be functions of \( \psi \) to indicate that the solution to this equation is \( \psi(t) \).

If the medium is not assumed to be rigid, then terms involving water storage resulting from the compressibility of the medium must be added to Eq. 5, yielding Eq. 6.

\[
\rho \frac{\partial \psi}{\partial t} = n \left[ \frac{\partial S}{\partial \psi} + \beta_\psi n S + \alpha_{\text{bulk}} S^2 \right]
\]

\[
= \nabla \cdot [\rho \bar{K}(\psi) \cdot \nabla (\psi + z)]
\]  

Equation 6

A discussion of these terms has been given by Reeves and Duguid (1975). \( \beta_\psi \) is defined as \( \frac{1}{\rho} \frac{\partial \rho}{\partial \psi} \) and is proportional to the compressibility of water. The quantity \( \alpha_{\text{bulk}} \) is defined in bulk rock properties as:

\[
\alpha_{\text{bulk}} = \frac{(1 + \nu)(1 - 2\nu)}{E(1 - \nu)}
\]  

where \( E \) is the modulus of deformation and \( \nu \) is Poisson's Ratio. Eq. 6 is identical in form to that of Reeves and Duguid except that the assumption that the relationship between rock mass stress \( (\sigma') \) and the pressure head is \( \sigma' / \sigma = S \) (see McTigue, Wilson, and Nunziato, 1984); Reeves and Duguid assume that this ratio is equal to 1.0.

The determination of some of the experimental parameters used in Eqs. 1 through 6 is fairly straightforward (e.g., that of \( \rho \) and the derivative of \( \rho \) with respect to \( \psi \)); however, the determination of values for many are difficult (e.g., \( \bar{K} \)). As previously discussed, some of the hydrologic units are fractured considerably and, depending upon the magnitude of the flux, there may be water movement in both the fractures and the matrix. Equations 1-6 were derived for a porous medium with no regard for the possibility of flow in two different "media" (i.e., fractures and matrix); the derivation contains no information concerning how the coefficients should be evaluated or even what their functional form is.

There are two alternatives for modeling the situation where water movement may occur in both the fractures and the matrix, with neither flow being negligible when compared to the other:

1. Model the fractures explicitly by zoning them into the calculational mesh as a second region that has much different properties from those of the matrix portion.

2. Rederive the flow equation (Eq. 5 or 6) for an equivalent porous medium, taking into account the fact that there are two porosity systems (the matrix porosity system and the fracture porosity system).

The option of explicitly zoning in the fractures has been used by a variety of workers. This technique is well suited for "small"-scale problems, such as simulating the results of laboratory or small field-scale experiments. This technique is not suited to large site-scale simulations where there may be more than \( 10^{10} \) fractures in the calculational region. Also, it would not be physically possible to characterize the geometry of all of the fractures and produce a mesh that would be adequate to identify the relatively small fractures on a site scale. Thus, option 2 must be considered for modeling site-scale problems.

The development of equations describing flow in this equivalent porous medium can be derived either from a "macroscopic" or "microscopic" point of view. A macroscopic model assumes that the fracture and matrix hydrologic properties used are statistically representative of a large volume of rock mass. To derive such a model requires a set of appropriate experimental measurements: separate tests of flow through the matrix and through the fractures. The results of these tests are combined with the assumption of a constitutive equation that describes the water movement characteristics in the system of interest. Then, conductivity and saturation values as a function of pressure head are indirectly determined for both a representative sample of matrix material and a representative set of fractures without requiring any actual knowledge of the physical structure of the system. For both the matrix tests and the fracture
tests, the volume of rock material tested is treated as a "black box" with the constitutive equation as the transform function and the hydrological properties as the coefficients that have been determined to relate the input and output parameters. For example, in order to indirectly determine values for the hydraulic parameters, the water continuity equation or some equivalent equation (e.g., Eq. 1) may be used as the transform function, with measured values of flow rate and pressure gradient as the input and output parameters. Testing and modeling of the combined matrix-fracture system provide the necessary information to link the behavior of the matrix and fractures.

It is also possible to derive the hydrologic-property values for a rock-mass volume more directly from a microscopic approach, using the actual physical structure of the system of interest, combined with fundamental theoretical considerations of fluid flow in pores of a specific geometry, to determine relative conductivity and saturation values as a function of pressure head. In this manner, the individual hydrologic contributions of every pore size and fracture aperture are considered, rather than inherently taking a "lump-sum" average of the entire system. These values for conductivity as a function of pressure head (or saturation), which are determined independently of the flow equation in which they are to be used, can then be applied to describe the movement of fluid in a fractured, porous medium.

The following sections will present both a macroscopic and a microscopic derivation of the equation for water flow in a fractured, porous medium and the evaluation of the coefficients in the flow equation. We show that the results of the two derivations are nearly identical.

Both derivations draw heavily on capillary bundle theory in their evaluation of hydrologic coefficients. A calculation of the rise in height of water in a capillary tube as a function of tube radius indicates that for tubes with a radius of the order of a few millimeters, the fluid rise, due to capillary forces, is the same as the tube radius. Thus, the limit of applicability for capillary bundle theory is tubes having radii of the order of millimeters. This estimate of the limit of applicability indicates the models developed in this paper are not applicable for systems containing fractures with apertures of the order of many millimeters or larger.

Macroscopic Derivation

Many authors have discussed the dual-porosity approach to modeling fractured, porous media including personnel in the petroleum industry (Warren and Root, 1963; Odeh, 1965; Gringarten and Ramey, 1974) and those involved in hydrogeology (Barenblatt et al., 1960; Duguid and Lee, 1973). The following derivation draws upon the work just cited, especially that of Duguid and Lee. The fluid continuity equations in a dual-porosity equivalent continuum can be expressed as

\[
\frac{\partial (\rho S_m n_m)}{\partial t} + \nabla \cdot (\rho \mathbf{q}_m) + \nabla \cdot (\rho S_m n_m \mathbf{V}) + \Gamma = 0, \quad (8)
\]

\[
\frac{\partial (\rho S_f n_f)}{\partial t} + \nabla \cdot (\rho \mathbf{q}_f) + \nabla \cdot (\rho S_f n_f \mathbf{V}) - \Gamma = 0. \quad (9)
\]

The subscripts "m" and "f" refer to the matrix and fractures, respectively. The equations are identical in form to that of Eq. 1 except that they include a term (\(\Gamma\)) for the transfer of fluid from the fracture system to the matrix. Many authors (e.g., Barenblatt, 1960) calculate the transfer of flux between the two systems as

\[
\Gamma = \omega (\psi_f - \psi_m). \quad (10)
\]

The value of the transfer coefficient \(\omega\) is difficult to determine experimentally, and estimates usually vary over many orders of magnitude (Barenblatt et al., 1960).

Equations 8 and 9 may be added together, yielding a single equation in the two unknowns \(\psi_m\) and \(\psi_f\) to solve for the flow field in a fractured, porous medium. These two variables are, of course, equal if there is no flow through the media. It is reasonable to assume that as the flow is increased from zero, these two pressure heads may begin to take on increasingly different values. Then, if the flow is held constant, it is reasonable to assume that the pressure heads in the matrix and fractures will eventually equalize. Thus, it is reasonable to assume that the pressure heads in the matrix and fractures will eventually equalize. Thus, it is reasonable to assume that the magnitude of the difference in matrix pressure head and fracture pressure head in a particular hydrologic unit depends on both the magnitude and history of the flux. If the flow is large and changing rapidly in time, the difference may be significant. However, the infiltration at the Yucca Mountain site is thought to be less than 1 mm/year (DOE, 1984; Montazer and Wilson, 1984) and probably changes very slowly with time at the depth of the prospective repository and below. Thus, it appears that the difference in pressure heads may be small for average conditions. However, it may be possible that large localized pulses of water, resulting from intense storms, may travel through the fracture system. In the regions where these pulses occur, the pressure heads in the fractures and the matrix probably will not be equal. The calculations discussed in the following paragraphs investigate the magnitude and
time history of the flux with regard to the depth a water pulse may penetrate a fractured system. The results of the calculations concerning the flux history are then used as input to calculations to estimate the magnitude of the difference in pressure head between the fractures and the matrix under conditions that are thought to be reasonable at Yucca Mountain.

The results of calculations using explicitly zoned fractures are useful in determining whether episodic pulses of water at the surface (e.g., pulses due to large storms) will reach the repository horizon as a sharp pulse (e.g., by moving through the fractures exclusively) or as a very slowly varying pulse (e.g., by moving through the matrix in one or more units). A slowly moving pulse may, in fact, mix with other pulses, resulting in a flux that is constant with respect to time. Work specifically relevant to infiltration pulses at Yucca Mountain has been done by Travis et al. (1984) and by Martinez (in preparation). In Martinez's work the surface was completely saturated for one hour, while in Travis' work a slug of water of the order of 2 m tall was injected into a 100-micrometer fracture. Both Travis and Martinez seem to indicate that episodic pulses of water at the surface will not penetrate significant distances into Yucca Mountain if the fracture aperture is less than 100 micrometers (an approximate upper value suggested by Sinnock et al. 1984). The water injected into the fracture moves quickly into the matrix because of two complementary effects:

1) At the front end of the pulse, a large pressure-head difference exists between the saturated fracture and the partially saturated matrix. (This difference may be of the order of 100 m).

2) Because the fracture conductivity ahead of the water pulse is very low (the fracture may be near its residual saturation), flow in the fracture is retarded and the pulse diverted into the matrix. Wang and Narasimhan (1985) indicate that the fracture conductivity for flow within the plane of the fracture may be zero until the nearby matrix material is nearly saturated.

The independent calculations of Martinez and Travis indicate that the penetration distance into fractures contained in low-conductivity, densely welded tuffs similar to those that form an uppermost unit of Yucca Mountain (unit TCw) are of the order of 10 m or less if the fracture aperture is 100 micrometers or less. Martinez's calculations of the penetration of water into fractures in unit PTn (which is above the prospective repository zone) show much less penetration than into unit TCw because the matrix of unit PTn is much more conductive.

The velocity of water movement in the matrix is of the order of the percolation rate or the saturated conductivity (whichever is less) divided by the porosity. Thus, the water velocity in the matrix is of the order of ten times the flux, a value which is probably less than several millimeters per year.

Thus, there is some indication that the water flux at depth may be a slowly varying function of time. Wang and Narasimhan (in preparation) have simulated episodic flooding events which concentrate the estimated average annual flux at Yucca Mountain (0.1 mm/yr for their calculations) over many years into a time period of 0.2 year. Concentrating the average annual flux of 5000 years into a flood lasting only 0.2 year caused little change in hydrologic conditions (i.e., flux rate, pressure head and matrix saturation) at the depth of the prospective repository and below. Thus, it may be inferred that the difference in pressure head between the fractures and the matrix may be small at depth. It should be noted that episodic pulses of water may penetrate to great depth in regions near large structural features, such as fault zones, or where the fracture apertures are very large so that capillary bundle theory is not applicable. Simulations of these situations have not, to the authors' knowledge, been completed, and there is only informed opinion on this last subject.

Wang and Narasimhan (1985) have simulated the drainage of a fractured, welded-tuff cube of approximately 1.5 cubic meters. This simulation gives an idea of the difference between the fracture and matrix pressure heads under conditions where the flux is a slowly varying function of time. The matrix saturation curve was based on psychrometer test results (Peters et al., 1984) with matrix desaturation occurring over the pressure head range of —100 m to —10,000 m. The matrix saturation curve used is very similar to that shown in Figure 5, which is taken from Peters et al. (1984). The cube has two orthogonal vertical fracture sets and one horizontal set that divide the simulation region up into 75 blocks (5 wide × 5 deep × 3 blocks high). The fracture properties and spacings were chosen to be representative of those found in a welded tuff unit at Yucca Mountain. The fracture saturation curve was developed from physical and statistical considerations with the fractures desaturating over the pressure head range of 0.0 to —0.1 m which, according to Figure 5, is the region where the matrix saturation deviates very little from 1.00.

The cube was initially saturated. A step change in the lower boundary's pressure head to —112 m initiated the simulation. A pressure head of —112 m in the matrix block corresponds to a saturation of 80%. Throughout the simulation the pressure head at a point in the middle of the center block was identical to the pressure head at a point in the adjacent fracture that had the same elevation as the first point. The
pressure head in both the fractures and the matrix blocks varied only in the vertical direction, which was the direction of flow.

The pressure heads in the matrix and the fractures were identical because of the contrast in their saturation curves. According to Figure 5, over the pressure-head range where the fractures were desaturating (0.0 to −0.1 m of pressure head), the matrix maintained essentially constant saturation (S ∼ 1.0), and over the pressure head range where the matrix was desaturating the fractures were at nearly constant saturation (the fracture residual saturation). Therefore, during the time period when the fractures were draining, only a very small amount of water was required to drain from the matrix to maintain pressure equilibrium with the fractures. After the fractures were drained, their pressure head matched that of the matrix, because only minuscule amounts of water had to be drained from the fractures so that the pressure head in the fractures matched that of the matrix. In the problem of saturating the block slowly, the results would be identical to the drainage problem. These results indicate that the contrast in fracture and matrix properties, under conditions of slowly varying flux (either decreasing or increasing flux), constrains the pressure head in the fractures and the matrix to be nearly identical.

In summary, calculations by Travis and by Martinez indicate that periodic injections of water into the surface above the main body of the repository region are not likely to penetrate the fractures to great depth and so the flux at depth is probably a slowly varying function of time (Wang and Narasimhan, in preparation). Calculations by Wang and Narasimhan (1985) indicate that in a drainage situation (or probably its equivalent, slow saturation) the fractures and matrix, along a direction perpendicular to flow, have nearly identical pressure heads. Thus, except near the surface (where the fracture aperture is large) and near large-scale features (e.g., fault zones), it is reasonable to assume that the pressure head in the fracture system equals that in the matrix.

Summing Eq. 8 and 9 yields

\[
\rho \frac{\partial \psi}{\partial t} \left\{ \left[ n_m \frac{\partial S_m}{\partial \psi} + n_i \frac{\partial S_i}{\partial \psi} \right] + \frac{1}{\rho} \frac{\partial \rho}{\partial \psi} \left( S_m n_m + S_i n_i \right) \right\} + \rho \left[ \frac{\partial n_m}{\partial t} + \frac{\partial n_i}{\partial t} \right] + \nabla \cdot \rho (\overline{q}_m + \overline{q}_i) + \nabla \cdot \nabla \left[ \rho \left( S_m n_m + S_i n_i \right) \right] = 0
\] (12)

The discussion of the evaluation of the terms in Eq. 12 will proceed from left to right. The first set of terms (terms containing \( \frac{\partial S}{\partial \psi} \)) represent the storage of water in the unit volume via a change in saturation of the matrix and the fracture system. The matrix saturation and its partial derivative with respect to pressure can be experimentally determined in a variety of ways, including porosimetry tests using injection of mercury into the matrix and, more directly, using thermocouple psychrometer tests. A comparison of these two methods and the results of extensive tests of matrix material may be found in the report by Peters et al. (1984). An example (taken from that report) of typical data resulting from psychrometer testing of matrix samples from Unit TSw2 is shown in Figure 5. The data from these tests may be fitted by a variety of functions, including those proposed by Haverkamp et al. (1977) and van Genuchten (1978). Peters et al. found that either of the two functions yielded adequate fits if the data were well behaved and complete. However, the function developed by van Genuchten is analytically integrable in the equations used to calculate the unsaturated conductivity. Thus, it was chosen to fit all of the data in the report by Peters et al., and it also will be used in the rest of this paper.

\[
S(\psi) = (S_i - S_s) \left[ \frac{1}{1 + |\alpha \psi|^\beta} \right] + S_i
\] (13)

Figure 5. Saturation Curve for Sample G4-6 Taken From Unit TSw2
The subscripts "s" and "r" refer, respectively, to the state of saturation at the saturated state (~1) and at the residual saturation. The fitting parameters $\alpha$ and $\beta$, respectively, influence the break point and the slope of the part of the curve where the saturation is changing rapidly. The parameter $\lambda$ is defined as $1 - 1/\beta$. The equation is valid for pressure-head ($\psi$) values less than zero. The material is completely saturated for all pressure heads greater than zero.

Representative matrix saturation curves for units above the water table are shown in Figure 6, which is reproduced from the report by Peters et al. (1984). This figure indicates that there are significant differences in the shape of the matrix saturation curve for the hydrologic units found above the water table at Yucca Mountain. Table 2 contains information concerning the fitting parameters used to construct these saturation curves as well as other information needed for hydrologic calculations. The information listed for physical properties (e.g., matrix porosity) may not be exactly the same as the designated NNWSI reference property values, but is used here since the physical-property and hydrologic-property data are specific to the samples listed.

Information regarding fracture saturation characteristics is much more scarce. Wang and Narasimhan (1985) have used statistical concepts to develop equations describing the saturation curve for fractures in a densely welded tuff. Their fracture saturation curve is similar to that of a coarse sand such as that shown in the text by Freeze and Cherry (1979, p. 42). Plans are being made to experimentally measure the saturation curves of fractured core. (Klavetter, Peters, and Schwartz, in preparation.)

The second term in Eq. 12 (terms containing $1/\rho \partial p/\partial \psi$) represents the storage of water in the unit volume due to the compressibility of water.

The third set of terms in Eq. 12 (terms containing $S \partial n/\partial t$) represents the storage of water in the unit volume due to the net expansion of the matrix pores and the fracture apertures.

The fourth term (terms containing $q$) represents the net change in flux of water that is withdrawn from the unit volume. The final two terms (terms containing $V$) represent the movement of water out of the unit volume due to movement of the rock mass (e.g., dilation).

The information and assumptions listed below as statements 1 to 6 were used in order to rewrite Eq. 12 in terms of one variable, $\psi$, the pressure head. The result is Eq. 14 which may be solved for the pressure head field, subject to the boundary conditions, material properties, etc.

1) The continuity equation for the matrix grain mass.
2) The three-dimensional bulk-rock-consolidation equation with the assumption that the displacement is vertical (see Reeves and Duguid (1975) for further discussion).
3) The assumption that a unit change in the quantity "total saturation times pressure head" at a point causes a unit change in the local stress field (see McTigue, Wilson, and Nunniziato (1984)).
4) Darcy's equation for fluid flow.
5) Identical pressure heads in the fractures and the matrix (previously discussed and used, but listed here for completeness).
6) The conventional assumption that the total head is defined as the sum of the pressure head and the elevation above some reference surface.

A more complete discussion of the derivation of Eq. 14 is given in Appendix A.

\[
\begin{align*}
\rho & \left( \frac{\partial \psi}{\partial t} \left( n_m \frac{\partial S_m}{\partial \psi} + n_f \frac{\partial S_f}{\partial \psi} \right) + \beta_n \left( S_m n_m + S_f n_f \right) \right) + \alpha_{\text{bulk}} \left( n_m + n_f \right) \left( S_m - n_f (S_m - S_f) \right) \\
& - \frac{\partial n_f}{\partial \sigma} \left( \frac{S_m n_m + S_f n_f}{n_m + n_f} \right) (S_m - S_f) \\
& = \nabla \cdot \left[ \mu \left( \bar{K}_m \right) \frac{\partial \psi}{\partial t} + \bar{K}_f \right] \cdot \nabla (\psi + z) \tag{14}
\end{align*}
\]

The term $\partial n_f/\partial \sigma$ (giving the change in fracture porosity with stress) can be determined by experimentally measuring the closure of a fracture with increased stress (e.g., Peters et al., 1984).

Figure 6. Representative Matrix Saturation Curves for Hydrologic Units in the Unsaturated Zone.
Table 2. Properties Assumed for Unsaturated Zone, Hydrologic Units

Matrix Properties*  

<table>
<thead>
<tr>
<th>Unit</th>
<th>Sample Code</th>
<th>Grain Density (g/cm³)</th>
<th>Porosity (nj)</th>
<th>Hydraulic Conductivity [K_m] (m/s)</th>
<th>α (10⁻²/m)</th>
<th>β</th>
</tr>
</thead>
<tbody>
<tr>
<td>TCw</td>
<td>G4-1</td>
<td>2.49</td>
<td>0.08</td>
<td>9.7 x 10⁻¹²</td>
<td>0.002</td>
<td>1.558</td>
</tr>
<tr>
<td>PTn</td>
<td>GU3-7</td>
<td>2.35</td>
<td>0.40</td>
<td>3.9 x 10⁻⁰⁷</td>
<td>0.100</td>
<td>6.872</td>
</tr>
<tr>
<td>TSw1</td>
<td>G4-6</td>
<td>2.58</td>
<td>0.11</td>
<td>1.9 x 10⁻¹¹</td>
<td>0.080</td>
<td>1.798</td>
</tr>
<tr>
<td>TSw2</td>
<td>G4-6</td>
<td>2.58</td>
<td>0.11</td>
<td>1.9 x 10⁻¹¹</td>
<td>0.080</td>
<td>1.798</td>
</tr>
<tr>
<td>TSw3</td>
<td>GU3-11</td>
<td>2.38</td>
<td>0.07</td>
<td>1.5 x 10⁻¹²</td>
<td>0.080</td>
<td>2.058</td>
</tr>
<tr>
<td>CHnv</td>
<td>GU3-14</td>
<td>2.37</td>
<td>0.46</td>
<td>2.7 x 10⁻⁰⁷</td>
<td>0.041</td>
<td>3.872</td>
</tr>
<tr>
<td>CHnz</td>
<td>G4-11</td>
<td>2.23</td>
<td>0.28</td>
<td>2.0 x 10⁻¹¹</td>
<td>0.110</td>
<td>1.602</td>
</tr>
<tr>
<td>PPw</td>
<td>G4-18</td>
<td>2.59</td>
<td>0.24</td>
<td>4.5 x 10⁻⁰⁹</td>
<td>0.066</td>
<td>2.639</td>
</tr>
</tbody>
</table>

Fracture Properties*  

<table>
<thead>
<tr>
<th>Unit</th>
<th>Sample Code</th>
<th>Horizontal Stress (bars)</th>
<th>Fracture Aperture (microns)</th>
<th>Fracture Conductivity (10⁻⁸m/s)</th>
<th>Fracture Density (No./m³)</th>
<th>Fracture Porosity (10⁻⁵)</th>
<th>Fracture Compressibility (10⁻⁶/m)</th>
<th>Fracture Conductivity (10⁻⁸m/s)</th>
</tr>
</thead>
<tbody>
<tr>
<td>TCw</td>
<td>G4-2F</td>
<td>1.1</td>
<td>6.74</td>
<td>3.8</td>
<td>20</td>
<td>14.</td>
<td>132.</td>
<td>5.3</td>
</tr>
<tr>
<td>PTn</td>
<td>G4-3F</td>
<td>3.3</td>
<td>27.0</td>
<td>61.</td>
<td>1</td>
<td>2.7</td>
<td>19.</td>
<td>16.</td>
</tr>
<tr>
<td>TSw1</td>
<td>G4-2F</td>
<td>9.5</td>
<td>5.13</td>
<td>2.2</td>
<td>8</td>
<td>4.1</td>
<td>5.6</td>
<td>0.90</td>
</tr>
<tr>
<td>TSw2</td>
<td>G4-2F</td>
<td>21.9</td>
<td>4.55</td>
<td>1.7</td>
<td>40</td>
<td>18.</td>
<td>12.</td>
<td>3.1</td>
</tr>
<tr>
<td>TSw3</td>
<td>G4-2F</td>
<td>29.9</td>
<td>4.34</td>
<td>1.6</td>
<td>10</td>
<td>4.3</td>
<td>2.1</td>
<td>0.69</td>
</tr>
<tr>
<td>CHnv</td>
<td>G4-4F</td>
<td>34.3</td>
<td>15.5</td>
<td>20.</td>
<td>3</td>
<td>4.6</td>
<td>2.8</td>
<td>9.2</td>
</tr>
<tr>
<td>CHnz</td>
<td>G4-4F</td>
<td>34.3</td>
<td>15.5</td>
<td>20.</td>
<td>3</td>
<td>4.6</td>
<td>2.8</td>
<td>9.2</td>
</tr>
<tr>
<td>PPw</td>
<td>G4-2F</td>
<td>39.2</td>
<td>4.16</td>
<td>1.4</td>
<td>3</td>
<td>1.3</td>
<td>.5</td>
<td>0.64</td>
</tr>
</tbody>
</table>

Fracture saturation coefficients are S_r = 0.0395, α = 1.2851/m, and β = 4.23

<table>
<thead>
<tr>
<th>Unit</th>
<th>TCw</th>
<th>PTn</th>
<th>TSw1</th>
<th>TSw2</th>
<th>CHnv</th>
<th>CHnz</th>
<th>PPw</th>
</tr>
</thead>
<tbody>
<tr>
<td>Coefficient of consolidationb</td>
<td>6.2</td>
<td>82.</td>
<td>12.</td>
<td>5.8</td>
<td>5.8</td>
<td>39.</td>
<td>26.</td>
</tr>
<tr>
<td>(\alpha_{\text{bulk}}) (10⁻⁷m)</td>
<td>17.</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

The compressibility of water \(\beta_w\) is 9.8 x 10⁻⁷/m

Notes:  
- a) All matrix data in this section are from Peters et al. (1984).  
- b) The matrix saturated conductivity and the bulk matrix saturated conductivity \(K_{mb}\) are essentially the same because the factor that converts the matrix value to the bulk matrix value \((1-n_f)\) is nearly equal to 1.0  
- c) Unless noted otherwise, this fracture information is from Peters et al. (1984).  
- d) Horizontal stress assumed to be one-third the overburden weight, evaluated at average unit depth in USW G-4.  
- e) Based on the report by Scott et al. (1983).  
- f) Calculated as fracture volume (aperture times 1 square meter) times number of fractures per cubic meter.  
- g) This value of "\(K_{mb}\)" was obtained by multiplying the fracture conductivity by the fracture porosity.  
- h) Based on the report by Nimick et al. (1984).  
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The subscripts “m,b” and “f,b” on the conductivity variable K indicate that the matrix and fracture conductivities are bulk values for a unit volume of the fractured, porous media. These values may be estimated as the conductivity of the material times its relative volume in bulk material.

This functional dependence of the hydraulic conductivity on pressure head is very difficult to measure, especially when the matrix saturated conductivity may be less than $10^{-11}$ m/s. There are some methods being explored which may show promise (e.g., matrix testing methods described by Johnson et al. (1959)), and methods for fractures by Klavetter et al. (in preparation). However, for low conductivity tufts, work in this area is currently in the exploratory stage. For the present, the hydraulic conductivity will be calculated. A variety of methods is available (e.g., Brooks and Corey, 1966; Burdine, 1953; Mualem, 1976), and at present there is no indication whether any one of these is superior to the others for predicting the unsaturated hydraulic conductivity for a hard rock such as tuff or even whether any of these do an adequate job of prediction. Mualem’s method is currently being used because it gives results that are in the middle of those predicted by a variety of other methods. (See Appendix B for a comparison of Mualem’s method with other techniques.) This method has also been shown to yield better estimates of the unsaturated conductivity of a variety of unconsolidated materials than the other methods (Maulem, 1976). The hydraulic conductivity as a function of pressure head using the method of Mualem yields the following analytical expression when the saturation-curve fit of van Genuchten (Eq. 13) is used:

$$K(\psi) = K_s \left[ 1 + \left( \frac{|\alpha \psi|^{\frac{1}{m}}}{1 + |\alpha \psi|^b} \right) \right]^{\frac{1}{m}} \left[ 1 - \left( \frac{|\alpha \psi|^b}{1 + |\alpha \psi|^b} \right) \right]^{\frac{1}{m}}. $$

(15)

$K_s$ is the saturated conductivity, a parameter that can be measured fairly easily (Peters et al., 1984).

For convenience in discussion and labeling of figures, the mathematical terms in the left side of Eq. 14 are named as follows:

Matrix Sat.: $n_m \frac{\partial S_m}{\partial \psi}$  
(14a)

Fracture Sat.: $n_f \frac{\partial S_f}{\partial \psi}$  
(14b)

Water Comp.: $\beta \left( S_m n_m + S_f n_f \right)$  
(14c)

Bulk Rock Comp.: $\alpha_{bulk} \left( \frac{S_m n_m + S_f n_f}{n_m + n_f} \right)$

(14d)

Fracture Comp.: $\frac{\partial n_f}{\partial \sigma} \left[ \frac{(S_m n_m + S_f n_f)}{n_m + n_f} \right] (S_m - S_f)$

(14e)

The coefficients on the left side of Eq. 14 (referred to as “capacitance coefficients”) relate to the storage of water as “$\psi$” is varied. The first two terms on the left side (named “Matrix Sat.” and “Fracture Sat.”) correspond to the storage of water in the unit volume, resulting from saturation of the matrix and the fracture system. The second group (named “Water Comp.”) corresponds to the storage of water resulting from the compressibility of water contained in the fractured, porous media. The remainder on the left side (“Bulk Rock Comp.” and “Fracture Comp.”) represents the storage of water resulting from dilatation of the bulk rock. The term on the right side is proportional to the divergence of the total water flux moving through the unit volume.

The capacitance coefficients on the left side of Eq. 14 have a strong functional dependence on the pressure head $\psi$. Each group of terms from Eq. 14 has been plotted in Figures 7 through 14 for the hydrological units at Yucca Mountain. The labels used in the figures are defined above.

![Figure 7. Capacitance Coefficients for Unit TCw](image-url)
Figure 8. Capacitance Coefficients for Unit PTn

Figure 9. Capacitance Coefficients for Unit TSw1

Figure 10. Capacitance Coefficients for Unit TSw2

Figure 11. Capacitance Coefficients for Unit TSw3

Figure 12. Capacitance Coefficients for Unit CHnv

Figure 13. Capacitance Coefficients for Unit CHnz
In the compressibility terms "Bulk Rock Comp." and "Fracture Comp.", the terms containing $n_f$ were neglected because, under most conditions, $n_f$ is of the order of $10^{-5}$ (see Table 2 and Snow (1970)) and much smaller than $S_m$ or $S_f$. The values of the parameters that were used to produce Figures 7 through 14 are listed in Table 2 and are thought to be in the range of values at Yucca Mountain. One should note that the "Fracture Comp." term plotted in Figures 7 through 14 is subtracted from the sum of the other terms.

Inspection of these figures indicates some results that may not be entirely expected. The maximum value of the fracture-saturation coefficient for unit $T_{Sw2}$ is of the same order of magnitude as the maximum value of the matrix-saturation coefficient because the relatively small volume of the fractures is assumed to saturate over a very small change in pressure head. In Figures 7 through 14 it is the largest parameter in the pressure-head region between $-0.1$ and $-1.0$ meters. The matrix-saturation coefficient dominates over almost all of the rest of the pressure-head range except where the matrix is saturated or is at its residual saturation; it is generally at least two orders of magnitude larger than the value of the other coefficients. For pressure heads where both the fractures and matrix are totally saturated or both are nearing their residual saturation ($\psi$ greater than about $-0.01$ m and $\psi$ less than about $-10^4$ m), the major coefficients are the water compressibility and bulk rock compressibility (e.g., Figure 8), which account for storage of water resulting from the compressibility of water and from rock-mass deformation. The values for both coefficients near a pressure-head value of zero are probably reasonable. At large negative pressure heads, their values and even the assumptions used in deriving their functional form are in doubt. However, few hydrological problems of interest will be run at pressure heads where both the matrix and the fractures are desaturated.

The terms on the right side of Eq. 14 are also highly variable with the pressure head $\psi$ because of changes in the saturation of the matrix and the fractures. Figures 15 through 22 show the conductivity curves for a unit volume containing only "fracture material," a unit volume of matrix material, and a unit volume containing both materials for each of the hydrologic units. The last line represents the conductivity curve of the fractured, porous media ($K_{fh} + K_{m,h}$) where $K_{fh}$ is calculated as the fracture conductivity times the fracture porosity, and $K_{m,h}$ is calculated as the matrix conductivity times the quantity one minus the fracture porosity.
Figure 16. Conductivity Curve for Unit PTn

Figure 18. Conductivity Curve for Unit TSw2

Figure 17. Conductivity Curve for Unit TSw1

Figure 19. Conductivity Curve for Unit TSw3
The total-conductivity curves plotted in Figures 15 through 22 contain either one or two plateaus of fairly constant conductivity with rapidly changing conductivity in the remaining portions of the curve. Curves containing two plateaus result from units that have low matrix conductivity and relatively high fracture conductivity (e.g., units TSw2 and CHnz). Total-conductivity curves for these units are nearly constant at pressure-head values for which the fractures are saturated (> -1 m) and in the pressure-head range where the fractures are at their residual saturation but the matrix is still saturated (from about -1 m to the order of -10 to -100 m). In the regions where the saturation is changing, the conductivity changes very rapidly. Curves containing a single plateau result from units that have relatively low fracture conductivities and relatively high matrix conductivities (PTn, CHnv and PPw). The total conductivity is essentially that of the matrix over the entire range of pressure head; thus, the curve has a much simpler shape. The values of the parameters that were used to produce Figures 15 through 22 are listed in Table 2 and are based upon the best data available for Yucca Mountain.

Equation 14 may be solved numerically for the pressure head with values specified for the material properties (which are discussed above), boundary conditions (e.g., fluxes and pressure heads), and an initial condition. The individual fluxes in the matrix and fractures may then be calculated using an expression.
of the form of Eq. 2. The velocity used in transport equations may be calculated by dividing the flux by the area through which it is flowing.

\[ v_m = \bar{q}_m / [n_m (S_m - S_m^r)] \]
\[ = - \bar{K}_{mb} \cdot \nabla (\psi + z) / [n_m (S_m - S_m^r)] \]  
\[ (16) \]

\[ v_i = \bar{q}_i / [n_i (S_i - S_i^r)] \]
\[ = - \bar{K}_{ib} \cdot \nabla (\psi + z) / [n_i (S_i - S_i^r)] \]  
\[ (17) \]

\[ S_m^r \text{ and } S_i^r \text{ are, respectively, the residual saturations of the matrix and the fractures.} \]

The steady-state version of the flow equation is obtained by setting the left side of Eq. 14 to zero. This equation can be integrated to obtain the following form of Darcy’s law

\[ - [\bar{K}_{mh} + \bar{K}_{ib}] \cdot \nabla (\psi + z) = \bar{q}_m + \bar{q}_i = \bar{q}_{tot}. \]  
\[ (18) \]

Note that some terms in Eq. 14 and 18 may be summed, yielding Eq. 19 and 20, which are written in terms of a “composite-porosity” material.

\[ \rho \frac{\partial \psi}{\partial t} \left[ n_c \frac{\partial S_c}{\partial \psi} + \beta_n n_c S_c + \alpha_{tot} S_c^2 \right] \]
\[ = \nabla \cdot [\rho \bar{K}_{c} \cdot \nabla (\psi + z)] \]  
\[ (19) \]

\[ \bar{q}_i = - \bar{K}_i \cdot \nabla (\psi + z) \]  
\[ (20) \]

The subscript “c” refers to the composite-porosity material that is equivalent to the fractured, porous matrix system in terms of predicting the total fluxes and the pressure-head field. This model is informally referred to as a “composite-porosity” model. (The term containing the partial derivative of the fracture porosity with respect to the stress has been neglected because it has been shown previously in this paper to be small in comparison to the other terms.) The form of Eq. 19 is identical to that of Eq. 6. The coefficients are all defined in terms of quantities that can be experimentally measured.

\[ n_c \frac{\partial S_c}{\partial \psi} = n_m \frac{\partial S_m}{\partial \psi} + n_i \frac{\partial S_i}{\partial \psi} \]  
\[ (21) \]

\[ n_c S_c = \theta_c = S_m n_m + S_i n_i \]  
\[ (22) \]

\[ S_i = \theta_i / n_i = \theta_i / (n_m + n_i) \leq S_m \]  
\[ (23) \]

\[ \bar{K}_i = \bar{K}_{mh} + \bar{K}_{ib} \]  
\[ (24) \]

The definitions of the model terms in Eq. 22, 23, and 24 correspond exactly to the quantities that would be obtained from volume-averaging the properties of the fracture and matrix system. The definition in Eq. 21 differs slightly. The volume-averaged value \( n_c \frac{\partial S_c}{\partial \psi} \) approaches the composite-porosity definition in Eq. 21 as the compressibility of the matrix and fractures becomes small, compared with the derivative of the saturation of the matrix and fractures, a case that is approximately true at Yucca Mountain. (As previously discussed, we may neglect the two terms containing \( n_i \) in the bulk rock compressibility coefficient.)

With this derivation, a method has been formulated to estimate the hydrologic properties for an unsaturated, fractured porous material. The rock-mass properties as a function of pressure head can be determined by combining the contributions of the matrix and fractures using Eqs. 21 through 24. These parameters can, then, be used in Eq. 19 or 20, as desired, to calculate fluid flow in the composite medium.

The derivation presented above follows that of many other authors, as previously mentioned. Its main difference is the crucial assumption, based on information relevant to Yucca Mountain, that the pressure heads in the fractures and matrix are identical. If this assumption is made initially, Eq. 14 can be derived in an alternative manner assuming that the matrix pore system can be extended to include the “fracture pores.” This alternative derivation of Eq. 14 is the subject of the following section.

**Microscopic Derivation**

In this section, a different approach from that just presented is used to address the problem of predicting the hydrologic properties for an unsaturated rock mass. The main properties of interest are the hydraulic conductivity and saturation as a function of pressure head. A model will be derived here to predict these properties. Predictions of the models derived by the two approaches will be compared later. A comparison of the concepts behind the two approaches is made in this section, followed by the derivation of a model based upon a microscopic approach predicting the desired hydrologic properties for a system containing both porous rock and fractures.

The theoretical derivation in the previous section produces a model based upon a macroscopic approach that assumes that the fracture and matrix hydrologic properties used are statistically “representative” of a large volume of rock mass. The hydrologic parameters for the fractures and matrix are combined to estimate rock-mass properties for the composite material. In
Eq. 6 above, which is the equation of motion for a fluid in some porous system (which may contain both matrix and fractures), the hydrological parameters that must be determined are the saturation of the composite rock mass as a function of the pressure head, \( S_c(\psi) \) and the relative conductivity tensor for composite rock mass, \( K_c(\psi) \). (The subscript \( c \) indicates a composite medium that may contain both rock matrix and fractures.) Experimental results from a large number of samples combined with the assumption of a constitutive equation that describes the water movement characteristics in either the matrix system or the fracture system are used to determine a statistically representative set of hydrologic property values for each system. The hydrologic parameter values are, therefore, dependent upon the constitutive equation chosen to describe the flow characteristics. The hydrologic parameters so determined for the fractures and matrix are combined as postulated in the above model to represent the coefficients in the single equation, Eq. 19, for fluid motion in a composite material.

However, a microscopic approach, using the actual physical structure of the system of interest combined with fundamental theory of fluid flow in pores of a specific geometry, can also be used in determining relative conductivity and saturation values as a function of pressure head for the rock mass. In this approach, the contributions of the individual matrix pores and fractures for a volume of rock mass are combined to determine the hydrologic parameters for the composite rock material. Here, the fractures are treated as large “pores.” The hydrologic parameters can then be used in the desired constitutive equation to describe flow in a single continuum. The continuum consists of matrix and fractures, with the fractures assumed to be uniformly distributed throughout the rock-mass volume of interest. If the rock is assumed to be rigid, Richards’ equation, Eq. 1, may be used to calculate flow in an unsaturated medium. The equation would be written for the rock-mass continuum consisting of matrix and fractures, with hydrologic parameters required for the composite medium. One could also choose to include compressibilities of the water and rock in the constitutive equation for the composite medium. If terms that explicitly include fracture porosity are assumed to be insignificant because of the low magnitude when compared with the matrix porosity, Eq. 6 results. This section of the document will focus on the development of another method by which the necessary hydrologic parameters in Eq. 6 can be estimated for a fractured rock mass.

The previous derivation made the explicit assumption that the fracture and matrix pressure heads along a direction perpendicular to flow were equal; Eqs. 8 and 9 could then be combined to yield a single equation (Eq. 11) describing flow in a composite rock mass containing both matrix material and fractures. The microscopic approach sums the individual contributions of the matrix and fractures according to capillary bundle theory, implicitly assuming that the pressure heads in the “large fracture pores” and in the small matrix pores are equal along a direction perpendicular to flow. Using basic capillary theory (which predicts permeability characteristics from pore-opening sizes and calculates capillary pressures from a force balance on the liquid-vapor interface), the pore sizes of the matrix determine the contribution of the pores to saturation and relative hydraulic conductivity as a function of pressure head; the fracture aperture sizes determine the individual contribution of the fractures. The individual contributions are weighted by their incremental volume fraction (or porosity) for the representative elemental volume of rock mass. The values for saturation as a function of pressure head and relative hydraulic conductivity as a function of pressure head (or saturation), which are determined independently of the flow equation in which they are to be used, can then be applied in Eq. 19 to describe the movement of fluid in fractured, porous media. Thus, two different methods are available to evaluate the terms \( S_c(\psi) \) and \( K_c(\psi) \) in the fluid flow equation for a fractured rock mass.

Composite curves predicted by the two formulations will be compared later for the four stratigraphic units in the list below. All of the units in the list are above the water table at Yucca Mountain. The abbreviations in brackets are unit designations; the value in parentheses corresponds to the sample depth in drill hole USW G-4 on Yucca Mountain from which the matrix hydrologic properties were determined.

1) Tiva Canyon Welded unit [TCw] (43 ft),
2) Topopah Spring Welded unit [TSw2] (1158 ft),
3) Basal Vitrophyre of the Topopah Spring Welded unit [TSw3] (1299 ft), and
4) Calico Hills Nonwelded unit [CHnz] (1548 ft).

The data on pore-size distribution for tuff matrix samples were obtained from mercury-intrusion tests. A distribution of pore radii is obtained, along with the percent volume of the sample associated with each pore radius. The pore-size distribution of the matrix was inferred from mercury-intrusion measurements taken by Micromeritics Instrumentation Corp. (with a maximum mercury-intrusion pressure of 60,000 psi); the average, volume-based pore diameter for tuffs was determined to be generally less than 0.1 micrometers. Pore-size distributions for the matrix material for each of the four locations specified above are shown in
Figures 23 through 26. A frequency plot of incremental volume versus pore diameter was determined by mercury-intrusion testing for a matrix sample obtained from each of the four depths of drill hole USW G-4 noted above. (Note: Aberrations in pore-size distributions determined by mercury-intrusion testing are not uncommon. For example, the indication of pore volume above 10 micrometers in Figure 24 is considered by Micromeritics to possibly be an artifact of the experimental procedures; it corresponds to only approximately 2 percent of the total volume of mercury injected.) Mercury intrusion data are available for approximately 30 samples taken from various stratigraphic units in Yucca Mountain. For most samples, there is little or no pore volume for pore radii above 1–5 micrometers.

Because no field information is available on the general distribution of fracture aperture in the various stratigraphic units in Yucca Mountain, a lognormal distribution was assumed. Snow (1970) notes that many arguments indicate the suitability of a lognormal distribution for describing fracture-aperture frequencies in rock. He has studied joints in granite outcrop and found that mean apertures were distributed approximately lognormally and suggests that apertures are similarly distributed at depth. Sharp (1970) measured apertures in a single fracture in the laboratory. The data showed a lognormal form, with a truncated tail due to the small area available for sampling. The two-parameter lognormal distribution (Aitchison, 1953) is defined by

\[ f(b) = \left[ b(2\pi\sigma^2)^{1/2} \right]^{-1} \exp \left[ -\frac{(\ln b - \xi)^2}{2\sigma^2} \right], \]

where \( f(b) \) is the frequency of apertures between \( b \) and \( b + db \), \( \xi \) is defined by the logarithm of the mean aperture, and \( \sigma \) is defined by the variance. Neuzil and Tracy (1981) have indicated a range of parameters that may be appropriate for describing an aperture frequency distribution. Figure 27 shows examples of lognormal aperture distributions for several different values of the variance and a constant value of 25 micrometers for the mean aperture.

\[ \text{Pore Diameter (\mu m)} \]

\[ \text{Incremental Intrusion Volume (m}^3/\text{gram of solid)} \]

Drill Hole USW G-4, 43 ft.

\[ \text{Figure 23. Incremental Mercury-Intrusion Volume Versus Pore Diameter for a Matrix Sample From Unit TCw} \]
Figure 24. Incremental Mercury-Intrusion Volume Versus Pore Diameter for a Matrix Sample From Unit TSw2

Figure 25. Incremental Mercury-Intrusion Volume Versus Pore Diameter for a Matrix Sample From Unit TSw3
For the four comparison cases studied in this section, a fracture aperture value of 25 micrometers was chosen as the mean aperture. The average equivalent hydraulic apertures in Table 2 are in the range of 4–27 micrometers. However, these values take into account the tortuosity of the fractures, both microscopic (surface topology) and macroscopic. (Tortuosity may be simply defined as the ratio of the actual length of the flow path to the straight-line length of the flow path.) Barton et al. (1983) noted that in this range of apertures, the physical aperture dimension is on the order of 2–7 times the equivalent hydraulic aperture. Because the effects of tortuosity of the pores are included in the calculation of the relative conductivity curve for the composite pore-size distribution, the tortuosity effect inherent in the equivalent hydraulic aperture was removed. Thus, an average value of 25 micrometers was used for the mean physical aperture. A variance of 0.3 was arbitrarily chosen, because it seemed to approximate the variance of the fracture relative conductivity curve assumed in the previous approach, and no other information is currently available for the distribution of fracture apertures in the various stratigraphic units at Yucca Mountain. It will be shown later that fracture hydrologic characteristics do not appear to be sensitive to the value of the variance chosen.

The above information on the aperture and pore size distributions is combined with estimates of fracture porosities to yield a rock mass, “pore”-size distribution that includes both the matrix and fracture structural characteristics. For this study, based upon available laboratory and field data for tuff, fracture apertures were assumed to be in the range of 1–100 micrometers. The individual distributions were linearly weighted with their respective matrix and fracture porosities to create the cumulative, normalized volume distribution as a function of pore diameter (or radius). For example, for a fracture porosity of 10 percent the pores with apertures in the range of 1–100 micrometers will comprise 10 percent of the total rock mass volume. The term “pore” here will refer to either a matrix interstitial opening or a fracture opening. Tortuosity distributions for the resulting pore size distributions were assumed, with the

**Figure 26.** Incremental Mercury-Intrusion Volume Versus Pore Diameter for a Matrix Sample From Unit CHnz

**Figure 27.** Lognormal Distributions With a Mean Aperture of 25 Microns and Different Variances
tortuosity of a pore decreasing with increasing pore aperture or radius.

The composite, pore-size distribution for the rock mass was used to calculate the saturation values as a function of pressure head based upon capillary-bundle theory (e.g., see Hillel, 1982). The one-dimensional relative hydraulic conductivity values as a function of pressure head were also calculated using capillary theory (Burdine, 1953).

The pressure head (negative suction head) corresponding to a particular pore radius or saturation can be determined from a momentum balance, equating the forces acting upon the fluid interface. (The force up due to surface tension effects is equal to the weight of the fluid down, at equilibrium conditions.) For a circular pore, the pressure head, \( \psi \), is given by

\[
\psi = \frac{2\gamma \cos \phi}{\nu g r}, \tag{26}
\]

where \( \gamma \) is the surface tension between the solid and fluid, \( \phi \) is the contact angle between the solid and fluid, \( g \) is the acceleration due to gravity, and \( r \) is the pore radius. For the pore sizes corresponding to fracture apertures, the size of the fracture aperture was used in the above equation to calculate pressure head instead of the pore radii, since fracture openings are rectangular rather than circular.

Therefore, a particular pore radius can be calculated from a mercury-intrusion pressure. The volume of mercury intruded at that pressure can be converted to a mercury saturation. The water pressure head corresponding to a particular mercury-intrusion pressure (and pore radius) can be calculated using Eq. 26 for both mercury and water, yielding the equation to convert data on mercury intrusion pressure into equivalent water pressure head.

\[
\psi_w = -\frac{P_{Hg}}{\rho_w g} \frac{\gamma_w \cos \phi_w}{\gamma_{Hg} \cos \phi_{Hg}} \tag{27}
\]

The subscripts "w" and "Hg" refer to water and mercury, respectively. The specific values used for surface tension and contact angle values were estimates based upon information contained in a variety of sources (e.g., Hillel, 1982) and are listed below.

\[
\begin{align*}
\gamma_w &= 0.072 \text{ N/m} \\
\phi_w &= 15 \text{ degrees} \\
\gamma_{Hg} &= 0.484 \text{ N/m} \\
\phi_{Hg} &= 130 \text{ degrees}
\end{align*}
\]

The water saturation corresponding to this adjusted water pressure head is 1 minus the mercury saturation at a particular pore radius determined from the intrusion tests. Thus, at zero pressure, no mercury has intruded into the pore volume, the mercury saturation is zero, and the corresponding water saturation is one. At the maximum recorded mercury pressure, corresponding to about \(-10,000 \) m of water, the mercury content in the pore volume is a maximum and the mercury saturation is assumed to be 100 percent, with a corresponding water saturation of zero.

Although fracture apertures are large in comparison to the pore radii, the fracture system has an extremely low porosity (volume) in comparison to the matrix porosity. Thus, the fracture system has a negligible effect on the saturation-versus-pressure-head curve calculated for the matrix-fracture system. Therefore, saturation as a function of pressure head values for the composite rock mass may be reliably estimated by saturation as a function of pressure head values measured for the matrix alone. The relative hydraulic conductivity curve is much more sensitive to the effects of fractures and is, therefore, more applicable to the comparison of the microscopic model for a composite rock material to the macroscopic model presented in the previous section.

The wetting-phase, relative hydraulic conductivity curve can be calculated using the method of Burdine (1953). Burdine used capillary theory, along with assumptions on the effects of tortuosity of the pores on fluid flow, to formulate an equation to calculate wetting-phase relative hydraulic conductivity as a function of saturation and of pore size. The theoretical permeability of a circular capillary tube is proportional to the square of its radius. The pressure head associated with a particular saturation can again be determined from capillary theory by relating a pore size to its pore entry pressure, as noted by Eq. 26. Burdine's contribution consisted primarily of his treatment of the tortuosity distribution. A simplified formulation of Burdine's equation follows. Both the relative permeability and relative hydraulic conductivity are ratios that go from 0 to 1 and are identical at any chosen saturation. The equation is put in terms of relative hydraulic conductivity for convenience:

\[
K_{rel} = \frac{n_{rel} \sum v(r_i) r_i^2}{8k_s \sum \frac{\chi_i^2}{\chi_x}} \tag{28}
\]

where \( K_{rel} \) is the wetting-phase, relative hydraulic conductivity (dimensionless), \( k_s \) is the saturated liquid permeability \((\text{m}^2)\), \( r \) is the pore entry radius \((\text{m})\), \( v(r) \) is the incremental volume fraction \((\text{m}^3/\text{m}^2)\), \( n_{rel} \) is the porosity, and \( \chi_x \) is the tortuosity factor of the wetting phase.
It should be remembered that capillary theory and the results of this study assume that the liquid is at a steady-state or nearly steady-state condition and that laminar flow prevails throughout the system. Because of the extremely low water fluxes present in Yucca Mountain, it is assumed that the results presented here are applicable.

Burdine suggests that the tortuosity factor for the wetting phase is different from that for the non-wetting phase. Burdine defines the tortuosity factor for the wetting phase as the ratio of a general tortuosity factor for the sample to the tortuosity ratio for the wetting phase. He further postulates this tortuosity ratio for the wetting phase, \( \chi_{r,w} \), to be

\[ \chi_{r,w} = \frac{(S_w - S_{w,r})}{(1 - S_{w,r})}, \]  

where \( S_w \) is the saturation of the wetting phase and \( S_{w,r} \) is the irreducible, or residual, saturation of the wetting phase.

Rose (1949) and Wheeler (1955), among others, have suggested that the tortuosity factor for a sample is actually represented by a distribution of tortuosity factors, dependent upon the radius of the pore. Both postulated an exponential form for this distribution, in which the tortuosity decreases with increasing pore size. The exponential function suggested by Rose for a sandstone was used here in the absence of any other information. Tortuosity distributions for tuff samples, as for any other real material, must be determined experimentally. The exponential distribution function used by Rose for sandstone is given by (with the pore radius in micrometers)

\[ \chi(r) = A \exp(-Br) + C. \]  

The parameter \( B \) appears to be related to how rapidly the cumulative pore volume changes with pore radius. \( C \) is related to the tortuosity of the larger pores (fractures), or more properly the surface roughness characteristics that give rise to the difference between the physical fracture aperture and the effective, hydraulic aperture. The sum of \( A \) plus \( C \) is related to the maximum tortuosity of the smallest pore size.

Because the tortuosity factor, or distribution, of the wetting phase, \( \chi_w \), in Eq. 28 is the ratio of the general tortuosity factor (defined, for example, by Eq. 30) to the tortuosity ratio for the wetting phase (defined by Eq. 29), Eqs. 29 and 30 can be substituted into Eq. 28 to yield the following expression for the wetting-phase, relative conductivity curve

\[ K_{rel} = n_{tet} \sum_{i=0}^{n_{tet}} \frac{(S_w - S_{w,r})^2}{8k_w (1 - S_{w,r})^2 \left[ A \exp(-Br) + C \right]^2}. \]

The relative hydraulic conductivity, as well as the saturation, can thus be calculated as a function of pressure head for the unsaturated rock mass using only information on the physical characteristics of the porous matrix and the fractures. These characteristics are used, along with the theoretical considerations presented here, to determine the contributions of the pores and the fractures to the overall rock-mass hydrologic properties. These hydrologic properties are used in Eq. 19 or Eq. 20 to describe fluid flow in the fractured, porous media.

**Results and Discussion**

Both model approaches calculate hydrologic parameters for an unsaturated, fractured rock mass. These hydrologic parameters are used in a fluid flow equation such as Eqs. 19 or 20. The two approaches use the important assumption that the difference between the pressure head in the matrix and that in the fractures is negligible in a plane perpendicular to flow. Both approaches also assume that representative data are available for the volume of rock mass of interest (i.e., that an REV, representative element of volume, exists). Capillary theory is assumed to apply, which means that laminar flow exists and that fracture apertures are not too large for capillary pressure to have meaning. Additionally, for the microscopic approach, a lognormal aperture distribution is assumed. Justification for this assumption, as well as the rationale for the choice of mean aperture, was given earlier. Figure 28 shows the insensitivity of the fracture relative conductivity curve to the choice of the variance used in the lognormal distribution.
A comparison is made here of predictions of the methods derived in the two approaches to calculate the hydrologic parameters used in those equations describing unsaturated flow in a fractured, porous medium. The comparison was made using hydrologic properties and information available from four stratigraphic units above the water table at Yucca Mountain. Depending upon the water flux through each of these fractured units, water may be moving through just the matrix or through both the matrix and fractures.

As stated previously, because of the low fracture porosity considered to exist at Yucca Mountain, the relationship between fracture saturation and pressure head has a negligible effect on the relationship between rock-mass saturation and pressure head. Fracture porosities are generally on the order of $10^{-1}$ to $10^{-5}$ or less in consolidated rock systems (Snow, 1970), and the contribution of fractures to the total void volume is not generally significant. Therefore, the composite saturation versus pressure-head curve for a fractured rock mass is essentially identical to the curve for the matrix; the two models are not compared for this parameter.

The relative hydraulic conductivities for the matrix and fractures specified in Eq. 24, using the macroscopic approach, are calculated using Eq. 15 with appropriate values of $\alpha$, $\beta$, and $K_r$. The values of the parameters used in Eq. 15 for the four cases specified were taken from Peters et al. (1984) and are listed in Table 3, along with the matrix and fracture porosities. The pore size distributions used for the matrix were shown in Figures 23 through 26. Constant values of 25 micrometers and 0.3 were used in the lognormal aperture distribution for the mean aperture and variance, respectively.

The comparisons of the composite hydraulic conductivity curves for each unit are shown in Figures 29 through 32. The hydraulic conductivity (equal to the relative hydraulic conductivity times the hydraulic conductivity at saturation) was plotted rather than the relative hydraulic conductivity to indicate the large range of values of the hydraulic conductivity. The curves are not only qualitatively the same, but are, in general, quantitatively similar. The pressure head at which the fracture effects become significant matches well between the two formulation methods. The general shape of those portions of the curves dominated by either fracture (high conductivity) or matrix (low conductivity) characteristics matches very well for the results of the two approaches. Because both methods yield approximately the same relationships for saturation and relative conductivity as a function of pressure head, both models will predict essentially the same flux values at the same conditions.

The composite relative conductivity curves, as calculated using the macroscopic approach to a composite-porosity model (Eq. 24), are compared with the composite relative conductivity curves calculated from Eq. 31, using the pore-size distribution data of the matrix and the assumed lognormal aperture distribution for the fractures. Composite curves predicted by the two formulations were compared for core samples from the following four stratigraphic units. These units are found in the unsaturated zone at Yucca Mountain.

1) Tiva Canyon Welded unit (TCw)
2) Topopah Spring Welded unit, lithophysae poor (TSw2)
3) Basal Vitrophyre of the Topopah Spring Welded unit (TSw3)
4) Calico Hills Nonwelded unit (CHnz)

The relative hydraulic conductivities for the matrix and fractures specified in Eq. 24, using the macroscopic approach, are calculated using Eq. 15 with appropriate values of $\alpha$, $\beta$, and $K_r$. The values of the parameters used in Eq. 15 for the four cases specified were taken from Peters et al. (1984) and are listed in Table 3, along with the matrix and fracture porosities. The pore size distributions used for the matrix were shown in Figures 23 through 26. Constant values of 25 micrometers and 0.3 were used in the lognormal aperture distribution for the mean aperture and variance, respectively.

The comparisons of the composite hydraulic conductivity curves for each unit are shown in Figures 29 through 32. The hydraulic conductivity (equal to the relative hydraulic conductivity times the hydraulic conductivity at saturation) was plotted rather than the relative hydraulic conductivity to indicate the large range of values of the hydraulic conductivity. The curves are not only qualitatively the same, but are, in general, quantitatively similar. The pressure head at which the fracture effects become significant matches well between the two formulation methods. The general shape of those portions of the curves dominated by either fracture (high conductivity) or matrix (low conductivity) characteristics matches very well for the results of the two approaches. Because both methods yield approximately the same relationships for saturation and relative conductivity as a function of pressure head, both models will predict essentially the same flux values at the same conditions.
Figure 29. Hydraulic Conductivity Comparison for Rock Mass Material of Unit TCw

Figure 30. Hydraulic Conductivity Comparison for Rock Mass Material of Unit TSw2

Figure 31. Hydraulic Conductivity Comparison for Rock Mass Material of Unit TSw3

Figure 32. Hydraulic Conductivity Comparison for Rock Mass Material of Unit CHnz
The good quantitative agreement between the results of the two formulations was aided by adjusting the values of A and C in Eq. 30 for the four different samples compared. A constant value of 0.4 was suggested by Rose (1949) for sandstone for the parameter B and was used in the absence of other information. The values of A and C used for the four comparisons are shown in Table 3. Tortuosity factors for porous matrix materials such as sandstones and reaction catalysts are generally in the range of ~1 to 10, (Froment and Bischoff, 1979) although the magnitude of the pore sizes and the mean pore radii of tuffs are much smaller than those of sandstones or catalysts and larger tortuosity factors might be expected. However, no definitive interpretations about the tortuosity distributions for tuff should be made from such a small sampling of results because of the complexities involved with the concept of tortuosity. Lumped into the tortuosity are such parameters as pore length distributions, pore shape, and connectivity between pores of different radii. The tortuosity distribution parameters should be experimentally determined for each porous medium of interest. No information is available for tuffs; therefore, parameters were used that provided a reasonable quantitative fit. The purpose of this comparison was not to determine tortuosity parameters but to qualitatively compare the two formulation methods for determining a rock-mass relative hydraulic conductivity curve. The constants A, B, and C used in Eq. 30 affect the magnitude of the calculated relative hydraulic conductivities at any particular saturation or pressure head but have little effect on the shape of the resulting curve. The selection of these tortuosity parameters does not affect the qualitative comparison of the curves.

The good qualitative and quantitative comparison of the two methods for calculation of a relative conductivity curve for a rock mass adds confidence to the validity of the macroscopic model assumptions presented in the first model derivation. The microscopic method presented here for the calculation of the curves is based upon available physical data on the structural characteristics and properties of the matrix and fractures and compares favorably to the macroscopic formulation presented. As more laboratory and field data become available on the distribution of fracture apertures and fracture porosities in the stratigraphic units of Yucca Mountain, these composite relative conductivity curves can be modified to provide a better representation of the physical system. However, the microscopic approach requires a large amount of detail on the structure of both the matrix and the fractures, which can be, and generally is, extremely complicated and difficult to define confidently. Since both methods yield similar results and the first approach does not require this specific structural information, the macroscopic model is being used in current NNWSI performance assessment calculations. To estimate rock-mass properties with this approach, matrix and fracture porosities are required, as well as representative curves for the unsaturated hydrologic properties of the matrix and fractures. When data on fracture spacing are available, they can be used together with the assumed aperture distribution to estimate the fracture porosity. Because of the scarcity of information on the unsaturated hydrologic characteristics of fractures, the method outlined in this report to estimate the characteristic curves for fractures, assuming a lognormal distribution of fracture apertures and using capillary theory, is suggested as a first approximation.

**Table 3. Property Values Used in Model Comparison**

<table>
<thead>
<tr>
<th>Sample Depth Drill Hole in USW G-4 (ft)</th>
<th>(Fitting Parameters for Matrix Used in Eq. 15*)</th>
<th>Parameters in Lognormal Distribution (Eq. 25)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>α (1/m) β Sf nmo nrt</td>
<td>K_m (m/s) A B C bmax (μm) σ</td>
</tr>
<tr>
<td>43</td>
<td>0.00821 1.558 0.002 0.08 9.0 × 10^-5</td>
<td>9.7 × 10^-17 2.0 0.4 3.0 25 0.3</td>
</tr>
<tr>
<td>1158</td>
<td>0.00567 1.798 0.080 0.11 1.5 × 10^-4</td>
<td>1.9 × 10^-11 10.5 0.4 3.5 25 0.3</td>
</tr>
<tr>
<td>1299</td>
<td>0.00419 1.622 0.053 0.09 1.5 × 10^-4</td>
<td>4.5 × 10^-10 1.2 0.4 3.2 25 0.3</td>
</tr>
<tr>
<td>1548</td>
<td>0.00308 1.602 0.110 0.28 3.6 × 10^-4</td>
<td>2.0 × 10^-10 9.0 0.4 1.6 25 0.3</td>
</tr>
</tbody>
</table>

*The fitting parameters used in Eq. 15 for the fractures were kept constant for all cases, with only K_m varied. The parameters are: α = 1.2851 m^-1, β = 4.23, S_f = 0.0395.
Summary

The proposed repository zone at the Yucca Mountain site is in the unsaturated zone. The unsaturated zone contains tuffs that have both high- and low-conductivity matrix material and high- and low-fracture densities. Hydrologic calculations using models that explicitly include the fractures are not feasible because a very large number of fractures ($\sim 10^{10}$) would be contained in a site-scale problem. A continuum approach to calculating water flow in the fractured media at Yucca Mountain was developed. The major assumption in this development was that the pressure head in the fractures and the matrix are identical in a direction perpendicular to flow. Calculations of small-scale problems that explicitly include the fractures show that this assumption is correct at Yucca Mountain. Evaluation of the coefficients in the fluid continuity equation using both macroscopic and microscopic approaches yields qualitatively and quantitatively similar results. The macroscopic approach is easily implemented if information on matrix and fracture porosities and representative curves for the unsaturated hydrologic properties of the matrix and fractures is available. Data for matrix properties are becoming available, and hydrologic data for fractures are expected as research in this field progresses. Until measurements of the characteristic curves of fractures have been made, assumptions must be made to estimate the shape of the curves. The approach presented in this report, which can be used as an initial approximation, is based upon capillary theory along with the assumption of a lognormal, fracture-aperture distribution. This macroscopic approach is, therefore, being used in current computer code calculations for which it is required to model hydrologic flow in a large volume of rock mass containing both matrix and fractures.
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APPENDIX A

Derivation of the Flow Equation

This appendix presents the full derivation of the macroscopic flow equation (Eq. 14 in the main body of the report). It shows how the assumptions concerning the relative importance of physical properties, processes, etc., are implemented mathematically. These assumptions are discussed in more detail in the main body of the report.

Many authors have discussed the dual-porosity approach to modeling fractured, porous media including personnel in the petroleum industry (Warren and Root, 1963; Odeh, 1965; Gringarten and Ramey, 1974) and those involved in hydrogeology (Barenblatt et al., 1960; Duguid and Lee, 1973). The following derivation draws upon the work just cited, especially that of Duguid and Lee. The fluid continuity equations in a dual-porosity equivalent continuum can be expressed as follows:

\[
\frac{\partial (\rho S_m n_m)}{\partial t} + \nabla \cdot (\rho \mathbf{q}_m) + \nabla \cdot (\rho S_m n_m \nabla) + \Gamma = 0 ,
\]

\[
\frac{\partial (\rho S_f n_f)}{\partial t} + \nabla \cdot (\rho \mathbf{q}_f) + \nabla \cdot (\rho S_f n_f \nabla) - \Gamma = 0 ,
\]

The subscripts "m" and "f" refer to the matrix and fractures, respectively. The equations are identical in form to that of Eq. 1 except that they include a term \( r \) for the transfer of fluid from the fracture system to the matrix. Many authors (e.g., Barenblatt, 1960) calculate the transfer of flux between the two systems as

\[
r = \omega (\psi_1 - \psi_m) .
\]

The value of the transfer coefficient \( \omega \) is difficult to determine experimentally, and estimates usually vary over many orders of magnitude.

Equations 8 and 9 may be added together, yielding a single equation in the two unknowns \( \psi_m \) and \( \psi_f \). Thus, we need a second equation or condition concerning the linkage between \( \psi_m \) and \( \psi_f \) to solve for the flow field in a fractured, porous medium. Calculations by Travis et al. (1984) and by Martinez (in preparation) indicate that periodic injections of water into the surface of Yucca Mountain above the main body of the repository region are not likely to penetrate the fractures to great depth and so the flux at depth is a slowly varying function of time (Wang and Narasimhan, in preparation). Calculations by Wang and Narasimhan (1985) indicate that in a drainage situation (or its equivalent, slow saturation), the fractures and matrix, along a direction perpendicular to flow have nearly identical pressure heads. Thus, except near the surface (where the fracture aperture is large) and near large-scale features (e.g., fault zones), it may be reasonable to assume that the pressure head in the fracture system is equal to that in the matrix. This topic is discussed in more detail in the main body of the report.

Summing Eqs. 8 and 9, setting equal \( \psi_m \) to \( \psi_f \), and calling this pressure head simply \( \psi \) yields the following:

\[
\frac{\partial [\rho (S_m n_m + S_f n_f)]}{\partial t} + \nabla \cdot \rho (\mathbf{q}_m + \mathbf{q}_f) + \nabla \cdot \rho (S_m n_m \nabla) - \Gamma = 0
\]

Equation 11 may be expanded to begin evaluating the terms.

\[
\rho \frac{\partial \psi}{\partial t} \left[ \frac{\partial S_m}{\partial \psi} + \frac{\partial S_f}{\partial \psi} \right] + \frac{1}{\rho} \frac{\partial \rho}{\partial \psi} (S_m n_m + S_f n_f)
\]

\[
+ \nabla \cdot \rho (\mathbf{q}_m + \mathbf{q}_f)
\]

\[
+ \nabla \cdot \rho (S_m n_m + S_f n_f) = 0
\]

The discussion of the terms in Eq. 12 will proceed from left to right. The first set of terms (terms containing \( \partial S / \partial \psi \)) represents the storage of water in the unit volume via a change in saturation of the matrix and the fracture system. The matrix saturation and its partial derivative with respect to pressure can be experimentally determined in a variety of ways. These are discussed in the main body of the report.

The second term in Eq. 12 (multiplied by \( 1/\rho \partial \rho / \partial \psi \)) represents the storage of water in the unit
The quantity \( \frac{1}{\rho} \frac{\partial \rho}{\partial \psi} \) is proportional to the water compressibility and is relatively constant. It will be denoted as \( \beta_w \).

The third set of terms in Eq. 12 (terms containing \( S \frac{\partial S_t}{\partial t} \)) represents the storage of water in the unit volume due to the net expansion of the matrix pores and the fracture apertures.

The fourth term (terms containing \( \bar{q} \)) represents the net change in flux of water which is withdrawn from the unit volume. The final two terms (terms containing \( V \)) represent the movement of water out of the unit volume due to movement of the rock mass (e.g., compaction).

The continuity equation for the matrix grains can be applied to begin evaluation of terms in Eq. 12 concerned with compaction and movement of the rock mass.

\[
\frac{\partial (1 - n_m - n_f)}{\partial t} + \nabla \cdot (1 - n_m - n_f) \vec{V} = 0 \quad (A.1)
\]

Simplification of Eq. A.1 and rearrangement of terms yields the following:

\[
\frac{\partial n_m}{\partial t} + n_m \nabla \cdot \vec{V} = \nabla \cdot \vec{V} - \nabla \cdot (n_m + n_f)
\]

Collecting only those terms from Eq. 12 involving the deformation of the rock mass, moving them to the right side of the equation, and substituting the definition of \( \beta_w \) yields

\[
\frac{\partial \psi}{\partial t} \left\{ n_m \frac{\partial S_m}{\partial \psi} + n_f \frac{\partial S_t}{\partial \psi} + \beta_w (S_m n_m + S_f n_f) \right\} + \nabla \cdot \rho \left[ \vec{q}_m + \vec{q}_f \right]
\]

\[
= - \rho \left[ S_m \left( \frac{\partial n_m}{\partial t} + n_m \nabla \cdot \vec{V} \right) + S_f \left( \frac{\partial n_f}{\partial t} + n_f \nabla \cdot \vec{V} \right) \right] - \nabla \cdot \vec{V} \left[ \rho (S_m n_m + S_f n_f) \right]. \quad (A.3)
\]

Substituting the right side of Eq. A.2 into the right side of Eq. A.3 yields the following expression for the right side of Eq. A.3:

\[
- \rho \left\{ S_m \left[ \nabla \cdot \vec{V} - \vec{V} \cdot \nabla (n_m + n_f) - \frac{\partial n_t}{\partial t} \right] - n_t \nabla \cdot \vec{V} \right\} + S_f \left[ \frac{\partial n_t}{\partial t} + n_t \nabla \cdot \vec{V} \right] - \vec{V} \cdot \nabla \left[ \rho (S_m n_m + S_f n_f) \right]. \quad (A.4)
\]

Collecting terms and neglecting the term \( \nabla \cdot [n_m \nabla (\rho S_m) + n_f \nabla (\rho S_f)] \) as a higher-order effect, we obtain the following expression for A.4.

\[
- \nabla \cdot \vec{V} \left[ \rho (S_m - n_t (S_m - S_f)) \right] + \rho \frac{\partial n_t}{\partial t} (S_t - S_m). \quad (A.5)
\]

If the three-dimensional bulk-rock consolidation equation is integrated and if the displacement is assumed to be vertical, the term \( \nabla \cdot \vec{V} \) may be evaluated as follows (see Reeves and Duguid (1975) for further discussion of the consolidation equation):

\[
\nabla \cdot \vec{V} = \alpha_{bulk} \frac{\partial \sigma'}{\partial t} = \alpha_{bulk} \frac{\partial \psi}{\partial t} \left( \frac{n_m S_m + n_f S_f}{n_m + n_f} \right), \quad (A.6)
\]

where we have assumed that a unit change in the quantity “total saturation times the pressure head at a point” cause a unit change in the local stress field (see McTigue, Wilson, and Nunziato (1984)). The “total saturation” is defined as the term in parentheses in Eq. A.6, i.e., sum of the water contents of the fracture system and the matrix divided by the sum of the porosities of the fracture system and the matrix. The quantity \( \alpha_{bulk} \) is defined in bulk rock properties as:

\[
\alpha_{bulk} = \frac{(1+\nu)(1-2\nu)}{E(1-\nu)} \quad (7)
\]

where \( E \) is the modulus of deformation and \( \nu \) is Poisson’s ratio.
Expression A.5 may be rewritten using Eq. A.6 as follows:

\[ dt \left[ \alpha_{\text{bulk}} \left( \frac{S_m n_m + S_f n_f}{n_m + n_f} \right) \right] \left[ S_m - n_f (S_m - S_f) \right] \]

where the previously assumed relationship between stress and pressure head has been applied to evaluate the quantity \( \frac{\partial S}{\partial \sigma} \). The term \( \frac{\partial n}{\partial \sigma'} \) can be determined by experimentally measuring the closure of a fracture (e.g., Peters et al. (1984)).

The final terms to be evaluated are specific discharge in the fracture system and the matrix, which may be assumed to be Darcian, especially if the total downward flux at Yucca Mountain is of the order of 1 mm/year or less (DOE, 1984).

\[ q_m = - K_{m,b} \cdot \nabla (\psi + z) \quad (A.8) \]

\[ q_f = - K_{f,b} \cdot \nabla (\psi + z) \quad (A.9) \]

The subscripts "m,b" and "f,b" indicate that the matrix and fracture conductivities are bulk values for a unit volume of the fractured, porous media. These values may be estimated as the conductivity for the material times its relative volume in bulk material.

Eqs. A.7, A.8, and A.9 may be substituted into Eq. A.3, which then may be rearranged to move all terms except the specific discharge term to the left of the equation, yielding the following expression.

\[ \rho \frac{\partial \psi}{\partial t} \left( \frac{n_m \frac{\partial S_m}{\partial \psi} + n_f \frac{\partial S_f}{\partial \psi}}{n_m + n_f} \right) + \beta_m \left( S_m n_m + S_f n_f \right) \]

\[ + \alpha_{\text{bulk}} \left( \frac{(S_m n_m + S_f n_f)}{n_m + n_f} \right) \left( S_m - n_f (S_m - S_f) \right) \]

\[ - \frac{\partial n}{\partial \sigma'} \left( \frac{(S_m n_m + S_f n_f)}{n_m + n_f} \right) \left( S_m - S_f \right) \]

\[ = \nabla \cdot \left[ \rho (K_{m,b} + K_{f,b}) \cdot \nabla (\psi + z) \right]. \quad (14) \]

This is the result presented in the main body of the report.

The terms in Eq. 14 may be put into four groups representing distinct physical processes. These include

1) a group that represents the storage of water in the unit volume resulting from saturation of the matrix and the fracture system [terms containing \( n \frac{\partial S}{\partial \psi} \)],

2) a group that represents the storage resulting from the compressibility of water contained in the fractured, porous media [the term multiplied by \( \beta_m \)],

3) a group that represents the storage resulting from dilation of the bulk rock [the remainder of the left side of Eq. 14], and

4) a group that represents the divergence of the total water flux moving through the unit volume [the terms on the right side of Eq. 14].
APPENDIX B

Comparison of Several Models of Relative Hydraulic Conductivity

Calculations for characterizing water movement in an unsaturated medium require knowledge of the medium's ability to transmit water under different saturation (or pressure head) conditions. It is necessary to know the magnitude of the matrix relative hydraulic conductivities as a function of saturation. It is also important to know the general shape of the matrix conductivity curve and its relationship to the relative conductivity curves for fractures. The matrix relative conductivities can be experimentally measured; however, these measurements are difficult (especially when the saturated conductivities are $10^{-10}$ m/s or lower), and no experimental data are yet available. Current calculations, using codes such as TOSPAC (Total Systems Performance Assessment Code) (Dudley et al., in preparation) and NORIA (Bixler et al., 1985), compute relative conductivities on the basis of theoretical considerations and data describing saturation versus pressure-head (i.e., the method developed by Mualem, 1976). There are a variety of formulations that may be used to compute relative hydraulic conductivities as a function of saturation or pressure head. The method of Mualem is used because of its success in predicting relative conductivity curves for a number of soils and also because no other method has been shown to have a distinct advantage in accurately predicting hydraulic conductivities in unsaturated, consolidated rocks, such as tuff. The purpose of this appendix is to compare various models used to predict matrix relative conductivities with the currently used Mualem model in order to determine the relative consistency of predictions between the models.

The models used for predicting hydraulic conductivities can be split into two general groups (Mualem, 1976). The first is based upon a generalization of Kozeny's (Kozeny, 1933) approach for saturated and unsaturated porous media, whereby the relative conductivity is a power function of the effective saturation. The formulation of Brooks and Corey is representative of this group with the exponent dependent upon the pore structure of the medium under consideration. The Brooks-Corey formulation (Brooks and Corey, 1966) for the wetting phase relative conductivity is given by:

$$K_{rel} = K(S)/K_{sat} = (S_{eff})^\epsilon = \left(\frac{S-S_r}{1-S_r}\right)^\epsilon$$

(B.1)

$K_{rel}$ is the relative hydraulic conductivity, $K(S)$ is the hydraulic conductivity at saturation $S$, $K_{sat}$ is the saturated hydraulic conductivity, $S_{eff}$ is termed the effective saturation, $S_r$ is the residual saturation, and $\epsilon$ is the Brooks-Corey constant.

Various values of the exponent $\epsilon$ have been suggested, generally ranging from 3-4 for soils. For a consolidated material such as tuff, which often has a narrow pore size distribution, the exponent may be greater.

The second group of models makes use of the capillary pressure (negative suction) head-water content curve to derive the unsaturated hydraulic conductivities. Models in this group which will be examined here are those of Mualem (1976), Fatt and Dykstra (1951), Burdine (1953), and Burdine et al. (1950). There are a variety of other models available to compute relative conductivity curves (such as those by Millington and Quirk (1961), Childs and Collis-George (1950), and Wyllie and Gardner (1958)). The models listed above are considered to be representative of this group of models. The models of Mualem and Fatt and Dykstra make direct use of the curve relating pressure head to water content, whereas Burdine (1953) suggests a more fundamental approach, using pore size distribution data, which can in turn be
converted to the needed curve (see, for example, Pur­
cell, 1949). The formulations for the above three mod­
els are given below:

\[ K_{pv1} = S_{v1}^\psi \left[ \int_0^{r_{cl}} \frac{dS_{v1}}{\psi} \right]^2, \quad (\text{Mualem}) \tag{B.2} \]

\[ K_{pv1} = \frac{\int_0^1 dS/\psi^{2(1+\lambda)}}{\int_0^1 dS/\psi^{(1+\lambda)}}, \quad (\text{Fatt & Dykstra}) \tag{B.3} \]

\[ K_{pv1} = \frac{n}{8k(n)} \sum_{i=0}^{r_{max}} \psi_i \frac{r_i^2}{\chi_i^2} (S-S_i)^2 \left(1-S_i\right)^2, \quad (\text{Burdine}) \tag{B.4} \]

\[ \psi \] is the capillary pressure head, \( b \) is a parameter related to the tortuosity distribution of the medium, \( \psi_i \) is the incremental, fractional pore volume, \( r \) is the pore radius, \( n \) is the porosity, and \( \chi \) is the tortuosity distribution as a function of radius (where \( \chi = 5 \exp(-0.4r)+1.83 \)). All other symbols are as previously defined.

It is best, of course, to experimentally determine relative conductivity curves for tuff samples. As men­
tioned, these measurements are difficult and time-
consuming. If it can be determined that one of the ab­
ove models can accurately predict the relative con­
ductivity curve using more easily determined data (such data on pore size distribution or pressure head as a function of water content) then the need for

extensive measurements of relative conductivity as a
function of saturation can be substantially reduced.

The data required by the models presented in­
clude porosity, pore size distribution, and pressure
head as a function of water content. These data are
fairly easy to acquire for consolidated materials such
as tuff. Porosity can be determined from grain and
bulk density measurements, pore-size distribution
data from mercury-intrusion measurements, and pres­
sure head as a function of water content from thermo­
couple psychrometer and pressure-plate-apparatus
measurements. The latter data have been measured
by Peters et al. (1984) for a number of samples from
drill holes USW GU-3 and USW G-4 and fitted to an
equation of a form suggested by van Genuchten
(1978). This equation is given by

\[ S = (1-S_0) \left[ \frac{1}{1+|\alpha\psi|^\beta} \right]^\lambda + S_1, \quad (B.5) \]

where \( \alpha \) and \( \beta \) are curve-fitting parameters and \( \lambda \) is
equal to \( 1 - 1/\beta \).

The parameters used to fit the data describing
pressure head as a function of moisture content to
the van Genuchten equation are given in Table B.1.
Mercury-intrusion data have been measured by Mi­
crometerics, Inc. on samples from approximately the
same depths in USW G-4 as tested by Peters et al.
(1984). For this study, six samples, from different
stratigraphic units, have been selected for use in
comparing the models. The samples selected were
from drill hole USW G-4 at depths of 43, 208, 1158,
1299, 1548, and 1899 ft.

<table>
<thead>
<tr>
<th>Sample Depth (USW G-4)</th>
<th>Unit</th>
<th>( S_0 )</th>
<th>( \alpha (1/m) )</th>
<th>( \beta )</th>
<th>( \lambda' )</th>
<th>( \epsilon )</th>
</tr>
</thead>
<tbody>
<tr>
<td>43 ft</td>
<td>TCw</td>
<td>0.0020</td>
<td>0.821 \times 10^{-2}</td>
<td>1.558</td>
<td>0.53</td>
<td>6.8</td>
</tr>
<tr>
<td>208 ft</td>
<td>PTn</td>
<td>0.1053</td>
<td>0.158 \times 10^{-1}</td>
<td>10.563</td>
<td>7.97</td>
<td>3.3</td>
</tr>
<tr>
<td>1158 ft</td>
<td>TSsw2</td>
<td>0.0801</td>
<td>0.567 \times 10^{-2}</td>
<td>1.799</td>
<td>0.79</td>
<td>5.5</td>
</tr>
<tr>
<td>1299 ft</td>
<td>TSsw3</td>
<td>0.0517</td>
<td>0.419 \times 10^{-2}</td>
<td>1.622</td>
<td>0.61</td>
<td>6.3</td>
</tr>
<tr>
<td>1548 ft</td>
<td>CHnz</td>
<td>0.1095</td>
<td>0.308 \times 10^{-2}</td>
<td>1.602</td>
<td>0.58</td>
<td>6.4</td>
</tr>
<tr>
<td>1899 ft</td>
<td>PPw</td>
<td>0.0658</td>
<td>0.141 \times 10^{-1}</td>
<td>2.639</td>
<td>1.50</td>
<td>4.3</td>
</tr>
</tbody>
</table>
The curve relating relative conductivity to pressure head, using the Brooks-Corey model (Eq. B.1), can be determined by calculating relative conductivity as a function of saturation and converting the saturation into its corresponding pressure head through manipulation of Eq. B.5. The exponent \( \epsilon \) is a parameter that depends upon the water-retention characteristics (and thus the pore structure) of the porous material under consideration. The exponent can be determined from capillary-pressure-versus-saturation data. The exponent \( \epsilon \) is related to the pore size distribution index \( \lambda' \) by

\[
\epsilon = \frac{(2 + 3\lambda')}{\lambda'} \quad (B.6)
\]

where \( \lambda' \) is large for media having a narrow range of pore sizes and small for media with a wide range of pore sizes. By experimentally determining \( \psi \), the capillary pressure, versus \( S \), the pore size distribution index \( \lambda' \) can be determined (if the residual saturation is known). Brooks and Corey suggest plotting the logarithm of the effective saturation, \( S_{\text{eff}} \), versus the logarithm of \( \psi \) observing that the equation

\[
\ln(S_{\text{eff}}) = -\lambda' \ln(\psi) - \lambda' \ln(\psi_h)
\]

was found to be generally valid for the cores analyzed in their studies. The equation is one of a straight line of slope \( -\lambda' \) and intercept \( \lambda' \ln(\psi_h) \), where \( \psi_h \) is the bubbling pressure. Using the van Genuchten curve fits for the \( \psi \)-versus-\( S \) data (experimentally determined; see Peters et al., 1984), \( \lambda' \) and \( \epsilon \) were determined for the six samples mentioned previously. These values are shown in Table B.1. The values of \( \epsilon \) range from 3.3 for the sample from depth 308 ft to 6.8 for the sample from depth 43 ft. This wide range of values indicates the necessity of determining the parameters \( \lambda' \) and \( \epsilon \) from experimental data for all media under consideration if the Brooks-Corey formulation for predicting relative hydraulic conductivities is used. It can be seen that significant errors in predicting relative conductivities could result if a constant value was used for the exponent \( \epsilon \) for tuffs with considerably different pore structures.

Mualem (1976) proposes an analytic model that predicts the relative hydraulic conductivity curves by using the curve relating moisture content (or saturation) to capillary pressure, with assumptions made concerning the hydraulic conductivity of the pore sequence. The expression for determining relative conductivity as a function of pressure head, when determined by the method of Mualem (substitute Eq. B.5 into Eq. B.2 and integrate) is

\[
K_r = \left(1 + |\alpha\psi|^{\epsilon}\right)^{-|\alpha|/2} \left(1 - \left[ |\alpha\psi|^{\epsilon} \right]^{1/\epsilon} \right)^2
\]

where the parameters are defined in the van Genuchten formulation. Like the method of the van Genuchten formulation, it requires no other parameters or data than those provided by the S-versus-\( \psi \) data.

The model of Fatt and Dykstra (1951) is derived by assuming that a porous medium is analogous to a bundle of capillary tubes, with a term included to correct between core length and fluid path length (tortuosity). The tortuosity is assumed to be inversely proportional to the pore radius raised to the \( b' \) power. The curve relating relative conductivity to pressure head determined by this method is calculated using Eq. B.5 with the appropriate parameters in Eq. B.3 and numerically performing the integration. Although the method has shown success in predicting water-oil relative permeabilities, it does require the determination of the parameter \( b' \) by either experimental or theoretical means. For the sands studied by Fatt and Dykstra, \( b' \) appeared to be in the range from 0 to 1. For the tuff samples chosen for this study, a value of \( b' \) of 0.1 was used. Fatt and Dykstra compared measured data with calculated data for \( b' = 0.5 \) and found that \( b' \) varies for different materials. They suggest that the value used for \( b' \) should be chosen for each medium to give the best fit between calculated curves and experimental data. Therefore, the value used here is somewhat arbitrary.

The relative-conductivity versus pressure-head curve of Burdine (1953) is calculated by using the mercury-intrusion data, along with capillary-bundle theory, to sum up individual contributions of the pores to the relative conductivity. Since water is a wetting fluid, pores fill from the smallest pore radius to the largest. The relative conductivity is calculated at desired saturations, with the wetting phase saturation determined by calculating the ratio of the pore volume occupied by the wetting phase fluid to the total pore volume. The tortuosity, as in Fatt and Dykstra's model, is assumed to be a function of the pore radius. Burdine also makes assumptions concerning the difference between the wetting-phase and non-wetting-phase tortuosity distributions, as well as an assumption on the distribution of capillary pore length. The tortuosity distribution used is one empirically determined by Rose (1949).
The results of the five model predictions for the six samples studied are shown in Figures B.1 through B.6. Although the six samples selected show wide variations in degree of welding and mineralization, for each particular sample the model predictions of Brooks and Corey, Fatt and Dykstra, Mualem, and Burdine show very good agreement. The model predictions of Brooks, Corey, and Mualem show excellent agreement for all six samples. The predictions of Fatt and Dykstra and Burdine also show good agreement although both models require parameters describing the tortuosity distribution. With no tortuosity distribution available for the tuff samples selected, these parameters were estimated and are undoubtedly in error to some degree. Because the methods of both Brooks, Corey, and Mualem do not require determination of parameters, other than the available saturation-capillary pressure data, and since all four methods appear to give consistent results for a wide variety of tuff samples, it is suggested that either the model of Brooks and Corey, or that of Mualem is a reasonable method for calculating relative conductivities. Because the method of Brooks and Corey involves the determination of the exponent \( \epsilon \), the method of Mualem is considered slightly more straightforward. It also appears that the functional nature of the van Genuchten curve fit when used with the method of Mualem will give it more flexibility in fitting the data than the method of Brooks and Corey, when relative hydraulic conductivity data become available. At present, both methods are reasonable alternatives for determining the matrix relative hydraulic conductivity curves.

Figure B.1. Relative Hydraulic Conductivity Model Comparison for Rock Mass Material of Unit TCw

Figure B.2. Relative Hydraulic Conductivity Model Comparison for Rock Mass Material of Unit PTn
Figure B.3. Relative Hydraulic Conductivity Model Comparison for Rock Mass Material of Unit TSw2

Figure B.5. Relative Hydraulic Conductivity Model Comparison for Rock Mass Material of Unit CHnz

Figure B.4. Relative Hydraulic Conductivity Comparison for Rock Mass Material of Unit TSw3

Figure B.6. Relative Hydraulic Conductivity Model Comparison for Rock Mass Material of Unit PPw
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