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## 1. INTRODUCTION

### 1.1 BACKGROUND

Distribution transformers are used to transform voltage from electric utility power lines to a lower secondary voltage suitable for customer equipment. Utility distribution transformers account for an estimated 61 billion kilowatt-hours ( kWh ) of the energy lost annually in the generation and delivery of electricity (Barnes et al. 1995). Additional transformer losses in nonutility applications are estimated at 79 billion kWh . More than a million new distribution transformers are purchased and installed annually. Distribution transformers are very reliable, efficient devices with no moving parts and average life spans of over 30 years; but because of the large number of units and the long periods of operation, even small changes in efficiency can add up to large quantities of energy saved.

Most electric utilities purchase transformers by selecting the bid that provides the lowest total owning cost (TOC) of the transformer. TOC includes both the initial capital price and the capitalized cost of the transformer losses during its period of operation. The TOC methodology is a deterministic approach that was developed for power transformers during the early 1980s by the Edison Electric Institute in conjunction with the transformer committee of the Institute of Electrical and Electronic Engineers (IEEE). Most utilities now use the TOC methodology for purchasing distribution transformers. IEEE is developing a guide for evaluating distribution transformer loss which applies the TOC methodology.

When the TOC method was developed, careful analyses were undertaken to identify the parameters affecting lifetime loss performance; and mathematically consistent approaches were developed to quantify the impacts of variation in these parameters on transformer purchase decisions. The selection of the transformer design that provides the lowest TOC is called a "hard-evaluation" approach. Recently, many utilities have begun to use a modification of the hard-evaluation approach in selecting and procuring distribution transformers. This modification, called the band of equivalence (BOE) or "soft-evaluation" approach, is used to account for the variability in the TOC input parameters. It treats transformer designs that are within a fixed percentage of the lowest TOC as equivalent. Normally, the lowest-price transformer within the BoE is selected; this approach often results in selection of a less efficient design than would have been chosen using the hard evaluation approach.

This study investigates uncertainty distributions for the TOC parameters and develops a TOC methodology that accounts for uncertainties. It also examines the BoE approach and the percentage of equivalence to determine if this approach can appropriately account for uncertainties. Improper use of the BoE approach or of other methods for incorporating uncertainty could yield transformer designs that result in greater losses than can be justified on a strict economic basis. The greater losses not only increase the basic operating costs and subsequent consumer electricity costs, but also harm the environment through unnecessary energy generation and the associated emissions. To avoid these consequences, a minimum TOC methodology is needed that provides the lowest losses that are economically feasible while accounting for uncertainties. To account for uncertainty properly, the TOC method should be designed to include statistical variations in the various parameters.

### 1.2 OBJECTIVE AND APPROACH

The objective of this project is to develop a way of accurately incorporating uncertainty into the TOC methodology for purchasing distribution transformers. This method will permit utilities and
other purchasers to select the most cost-efficient transformer with the minimum TOC while incorporating uncertainty in variables that are not under the purchaser's control. In addition, the study examines the effects of performance-based rate making, tax issues, and deregulation of electric utilities on purchase decisions using the TOC approach to determine if modifications are necessary. The TOC methodology and other methods utilities and industries use to make purchasing decisions were thoroughly examined. This examination delineated all of the evaluation parameters used in the purchasing decision analysis and characterized them for variation due to future uncertainty. Changes in TOC were reviewed relative to changes in the input variables and relative to the uncertainty in the variables. Those variables with the largest influence and greatest uncertainty were evaluated more closely. This report will be useful to utilities, utility regulators, and other interested parties discussing alternative methods of incorporating uncertainties into the analysis of transformer purchasing decisions.

### 1.3 UTILITY RESTRUCTURING

The electric utility industry is presently undergoing tremendous change. Performance-based rate making (where earnings are based on business efficiency) is being exploited in a number of jurisdictions. Deregulation of generation and deintegration of the utility between generation, transmission, and distribution will also affect the rationale behind purchase decisions. The implications of uncertainty may become more important in this new business environment. Because of the potential financial impact on restructured utilities and the energy efficiency implications of even small changes in the efficiencies of the transformers, statistically valid and mathematically consistent approaches to quantifying the impact of uncertainties on the TOC assumptions and parameters may be very important.

### 1.4 SCOPE AND CONTENT

This report outlines an approach that will account for uncertainty in the development of evaluation factors used to identify transformer designs with the lowest TOC. In Chapter 2, the TOC methodology is described and the most highly variable parameters are discussed. Chapters 3 and 4 develop the model to account for uncertainties as well as statistical distributions for the important parameters. Sample calculations are presented in Chapter 5. Chapter 6 applies the TOC methodology to data provided by two utilities in order to test its validity.

## 2. TRANSFORMER PURCHASING TRENDS

### 2.1 THE TOTAL OWNING COST METHOD

Many evaluation methods have been used to determine the trade-off between costs of energy losses and initial capital costs in transformers and other electrical equipment. These methods include lowest price, simple or discounted payback methods over a specified time period, and total life cycle cost evaluations. The method used will depend upon the purchasing organization's financial sophistication and structure. For cases other than lowest price and simple payback, the need to establish the present value of energy losses and capital requirements over a relatively long time period carries with it a degree of uncertainty. This degree of uncertainty is the central theme of this report. When properly used, the TOC method of analyzing transformer purchasing decisions is generally regarded as the most cost- and resource-efficient method available today. In general, purchasing that is based on the TOC rather than on a specified minimum efficiency at a nominal load enables transformer manufacturers to offer a variety of products, each designed to minimize the TOC using the input loss values provided by the purchasing utility or customer. Using Monte Carlo simulation, this study establishes that selection methods based upon techniques that "soften" the TOC purchasing decision may increase, not decrease, the uncertainty in TOC.

According to the Working Group on the Guide for Distribution Loss Evaluation (IEEE 1997), the equation for the total owning cost of a new transformer is

$$
\mathrm{TOC}=\text { price }+ \text { cost of core loss }+ \text { cost of load loss }
$$

where

```
cost of core loss \(=\mathrm{A}(\$ /\) watt \() \times\) core loss watts \(\times\) T\&D loss multiplier ,
```

cost of load loss $=B(\$ /$ watt $) \times$ load loss watts $\times T \& D$ loss multiplier ,
and

$$
\begin{gathered}
A=\frac{(S C+E C \times H P Y)}{(F C R \times 1000)}, \\
B=\frac{\left[(S C \times R F)+\left(E C \times L_{s} F \times H P Y\right)\right] \times(P L)^{2}}{(F C R \times 1000)}
\end{gathered}
$$

The A and B factors represent the equivalent first cost of the core (no load) losses and the load losses, respectively. These A and B factors include some simplifying variables that translate the cost of the energy lost into the initial year present values. The Working Group's equation also simplifies the analysis by ignoring the long-term asset value of the transformer and the consequences to revenues and expenses over time. $\mathrm{L}_{5} \mathrm{~F}$ is the ratio of average load losses to peak load losses, and PL is the levelized annual peak load. HPY represents the hours per year that the transformer is energized, typically 8760 hours (see the Appendix).

The specific values of the various parameters are dependent upon the application, financial model, and operating model. For example, earlier versions of the TOC methodology used different values for system cost (SC) and energy cost (EC) for the A (base load) and B (peak load) evaluations. Present thinking has settled upon a single value for SC , the levelized avoided (incremental) cost of the generation, transmission, and distribution capacity required to furnish the next kilowatt of load to the transformer coincident with peak demand. EC is now considered to be the levelized avoided (incremental) cost of the next kilowatt-hour purchased or produced by a utility's generating units. The reader is referred both to the latest literature, specifically the proposed IEEE standard on transformer evaluation methodology (IEEE 1997), and to the earlier very detailed work of Nickel and Braunstein (1981). A complete description of the TOC approach to purchasing distribution transformers is presented in the Appendix.

### 2.2 UNCERTAINTY IN THE DETERMINISTIC TOC

Many anecdotes suggest relatively large variation in the input parameters. However, these supposed variations may be more a misunderstanding of the parameter definition than actual variation. For example, SC can be determined from historic trends in generation, transmission, and distribution costs expressed in current dollars and system capacities. Coupling these data with planning models for system expansion should give a reasonable, relatively stable value for SC that can be modeled as a narrow normal distribution. Uncertainty, such as the impact of capacity excess, would be implied by the distribution's spread, or standard deviation. On the other hand, EC may be quite variable over time, and simple growth models and normal distributions may not be adequate. Both SC and EC are levelized, reducing uncertainty by discounting unknown future values; but note that nonuniform, time-dependent changes result in different discounted values for both SC and EC. Modeling such nonuniform expansion problems is very difficult and probably introduces more uncertainty than warranted because additional parameters are introduced.*

The potential uncertainty in the fixed charge rate (FCR) is strongly dependent upon the financial situation of the utility or purchaser, but the historic trends and the interactive nature of the components of FCR should result in a rather stable value modeled as either a constant or narrow normal distribution. The peak responsibility factor (RF) and loss multiplier (LM) are also rather stable and essentially constant; historic projections should provide very accurate estimates. In addition, variation in RF and LM does not impact the TOC as greatly as variations in the other input parameters.

Peak load (PL) is another story and is perhaps the most uncertain of the input parameters. SC and PL are connected indirectly, since system peak enters into system capacity planning. Uncertainty in PL also produces significant variation in TOC. What is really needed is the RMS averaged load, which is approximated by the product $\mathrm{L}_{\mathrm{s}} \mathrm{F} \times \mathrm{PL}^{2}$. Fortunately, variation in $\mathrm{L}_{\mathrm{s}} \mathrm{F}$ does not seem to introduce strong variation in TOC, but the methods used to estimate $\mathrm{L}_{s} \mathrm{~F}$ are not very accurate. For example, the common $85 / 15$ rule for expressing $L_{s} F$ in terms of system load factor ( $\mathrm{LF}=$ average load/ peak load, $\mathrm{L}_{\mathrm{s}} \mathrm{F}=0.15 \times \mathrm{LF}+0.85 \times \mathrm{LF}^{2}$ ) is based on data from one study and is a very insecure foundation because there is no physical reason why $L_{s} F$ should be related to LF in this manner." If a utility wishes to use a relationship of this type, extensive data gathering will be necessary ( $\mathrm{kWh}, \mathrm{kW}$

[^0]and peak kW as functions of time, size, and use are needed to establish the proper fit of $\mathrm{L}_{\mathrm{s}} \mathrm{F}$ and LF ). Such data supply the needed RMS load directly. However, utilities generally gather $\mathrm{kWh}, \mathrm{kW}$, and power factor data for billing purposes, and a strong reason exists for using some expression relating $L F$ and $L_{s}$.

A declining number of utilities do maintain large databases of transformer loads. Several have supplied condensed versions of the data to ORNL. These data suggest that transformers are lightly loaded and that the values used for equivalent peak loads in evaluating B may be overstated. In particular, the assumption that larger transformers have higher average loads appears to be untrue. While the load variation on smaller units is greater, the average peak load is still less than expected and is generally less than that specified on the name plate. An example of relative load distribution is shown in Fig. 2.1.

It is instructive to examine the relative variation of the TOC with respect to variation of the input parameters of $A$ and $B$ under the assumption that the no-load, or core, loss (NL), the load loss at full load (LL), and the bid price ( P ) are constant during the evaluation. This is the approach used in the balance of this report, and it is the correct approach to use when evaluating the effects of uncertainty on the quality of the purchasing decision. An alternative approach and viewpoint are presented in the next paragraph. As shown in Fig. 2.2, TOC is most sensitive to FCR and PL, followed by SC and EC. The effect of varying RF and $L_{s} \mathrm{~F}$ is essentially insignificant. Clearly, the relative variation is dependent upon the magnitude on the initial values chosen, but the relative importance is not significantly affected.

It must also be noted that NL, LL, and $P$ are implicit functions of $A$ and $B$, since suppliers design the transformer to minimize TOC relative to specified $A$ and $B$ inputs. The specific form of the function linking $P$, NL and LL is proprietary; but by limiting variation in the input variable to $A$ and $B$ to small increments ( $<5 \%$ ), it is possible to estimate the effects on TOC of including this implicit variation. In general, including implicit effects increases the impact on TOC by about a factor of 2 for a small variation. Without explicit data from manufacturers, it is not possible to do a detailed study of the effects of these implicit variations. Such data are needed for a study addressing the total


Fig. 2.1. Relative number of units with per unit load greater than or equal to $x$.


Fig. 2.2. Variation in total owning cost of a transformer according to variations in input parameters.
impact of uncertainty on TOC, since $P$ accounts for about $50 \%$ of the TOC. Simply put, since $P$ is functionally dependent upon NL and LL, $P$ is strongly dependent on the manner in which A and B factors input to the design process affect NL and LL.

## 3. UTILITY RESTRUCTURING

### 3.1 THE ELECTRICITY MARKET

The electric utility industry as it has operated over the past 70 years is changing. Historically, most of the industry has been vertically integrated, meaning that one company provided electric services from generation to transmission to distribution to customer service. It has been widely argued that the generation portion is not a natural monopoly and should be separated from the other functions of electric service. Generation would then become a competitive market in which distribution companies, or even retail customers, would purchase their requirements. Transmission would be controlled by a separately regulated independent system operator (ISO). This arrangement would help to maintain the reliability of the system and avoid the problems of market power in which a company could use its transmission lines to limit competition for generation and increase its prices.

Although generation will become deregulated, distribution of electricity will continue to be a regulated business. It is a natural monopoly in that it is most cost-effective to have a single set of distribution lines for a given region, rather than multiple companies each having electric wires to ultimate consumers. Because of the deintegration of the industry, the distribution business will look more like current distribution-only utilities. Currently, roughly $14 \%$ of the country is served by distribution utilities that have no generation of their own (EIA 1994). These companies sign longterm supply contracts with either nearby investor-owned generating utilities or public power suppliers such as the Tennessee Valley Authority (TVA). Their costs are based on the terms of these contracts rather than the costs of specific generating plants. Most of these distribution companies are either publicly owned cooperatives or municipal utilities.

In the future, retail customers may have contracts with different generation providers at different prices. Distribution companies will bill consumers for the use of their wires; these bills will include the costs of losses. Customers could pay for the losses either by having the generation supplier provide extra power, or by simply paying the distribution company to procure the power.

In this environment, utilities as well as commercial and industrial customers will continue to need to purchase transformers. The purpose of this section is to examine the calculations used to evaluate transformer costs and how they may be affected by the restructuring of the industry.

### 3.2 COST OF LOST ENERGY

The appropriate cost of the power lost is the cost of the power that the company would not have bought had it not had the losses. This cost depends on the generation used to provide the power and the contracts the utility has in place for purchasing power. Currently, distribution-only utilities have contracts that include both a demand payment (based on peak demand for a given period) and an energy payment (based on the total energy used over the period.) Rates may vary based on the time the energy is used and the overall quantity. Other charges also enter into the total bill to reflect ancillary services provided by the generation and transmission provider. Utilities can also buy blocks of power on the wholesale market under various terms and conditions.

Under restructuring, a distribution company will continue to need a contract for provision of power, both for itself and for those customers who choose to continue to buy from the company. And unless the utility can physically disconnect the customers, it will also have to provide power to those customers with supply contracts from other companies if their suppliers are not producing at the time of demand. The power the distribution company needs may be purchased through contracts with
generators, power brokers, a spot market, or a combination of these. The utility may use financial mechanisms such as futures contracts or options to hedge on the risks of price changes. These varied markets greatly complicate determining the cost of lost power because it must be determined which supply was used to provide the lost energy. As a simplification, the utility may designate one of its sources, such as the spot market, as the marginal supply.

### 3.3 COST RECOVERY AND INCENTIVES FOR EFFICIENCY

For billing purposes, transformer load losses are combined with other line losses, the energy used by the utility, and losses due to theft. Losses specific to transformers are not measured. The public utility commission determines a percentage markup on bills based on historical values of the total loss and internal use. These factors then increase the rates for customers. Load and no-load transformer losses (explained in this section) are not priced separately, and not at the marginal cost of the power lost.

Why will distribution utilities want to buy more efficient transformers? The utility is allowed to pass on the cost of new capital equipment through its rates and even to earn a reasonable profit on its investment. While this arrangement theoretically makes utilities neutral to investment (and, some would argue, encourages investment), at the actual decision-making level there is a tendency to purchase the item with the lowest first cost. Capital budgets are often set early, and managers attempt to maximize the equipment purchased. The idea behind the TOC equation is to factor in the longterm costs (such as losses) not included in the capital budget but real to the utility nevertheless. The costs must be put on the same basis as the up-front purchase cost, taking into account other costs, such as taxes and return on investment, that the utility actually pays for an asset.

The long-term costs of losses are paid by the utility through the difference in measured power into the system and out through the individual meters. Because transformer losses are not specifically measured, the utility marks up power rates to account for this loss plus other unmeasured uses within the utility and theft. With regulation, if the losses are reduced, then regulators will lower this percentage mark-up and pass the savings on to consumers. There is consequently little incentive for the utility to reduce losses, except that in between rate hearings they are able to keep the savings as extra profits (regulatory lag).

While the companies may continue to be regulated, they might not use the traditional cost-plus form of rate making. Instead, many may use performance-based rate making (PBR). Under PBR, prices are set based on both the utility's costs and certain industry standards for cost or quality. If the utility is able to improve its performance, either by lowering costs or improving services, it is allowed to keep all or a part of the savings. If the utility can lower its power losses below the percentage that is included in rates, it can keep the savings as profits. For example, if the accepted loss rate is $5 \%$ and the utility can lower the losses from transformers (or line losses, internal use, or theft) to $4 \%$, then it can retain the extra $1 \%$ of revenue. Even after rate hearings, if overall prices remain at or below their agreed-upon cap, the utility may continue to receive the extra profits. The philosophy behind this is that letting the utility profit from the cost savings will give it incentives to lower costs more dramatically than under standard rate making. Additional details can be found in A Primer on Incentive Regulation for Electric Utilities (Hill 1995).

### 3.4 RESTRUCTURING EFFECTS ON TOC

As discussed earlier, the TOC equation is used to factor in the long-term costs of a transformer with the up-front cost. It adds to the initial price the cost of the energy lost in the process of energizing the transformer and passing power through, and it factors in the long-term asset costs of taxes and return on investment.

In the following sections, we discuss the other factors in the equation that could be affected by restructuring.

### 3.4.1 Price

The first factor in the TOC equation that could be affected by utility restructuring is the price of the transformer. In reality, the utility does not pay just the initial price of a transformer, because the transformer is a long-term asset on which the utility must pay taxes and from which the utility will earn a return. The long-term cost of the transformer will be higher because of these other factors. Rather than multiply the price by the fixed charge rate (FCR) to put all costs on an equal annualized basis, we divide the other two parts of the TOC equation by the FCR, simplifying the equation. The FCR is described later.

### 3.4.2 Core Loss

Core (or no-load) losses represent the energy lost from the transformer even when no power is transferring through it. This amount is constant for all hours that the transformer is energized.

### 3.4.2.1 System Cost

The second factor in the TOC equation that restructuring would affect is the system cost (SC) the cost to provide the generation and transmission capacity needed to make up the lost power. Historically, this value has represented the annual capacity charge for base load power (because the core loss represents a constant, or base, load). Large coal plants or nuclear plants could have a high levelized capital cost, from $\$ 100$ to over $\$ 400 / \mathrm{kW}$ per year. However, more recent applications of the TOC equation recommend using the average for all generation, because the power lost is on the margin and so comes from all plants on a time-averaged basis. The amount should roughly equal the demand charge that is charged to large customers by the distributor. Alternatively, the marginal cost of capacity over the life of the transformer should be close to the long-run marginal cost of new capacity. Most projections show that future capacity additions will mainly be gas-fired combustion turbines or combined-cycle units. These have capital costs of around $\$ 400 / \mathrm{kW}$, according to the Energy Information Administration (EIA 1996b). Using an FCR of $15 \%$ gives an annualized charge of $\$ 60 / \mathrm{kW}$.

Under restructuring, it is not clear whether there will be any capacity charge. Instead, utilities or customers would purchase power based solely on the cost of energy used (cents $/ \mathrm{kWh}$ ). More recent deliberations, including the restructuring legislation passed in California, recognize that some type of capacity charge may be needed to ensure that sufficient capacity exists to meet peak demands. Several options have been explored to determine the capacity charge. One method is for the ISO to establish a secondary market for capacity. The ISO would determine the amount of additional capacity it needs to have available for system support (e.g., spinning reserve, voltage support) and accept bids from enough plants to meet its capacity needs. Details must be worked out on a number of issues: whether this payment goes to all suppliers or just those that make capacity available but are not called upon to provide energy, how to incorporate other ancillary services, how to ensure the
economically efficient plants are used, determining the time period for each block of the market, and other technical details of the market.

In England, prices are based on an energy pool that plants bid into as well as long-term fixedprice contracts between suppliers and the distribution companies (Thomas 1996). A power pool in the Pennsylvania, New Jersey, and Maryland area - the PJM Interconnection - includes a capacity reservation system in its restructuring proposal through which it calculates at the start of the year a necessary reserve margin, and consequently, a capacity payment to all generators to ensure sufficient capacity is available (Jaffe and Felder 1996). In general, it can be expected that the SC for generation will decline greatly from current values, if not totally disappear.

The transmission component of the SC under restructuring may undergo a similar, although smaller, change. Transmission costs may be bundled into an energy charge, or the distribution company may be assessed a charge based on demand on the transmission system. Since transmission will continue to be regulated, transmission prices will not change as radically as generation prices.

### 3.4.2.2 Energy Cost

The energy cost (EC) is the third factor that could be affected by restructuring. The marginal cost (or price in a deregulated market) of the energy lost will vary over time as demand and supply change. Since the amount lost is constant over time, the cost of the energy lost would be equal to the time-averaged marginal cost of energy, including transmission losses.

### 3.4.2.3 Fixed Charge Rate

Another factor that restructuring could affect is the FCR, which converts annual costs into a present value based on the cost of capital to the firm, length of time of the investment, and tax regulations on the asset. Other assumptions include the tax rates, percentage debt and equity, rates of return, and both book and tax life of the transformer. As an example, assume a utility spends $\$ 1000$ on a new transformer (Table 3.1). In the first year, the utility has expenses of more than $\$ 187$ for the transformer. This includes $\$ 39$ for interest, $\$ 53$ profit to shareholders, $\$ 32$ for income taxes, $\$ 33$ for depreciation, and $\$ 30$ for property taxes. The amount declines over time, reaching zero after year 30 . Using the average cost of capital for the utility, the total cost of the transformer is not $\$ 1000$ but $\$ 3099$. Discounting this using the average cost of capital for the utility gives a net present value of the transformer of $\$ 1351$.

The constant payment that would give the same present value as the actual stream, divided by the original cost, gives the FCR. In our example, an annual payment of $\$ 136.10$ when discounted equals $\$ 1351$. Dividing by $\$ 1000$ gives an FCR of $13.61 \%$. Table 3.2 shows what happens to the FCR if some of the input values are changed. The class life and tax life for distribution equipment is specified in Internal Revenue Service regulations as 30 years and 20 years respectively (Commerce Clearing House 1993). Property tax rates can vary across the country from less than $1 \%$ to over $10 \%$ (U.S. Advisory Commission on Intergovernmental Relations 1992).

Even with industry restructuring, it is expected that distribution companies will continue to be regulated. Consequently, the parameters involved in the FCR will change little because of restructuring. It can be argued that the distribution company could become a less risky investment because it would no longer have power plants in its asset base, which are more risky than the distribution business. However, since many utilities are already distribution-only, there should not be a great change in their financial status.

| le 3.1. Sample calculation of total revenue requirements |  |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Annualized payment of NPV Levelized fixed charge rate |  |  | $\begin{aligned} & \$ 136.1 \\ & 13.61 \% \end{aligned}$ | Source | Capitalization | Component cost | Weighted cost |
|  |  |  |  |  |  |  |  |
| Price |  |  |  |  |  |  |  |
| Life (years) |  | 30 |  | Debt | 50\% | 8.0\% | 4.00\% |
| Tax life |  | 20 |  | Preferred | 10\% | 10.0\% | 1.00\% |
| Income tax rate |  | 38.0\% |  | Common | 40\% | 11.0\% | 4.40\% |
| Property tax rate |  | 3\% |  | Total capital | 100\% |  | 9.40\% |
| Revenue requirement |  |  |  |  |  |  |  |
| Average rate base |  | Interest payment | Return on equity | Income tax | Book depreciation | Property tax | Total |
| 1 | \$981.75 | \$39.27 | \$53.01 | \$32.49 | \$33.33 | \$29.50 | \$187.61 |
| 2 | 933.65 | 37.35 | 50.42 | 30.90 | 33.33 | 28.50 | 180.50 |
| 3 | 887.61 | 35.50 | 47.93 | 29.38 | 33.33 | 27.50 | 173.65 |
| 4 | 843.47 | 33.74 | 45.55 | 27.92 | 33.33 | 26.50 | 167.04 |
| 5 | 801.10 | 32.04 | 43.26 | 26.51 | 33.33 | 25.50 | 160.65 |
| 6 | 760.35 | 30.41 | 41.06 | 25.17 | 33.33 | 24.50 | 154.47 |
| 7 | 721.11 | 28.84 | 38.94 | 23.87 | 33.33 | 23.50 | 148.48 |
| 8 | 683.26 | 27.33 | 36.90 | 22.61 | 33.33 | 22.50 | 142.67 |
| 9 | 645.64 | 25.83 | 34.86 | 21.37 | 33.33 | 21.50 | 136.89 |
| 10 | 608.01 | 24.32 | 32.83 | 20.12 | 33.33 | 20.50 | 131.11 |
| 11 | 570.39 | 22.82 | 30.80 | 18.88 | 33.33 | 19.50 | 125.33 |
| 12 | 532.77 | 21.31 | 28.77 | 17.63 | 33.33 | 18.50 | 119.55 |
| 13 | 495.15 | 19.81 | 26.74 | 16.39 | 33.33 | 17.50 | 113.77 |
| 14 | 457.53 | 18.30 | 24.71 | 15.14 | 33.33 | 16.50 | 107.98 |
| 15 | 419.91 | 16.80 | 22.68 | 13.90 | 33.33 | 15.50 | 102.20 |
| 16 | 382.29 | 15.29 | 20.64 | 12.65 | 33.33 | 14.50 | 96.42 |
| 17 | 344.67 | 13.79 | 18.61 | 11.41 | 33.33 | 13.50 | 90.64 |
| 18 | 307.05 | 12.28 | 16.58 | 10.16 | 33.33 | 12.50 | 84.86 |
| 19 | 269.43 | 10.78 | 14.55 | 8.92 | 33.33 | 11.50 | 79.08 |
| 20 | 231.81 | 9.27 | 12.52 | 7.67 | 33.33 | 10.50 | 73.30 |
| 21 | 202.67 | 8.11 | 10.94 | 6.71 | 33.33 | 9.50 | 68.59 |
| 22 | 182.00 | 7.28 | 9.83 | 6.02 | 33.33 | 8.50 | 64.96 |
| 23 | 161.33 | 6.45 | 8.71 | 5.34 | 33.33 | 7.50 | 61.34 |
| 24 | 140.67 | 5.63 | 7.60 | 4.66 | 33.33 | 6.50 | 57.71 |
| 25 | 120.00 | 4.80 | 6.48 | 3.97 | 33.33 | 5.50 | 54.08 |
| 26 | 99.33 | 3.97 | 5.36 | 3.29 | 33.33 | 4.50 | 50.46 |
| 27 | 78.67 | 3.15 | 4.25 | 2.60 | 33.33 | 3.50 | 46.83 |
| 28 | 58.00 | 2.32 | 3.13 | 1.92 | 33.33 | 2.50 | 43.20 |
| 29 | 37.33 | 1.49 | 2.02 | 1.24 | 33.33 | 1.50 | 39.58 |
| 30 | 16.67 | 0.67 | 0.90 | 0.55 | 33.33 | 0.50 | 35.95 |
|  | Total | \$519 | \$701 | \$429 | \$1,000 | \$450 | \$3,099 |
|  | NPV at 9.4\% | \$255 | \$345 | \$211 | \$331 | \$209 | \$1,351 |

Table 3.2. Changes in fixed charge rate by varying input parameters

| Case | FCR |
| :--- | :---: |
| Base example | $13.6 \%$ |
| Raise property tax rate to $8 \%$ | $17.1 \%$ |
| Raise common equity rate to $15 \%$ | $15.8 \%$ |
| Lower debt proportion to $25 \%$ | $15.4 \%$ |
| Change all three above | $22.8 \%$ |

### 3.4.3 Load Loss

Load loss represents the energy loss that is dependent on the power actually flowing through the transformer. The amount is not just a linear function of the power flow, but varies as the square of the power.

### 3.4.3.1 System Cost

The system cost under load loss should be the same as that used in the core loss calculation. Although some have used the lower capital cost for peaking plants (e.g., gas turbines) as a measure, future distribution-only utilities should use a lower factor only if their supply contracts provide a differential based on time, which is unlikely. They will be paying the same cost per kilowatt regardless of when that demand occurs.

### 3.4.3.2 Responsibility Factor

The peak responsibility factor ( RF ) adjusts the system cost to reflect the proportion of the transformer load that actually contributes to the peak load of the utility as a whole. This factor remains the same with restructuring, although it is less important with the decrease in relative importance of the SC. The importance of the timing of demand on the transformer, versus demand on the system, will be captured, instead, in the energy cost as it varies over time and demand.

### 3.4.3.3 Energy Cost

The TOC equation as currently defined calculates the impact of this disproportionate loss compared with load, but it assumes a constant EC for the loss. Under restructuring, more utilities will go to real-time pricing, under which the price of energy is a function of the overall supply and demand. Market forces will enter into the equation, and prices will be much higher in times of scarcity during peak loads. Since this is also when transformer losses are highest, the equation must more heavily weight the price of those lost kilowatt-hours, not just the quantity lost, through the loss factor ( $\mathrm{L}_{s} \mathrm{~F}$ ). (The pricing of lost energy at the peak is somewhat blurred for two reasons: the peak load on the transformer does not necessarily match the peak for the system, as explained by the RF factor; and prices do not necessarily match peak demands because plant outages raise prices at nonpeak times.)

While discussions of the TOC recognize that the avoided cost of power should be used, they fail to recognize this compounding of losses at the higher loads and prices. Consequently, the weighted
average price should be weighted, not by the energy used, but by the square of the energy used. For example, Fig. 3.1 shows a typical load function on a transformer, where the average load is only $37 \%$ of the peak, and a representative price curve for the same time. The time-weighted average price of power is only $2.26 \phi / \mathrm{kWh}$ and is the value for EC used in the core loss equation. However, in weighting the power purchased by the square of the power lost (hereafter referred to as the "energy ${ }^{2}$ weighted price"), the price paid (EC) becomes $3.29 \phi / \mathrm{kWh}$, or $45 \%$ higher.

This value is very sensitive to the time of the peak load. If we shift the peak prices to when the load is lower (such as between hours 5 and 21 ), the energy ${ }^{2}$ weighted price drops to $2.39 ~ ¢ / \mathrm{kWh}$. This points out the significance of the timing of the load on the transformer in relation to the price of energy in determining its TOC. High-efficiency transformers will be most cost-effective if the peak on the transformer (and consequent energy loss) occurs when prices are high. If the load is more constant for the transformer (i.e., has a higher load factor), the TOC will be less affected by peak prices. If we raise the load factor to $70 \%$ for the example, the energy ${ }^{2}$ weighted price drops to $2.44 \% / \mathrm{kWh}$.

Since the EC represents the levelized cost of the power lost over the life of the transformer, it becomes necessary to project the price over the next 20 to 30 years. The Energy Information Administration's (EIA's) Annual Energy Outlook for 1997 projects a -0.6\% growth in prices (in constant dollars) between 1995 and 2015 (EIA 1996b) even without full restructuring. Under restructuring, prices could fall even more.

### 3.4.3.4 Loss Factor

The loss factor $\left(\mathrm{L}_{\mathrm{s}} \mathrm{F}\right)$ converts the peak load to the actual energy lost based on the square of the actual load profile. As mentioned earlier, it does not factor in the price differential for the energy at different load levels.

### 3.4.3.5 Equivalent Annual Peak Load

The equivalent annual peak load (PL) levelizes the expected growth in peak demand over the life of the transformer. Under restructuring, peak demands may grow less quickly than overall growth in energy sales. If the market changes to real-time pricing, it can be expected that price-sensitive customers will lower their demands during periods of high prices, either by shifting their demand to a lower cost time or by forgoing the use of the power altogether. Either way, the change will lower the growth of the peak and increase the load factor. This factor will also influence the other factors: RF, $\mathrm{SC}, \mathrm{EC}$, and $\mathrm{L}_{\mathrm{s}} \mathrm{F}$.

### 3.5 SUMMARY OF RESTRUCTURING IMPACTS

Restructuring will bring great change to the electric industry as a whole. The major effect on distribution will be the unbundling of the distribution function from the other components, generation and transmission. The costs of power lost through transformers will be based on market prices rather than on the avoided generation from a utility's own plants. Overall costs will go down, and there will be a shift to relying more on the price of energy than on demand. Prices will be more volatile as real-time pricing becomes more prevalent.

The TOC equation will remain the same, but some of the factors will need to be reconsidered. The SC will decline, as it will reflect the cost of capacity needed to maintain reliability, instead of all capacity. The EC for the core losses will be the time-averaged price of energy, while the EC for load losses will need to factor in the different prices when the transformer losses actually occur. The FCR
will remain largely the same, although distribution companies may have different capital costs from the current integrated utilities. Peak growth may slow, but overall demand may increase with lower prices. Such a change would increase the load factor over time and change the values for RF and $\mathrm{L}_{5} \mathrm{~F}$.

In a recent article in Public Utilities Fortnightly, George Pleat (1996) describes the benefits of buying energy-efficient transformers to a distribution-only utility of the future:

Under the assumption that the state utility commission will regulate the stand-alone distribution company through some kind of performance-based or price-capping mechanism, disco [distribution company] management should acquire an incentive to purchase the transformer with the lowest life-cycle cost. Purchasing higher-cost but more-efficient transformers with reasonable payback periods (maybe 10-15 years) should help reduce longrun operating costs, boosting profits for stockholders.

More specifically the incremental cost associated with a more expensive but more efficient transformer is recovered through savings associated with reduced losses (calculated on marginal costs). It would behoove the disco to pursue these types of decisions.

Despite restructuring, distribution companies will continue to be regulated. Where current rate making tends to make a utility neutral to purchasing high-efficiency transformers, performance-based rate making will build in incentives for them to purchase more efficient transformers if they are costeffective. The TOC calculation, when used with the proper values for parameters, should show the lowest-cost, and highest-profit, transformers for the utility to buy.


Fig. 3.1. Load duration curve and real-time price of power for sample transformer.

## 4. UNCERTAINTY ANALYSIS MODEL

### 4.1 INTRODUCTION

In Chapter 2, the equations for determining the equivalent first cost of no-load losses (A) and load losses (B) were given. The parameters that go into these equations were discussed, and the lack of certainty in their exact values was demonstrated. The effect of their uncertainty translates into uncertainty in the values of A and B, which in turn translates into uncertainty with regard to TOC. This uncertainty should be dealt with in some manner in making decisions about which transformer to purchase. Under some conditions (which affect the values of A and B), one transformer will be a better choice, since its TOC (under these conditions) will be less than that of any of the other transformers. A smaller TOC reduces cost and increases profits. The question is, how can a decision maker know the likely values of $A$ and $B$ in order to make the best choice? One answer to that question is use of a technique called Monte Carlo simulation. This technique selects the values of the inputs (that go into determining A and B) from some given probability distribution. It is assumed that the inputs are familiar to the analyst and that he or she has some idea of the possible values they may take on. This is the Monte Carlo part of the technique. Next, A and B are calculated or their values simulated, given the inputs randomly selected from their distributions. This process can be repeated several times to yield a set of values for A and B which can then be used to calculate a set of TOC values for a given transformer with a stated price and no-load (NL) and load loss (LL) values. This set of TOC outcomes are those that one might expect to observe, given the distributions of the input. The power and speed of present-day computers make Monte Carlo simulation a useful tool for the decision maker. The set of TOC values for each transformer generated via the simulation can be compared, and a choice can be made on the basis of some characteristic or decision criterion. For example, one might average the TOC values for each transformer and select the transformer that has the lowest average TOC value. Other statistics that can be used will be discussed later.

### 4.2 PROBABILITY DISTRIBUTIONS

In Monte Carlo simulation, the value of an input, say SC (avoided cost of system capacity), is selected from a given probability distribution. A probability distribution can be thought of as a model that indicates how likely it is that a given value will occur. (For a continuous variable, the probability of taking on any specific value is zero, but we use this loose description for pedagogical reasons.) Since the value of SC is selected from this hypothetical distribution, some care must be used in its selection for the results to be meaningful. The effect of distribution choice will be examined later, but for now we discuss some common distributions that are often used in Monte Carlo simulation analysis.

Probably the most common distribution is the so called normal distribution (or Gaussian distribution, named after its founder Gauss). This is the bell-shaped distribution that may be described by its mean and variance or standard deviation (which is the positive square root of the variance). The mean of the normal distribution indicates the center of the distribution, while the standard deviation describes the spread of the distribution. The smaller the standard deviation, the less spread and more peaked the distribution becomes. The standard deviation indicates how well we know the possible values the input can take on. For the normal distribution, roughly $68 \%$ of the values will be within one standard deviation of the mean and $95 \%$ of the values will lie within two standard deviations of the mean. The impact of this statement can be seen as follows: Suppose that

SC is normally distributed with a mean of $\$ 240 / \mathrm{kW}$. Consider two possible values for the standard deviation, $\$ 10 / \mathrm{kW}$ and $\$ 20 / \mathrm{kW}$. One would expect about $95 \%$ of the values for SC to lie in the interval $[\$ 220 / \mathrm{kW}, \$ 260 / \mathrm{kW}]$ if the standard deviation is $\$ 10 / \mathrm{kW}$, while the $95 \%$ probability interval corresponding to a standard deviation of $\$ 20 / \mathrm{kW}$ is $[\$ 200 / \mathrm{kW}, \$ 280 / \mathrm{kW}]$. The uncertainty in the choice of the standard deviation is multiplied to yield the uncertainty in the values of SC. The results can be seen in Fig. 4.1.

The uniform distribution is a common choice for an input distribution since it can be developed by a knowledge of the range of values that the input parameter can take on. For instance, one might believe that SC will lie in the range from $\$ 210 / \mathrm{kW}$ to $\$ 270 / \mathrm{kW}$. This is all that is needed to form the uniform distribution. The uniform distribution is flat (not bell-shaped like the normal distribution) on this range. Therefore, the probability that SC will be in some interval with a width of, for example, $\$ 10 / \mathrm{kW}$ does not depend on where in the interval those values lie. So the probability that SC will take on values in the interval [ $\$ 210, \$ 220$ ] is the same as that for the interval [ $\$ 235, \$ 245]$. The width in both cases is $\$ 10$, and that is the important characteristic. Thus, location is not important in the uniform distribution. All intervals of equal width are equally likely to occur. Figure 4.2 is a plot of the uniform distribution overlaid by a normal distribution with the same mean. Note that the normal distribution gives a much higher density about the mean value - indicating a much higher probability for values to lie near the mean - while the uniform density is flat. This flatness in the density can also be interpreted as a lack of information or increased uncertainty about where the most likely value will be. If the most likely value is unknown, but the range of values is fairly certain, then the uniform distribution is a good choice.

The triangle distribution is a cross between the uniform and the normal distributions. To specify a triangle distribution requires the range of possible values and a most likely or modal value. If the


Fig. 4.1. Two normal distributions for SC , both with a mean of $\$ 240$ but with standard deviations of $\$ 10$ and $\mathbf{\$ 2 0}$. The vertical bars enclose $95 \%$ of the area.


Fig. 4.2. Normal and uniform distributions for SC, both with a mean of $\$ 240$ and with standard deviations of $\mathbf{\$ 1 7 . 3 2}$. The vertical bars enclose $95 \%$ of the area.
modal value is selected as the middle of the range, then the triangle distribution is symmetric about the modal value and is similar to the normal distribution. If the modal value chosen is nearer to one of the endpoints of the range the distribution is more skewed and deviates from the normal distribution. The triangle distribution is simple since only three parameters are required to describe it, yet it does contain more information since it has a modal value - or a value that is thought most likely to occur. Figure 4.3 is a plot of the triangle distribution overlaid with a normal distribution with the same mean.

Finally, the gamma distribution is defined by two parameters, commonly denoted by $\alpha$ and $\beta$. One reason for the usefulness of this distribution is that it can take many shapes (i.e. symmetric or skewed) and yet have the same mean value. In terms of its parameters, the mean of the gamma distribution is the product of $\alpha$ and $\beta$. The variance is also described by its parameters as $\alpha \beta^{2}$. Figure 4.4 shows the gamma distribution for various choices of $\alpha$ and $\beta$, whose product $\alpha \beta$ is constant (i.e., they have the same mean).

The knowledge one has concerning a given input helps to determine the choice of distribution. For example, if SC is known fairly well and is felt to vary about some central value, the normal distribution might be a good choice. If SC is known to lie in some range and seems most likely to lie about some particular value (not necessarily in the center of the range), the triangle distribution may be the best choice. If very little is known about SC except that it should be greater than some value and less than another, then the uniform distribution appears most satisfactory.

Finally, if a fair amount is known about SC - that it is not symmetric, that it is skewed in one direction, and that it is fairly peaked (i.e., most values lie close to the mean, but there are possibilities that SC could deviate far from the mean) - then the gamma distribution may be a good choice.


Fig. 4.3. Normal and triangle distributions for SC, with a mean of $\$ 238$ and standard deviations of $\$ 11.61$. The vertical bars enclose $95 \%$ of the area.


Fig. 4.4. Plot of gamma density for various choices of alpha and beta.

How can this information on the input distributions be used to determine A and B? Initially look at an approximate value for $A$ and $B$ based on the mean values of our selected distributions. Table 4.1 describes the mean and variance for each distribution using the parameters that define it. Whatever distributions are selected for the inputs, a good approximate mean value for the output (i.e. either A or B) can be obtained by substituting the mean values of the inputs into the formula defining either $A$ or $B$.

Table 4.1. Distributions, defining parameters, means and variance

| Distribution | Defining parameters | Mean | Variance $^{a}$ |
| :--- | :---: | :---: | :---: |
| Normal | $\mu, \sigma^{2}$ | $\mu$ | $\sigma^{2}$ |
| Uniform | $\mathrm{a}, \mathrm{b}$ | $\frac{b-a}{2}$ | $\frac{(b-a)^{2}}{12}$ |
| Triangle | $\mathrm{a}, \mathrm{b},{ }^{b} \mathrm{c}$ | $\frac{a+b+c}{3}$ | $\frac{a^{2}+b^{2}+c^{2}-a b-a c-b c}{18}$ |
| Gamma | $\alpha, \beta$ | $\alpha \beta$ | $\alpha \beta^{2}$ |

${ }^{a}$ Standard deviation equals the positive square root of the variance.
${ }^{b}$ The term $b$ is the modal value in the triangle distribution.

An example will help to make this more concrete. The input variables that go into calculating A and $B$ are given in Table 4.2 along with some selected distributions and defining parameters. The means and variances are also listed in Table 4.2. To obtain an approximate mean value for A , we substitute the mean values for the input variables into the equation for $A$.

Since A is defined by

$$
A=(S C+E C * H P Y) /(F C R * 1000),
$$

then

$$
\tilde{\mu}_{A}=(240+0.03433 * 8760) /(0.175 * 1000)=3.09
$$

Similarly for B , the defining equation is

$$
B=\left(S C * R F+E C * L_{s} F * H P Y\right) * P_{L}^{2} /(F C R * 1000)
$$

and its approximate mean value is

$$
\tilde{\mu}_{B}=(240 * 0.45+0.03433 * 0.1667 * 8760)(1.05)^{2} /(0.175 * 1000)=1.00 .
$$

So the choice of parameters for our input variables can tell us the approximate mean values for A and $B$. If we change any of these parameters, it will have some effect on the approximate mean values for $A$ and $B$. For example, suppose the mean of SC is reduced to 200 with everything else remaining the same. This change in SC causes the approximate mean value of $A$ and $B$ to go to 2.86 and 0.88 , respectively. The point of this exercise is to demonstrate that the approximate mean values of $A$ and $B$ are directly related to the choice of the parameters used to describe the input variables. If
a utility put out a bid with $A=\$ 3$ and $B=\$ 1$, then the parameters in Table 4.2 would be good choices. If the utility selected $A=\$ 5$ and $B=\$ 1$, then the values in Table 4.2 would be inappropriate, since the mean value of A would be approximately $\$ 3.00$.

Table 4.2. Input variables used to calculate $A$ and $B$ and their distributions

| Input variable | Assumed <br> distribution | Parameters | Mean | Variance |
| :--- | :--- | :--- | :--- | :--- |
| SC | Normal | $\mu=240, \sigma^{2}=10$ | 240 | 10 |
| EC | Triangle | $\mathrm{A}=0.01, \mathrm{~B}=0.33, \mathrm{C}=0.6$ | 0.03433 | 0.000104 |
| Cost of capital $^{a}$ | Uniform | $\mathrm{A}=0.08, \mathrm{~B}=0.12$ | 0.10 | 0.000133 |
| Depreciation $^{a}$ | Uniform | $\mathrm{A}=0.025, \mathrm{~B}=0.035$ | 0.03 | 0.00000833 |
| Income taxes $^{a}$ | Uniform | $\mathrm{A}=0.01, \mathrm{~B}=0.02$ | 0.015 | 0.00000833 |
| ${\text { Local taxes, ins., etc. }{ }^{a}}^{\text {Fixed charge rate }}$ | Uniform | $\mathrm{A}=0.02, \mathrm{~B}=0.04$ | 0.03 | 0.0000333 |
| RF | Uniform | $\mathrm{A}=0.1515, \mathrm{~B}=0.1985$ | 0.175 | 0.000184 |
| RF | Uniform | $\mathrm{A}=0.4, \mathrm{~B}=0.5$ | 0.45 | 0.000833 |
| $\mathrm{~L}_{\mathrm{S}} \mathrm{F}$ | Triangle | $\mathrm{A}=0.08, \mathrm{~B}=0.12, \mathrm{C}=0.3$ | 0.16667 | 0.002289 |
| $\mathrm{P}_{\mathrm{L}}$ | Uniform | $\mathrm{A}=1.01, \mathrm{~B}=1.09$ | 1.05 | 0.000533 |

${ }^{a}$ The sum of the input equals the fixed charge rate (FCR). The mean and variance of FCR are 0.175 and 0.000084 , respectively, but its distribution is complicated.

The parameters in Table 4.2 will yield an average value of A equal to roughly $\$ 3$ and of $B$ equal to $\$ 1$; but each time a sample is drawn from each input distribution, these individual values may vary considerably from the average values, which in turn will yield values of A and B different from their mean values. The distribution of ratios and products of random variables are very difficult to determine in most cases. That is one reason Monte Carlo simulation is used, to help determine in a pseudo-random manner what the distribution on A and B look like. Randomly sampling from the given input variable distributions and calculating A and B yields a pair of A and B values. Several of these taken together help describe approximately what the distribution of $A$ and $B$ values are. The larger the number of simulations is, the better picture we have of what the distributions look like.

### 4.3 UNCERTAINTY ANALYSIS

How can the simulated values help in decision making? Although the distribution of values on $A$ and $B$ may be of interest, it is more important to see how these randomly generated pairs can be used to make better decisions. Assume that a utility company requests bids based on $\mathrm{A}=\$ 3$ and $\mathrm{B}=\$ 1$. The utility receives the transformer designs and corresponding prices given in Table 4.3.

The pseudo-efficiency (or loss index) is simply the square root of the product of the LL and NL values. It is a representative value for the efficiency where a smaller value implies greater efficiency. This number is not meant as a measure of the true efficiency of the transformer; it is simply a measure that allows a ranking of the transformer. Based on the information in Table 4.3, Design 1 has the lowest TOC value (\$939), Design 5 is the most efficient transformer, and Design 8 is the

Table 4.3. Designs and base TOC values when $\mathbf{A}=\$ 3.00$ and $B=\$ 1.00$

| Design no. | Price | Load loss | No-load loss | Pseudo- <br> efficiency | TOC |
| :---: | :---: | :---: | :---: | :---: | :---: |
| 1 | $\$ 492$ | 68 | 243 | 128.5 | $\$ 939$ |
| 2 | $\$ 532$ | 56 | 243 | 116.7 | $\$ 943$ |
| 3 | $\$ 505$ | 69 | 230 | 126.0 | $\$ 942$ |
| 4 | $\$ 511$ | 63 | 243 | 123.7 | $\$ 943$ |
| 5 | $\$ 545$ | 57 | 230 | 114.5 | $\$ 946$ |
| 6 | $\$ 539$ | 50 | 271 | 116.4 | $\$ 960$ |
| 7 | $\$ 518$ | 53 | 269 | 119.4 | $\$ 946$ |
| 8 | $\$ 465$ | 54 | 317 | 130.8 | $\$ 944$ |

lowest-priced unit. If the values of $A$ and $B$ were known with certainty, then Table 4.3 would express all that is needed to make a decision. If the utility's decision process were to select the lowest TOC transformer, then it would choose Design 1. If the utility liked the band of equivalence (BoE) approach and considered all transformers within a $3 \% \mathrm{BoE}$ to be essentially equal, it would likely select Design 8 because it is near the lowest TOC and has a much lower price. A utility might also consider the efficiency of the transformer and select Design 5 because it is also close to the lowest TOC and has the lowest pseudo-efficiency.

The values of $A$ and $B$ are not known for certain, and they will change in the future. Depending on circumstances, the values may go up or down or remain nearly the same. The "goodness" of the utility's decision will be determined by this random process. We can simulate that process and use Monte Carlo methods to determine the values of $A$ and $B$ which might occur which in turn allow the calculation of TOC values for these generated A and B values. These new TOC values can then be compared to see if the original selections were good, where good is measured by the loss or gain in revenue compared with the base case or some other method of comparison.

To run a Monte Carlo simulation analysis, we must choose the appropriate distributions for the inputs. Table 4.2 gives the inputs and their assumed distributions for this example simulation. These values were selected on the basis of experience and not from a detailed analysis of data. If data were available to help select appropriate distributions and their associated parameters (e.g., mean and variance), this empirical method of determining the distribution would be preferred.

It was shown earlier that by substituting the mean values for the inputs into the equations defining $A$ and $B$, then the resulting values for $A$ and $B$ are $\$ 3.09$ and $\$ 1.00$, respectively. These values are close to the values that were stated in requesting the bid. This result gives us some confidence that the distributions are not out of alignment with those that were expected to yield $A=\$ 3.00$ and $B=\$ 1.00$.

Using the input distributions in Table 4.2, 500 simulations were performed to generate 500 values for $A$ and $B$, which were used to generate 500 TOC values. Various statistics can be generated to determine properties concerning the choice of a transformer design and its possible TOC values.

Table 4.4 summarizes some of the quantities one might want to calculate from the simulation. The first column of the table is simply the transformer design number. The second column is the base TOC value given that $\mathrm{A}=\$ 3.00$ and $\mathrm{B}=\$ 1.00$. The average TOC is the average TOC over the 500
simulations. Design 1 remains the minimum TOC, even though the simulation results are $\$ 10.00$ higher than the base case. In fact all the average TOC values are higher than the base TOC values, with the difference ranging from $\$ 8.00$ (Design 6) to $\$ 11.00$ (Design 3), with most increasing by $\$ 9.00$ (Designs 2, 5, 7, and 8).

Table 4.4. Summary statistics for simulation analysis for each transformer design

| Design no. | Base TOC | Average TOC | Average <br> difference from <br> minimum TOC | Fraction of runs <br> in which TOC <br> was minimum <br> $(\%)$ |
| :---: | :---: | :---: | :---: | :---: |
| 1 | 939 | 949 | 3.30 | 40.8 |
| 2 | 943 | 952 | 5.78 | 19.2 |
| 3 | 942 | 953 | 6.33 | 1 |
| 4 | 943 | 953 | 6.67 | 0 |
| 5 | 946 | 955 | 8.81 | 6.8 |
| 6 | 960 | 968 | 22.24 | 0 |
| 7 | 946 | 955 | 8.60 | 0.2 |
| 8 | 944 | 953 | 7.10 | 32 |

The average difference from the minimum TOC is obtained by subtracting the minimum TOC value at each simulation step from the TOC values of each transformer. This leaves 500 values for each transformer design. The value will be zero if that transformer achieved the minimum TOC or some positive value otherwise. These 500 values are then averaged to yield the average difference from minimum TOC. This average value might be thought of as the cost of uncertainty. If the values of A and B were known with certainty, it would be trivial to pick the optimal transformer design; but realistically A and B are not known. Therefore, the choice of the optimal design will vary as A and B vary. The average difference from minimum TOC estimates the cost of this uncertainty. Note that Design 1 (the minimum TOC design) is the best with respect to this measure, with a cost of uncertainty of $\$ 3.30$. The BoE choice is Design 8 , with a cost of uncertainty of $\$ 7.10$, more than twice the cost of uncertainty of Design 1. It is interesting to note that Design 5 , the design with the lowest pseudo-efficiency, has a rather high cost of uncertainty of $\$ 8.81$. Design 6 should be avoided since it has the highest cost of uncertainty of $\$ 22.24$. It is also interesting to note that Design 2 has the second smallest cost of uncertainty, $\$ 5.78$.

The last statistic is the fraction of runs in which that particular design had the minimum TOC value. It indicates the percentage of the time that transformer design was the clear winner with respect to TOC. On the basis of this statistic, Design 1 (the lowest base TOC) is the best, having the lowest TOC nearly $41 \%$ of the time. The second best design is Design 8, which has the lowest TOC $32 \%$ of the time. This rate is nearly $9 \%$ less often than Design 1, but the cost of uncertainty of Design 8 is more than twice that of Design 1. These statistics indicate that Design 8 is more variable and that under certain conditions, its TOC value can be quite large. Figure 4.5 is a plot of the differences from minimum TOC for Design 1 and Design 8. The values for Design 8 (vertical axis) range from 0 to 50,
while the values for Design 1 (horizontal axis) range from 0 to 20. This plot is another indicator that Design 1 is better in the sense that it is less variable and, even if it does poorly, it does so to a lesser degree than Design 8 . The large numbers of points on the vertical and horizontal axis indicates the large percentage of times these two transformers had the minimum TOC.

The statistics in Table 4.4 can also be used to calculate other interesting cross-comparisons. For example, we can compare the design having the minimum base TOC with the design having the minimum price (i.e., Design 1 and Design 8). Based on Table 4.4, the average TOC for all simulations for Design 1 is $\$ 949.48$ and for Design 8 is $\$ 953.28$, indicating that on the average Design 1 has a smaller TOC.

Thus simulation analysis provides a method for comparing transformer designs and enabling the user to understand the effects that variation in input parameters has on the TOC values. Several statistics can be calculated. Some are presented in Table 4.4 which provide a basis for making a decision in the face of uncertainty. In addition, the variation in TOC values or the cost of uncertainty values like those presented in Fig. 4.5 can indicate how far from the best choice a design may stray. Statistics such as the minimum, maximum, standard deviation, and coefficient of variation are other measures that provide assistance in assessing the distribution of TOC values obtained through simulation.

### 4.4 SENSITIVITY ANALYSIS

An analysis of the sensitivity of the TOC values to changes in the inputs can be obtained for any given design. In the same manner that the sensitivity results in section 2 were obtained, sensitivities for a given transformer design can also be obtained. The importance of this type of analysis is the ability to determine the effect an input has on determining the TOC. If the effect is slight, then that


Fig. 4.5. Plot of uncertainty costs for Designs 1 and 8.
input has little influence and knowledge about its "true" value is not as important as for an input that has a dramatic effect on the TOC.

This sensitivity analysis was performed for transformer Design 1 . The sensitivity analysis is carried out by setting all inputs at their mean value. Then, selecting one input at a time, the quantiles corresponding to the probabilities $0.05,0.25,0.50,0.75$, and 0.95 were obtained and substituted in the equations defining $A$ and $B$. These values of $A$ and $B$ were then used to calculate the TOC. Recall that the quantile $x_{p}$ corresponding to the probability $p$ is that value of the distribution for which $p \%$ of the distribution lies to the left of $x_{p}$. For a symmetric distribution, then, $x_{0.50}$ is the middle of the distribution. For the normal distribution, the middle of the distribution is the mean. Table 4.5 contains the quantiles corresponding to the probabilities $0.05,0.25,0.50,0.75$, and 0.95 for the six input variables.

Using the quantiles corresponding to $p=0.50$ for the base values rather than the mean will have little effect unless the distributions are highly skewed (i.e., nonsymmetric). Hence, we used the $x_{0.50}$ value to be the base value and then, for one input variable at a time, cycled through each of the quantiles to obtain $A$ and $B$ values and determine TOC. Table 4.6 lists the TOC values thus obtained, and Fig. 4.6 is a plot of those values versus the probability or percentile values. It is obvious from Fig. 4.6 that FCR has a large effect on the TOC, as does EC; the other inputs have a rather small effect on TOC, except possibly $\mathrm{L}_{s} \mathrm{~F}$ at its larger values. These results in Fig. 4.6 are slightly different from what is represented in Fig. 2.2, which was obtained under more general conditions. The importance of Fig. 4.6 or Table 4.6 is that FCR and EC are major "possible" influences on the TOC, and some effort should be made to determine these values as well as possible to obtain the most accurate prediction of future TOC values.

Table 4.5. Quantiles of the input variables corresponding to various probabilities

| Probability | SC | EC | FCR | RF | $\mathbf{L}_{\mathbf{s}} \mathbf{F}$ | $\mathbf{P}_{\mathbf{L}}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 0.05 | 223.55 | 0.018 | 0.153 | 0.405 | 0.101 | 1.014 |
| 0.25 | 233.26 | 0.027 | 0.165 | 0.425 | 0.128 | 1.030 |
| 0.50 | 240.00 | 0.034 | 0.175 | 0.450 | 0.159 | 1.050 |
| 0.75 | 246.74 | 0.042 | 0.185 | 0.475 | 0.201 | 1.070 |
| 0.95 | 256.45 | 0.052 | 0.197 | 0.495 | 0.256 | 1.086 |

Table 4.6. TOC values as a function of changing input values

| Probability | SC | EC | FCR | $\mathbf{R F}$ | $\mathbf{L}_{\mathbf{s}} \mathbf{F}$ | $\mathbf{P}_{\mathbf{L}}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 0.05 | 921.34 | 848.00 | 1003.35 | 922.53 | 912.46 | 923.02 |
| 0.25 | 931.79 | 899.93 | 966.16 | 929.88 | 924.63 | 930.08 |
| 0.50 | 939.06 | 939.06 | 939.06 | 939.06 | 939.06 | 939.06 |
| 0.75 | 946.33 | 981.22 | 914.90 | 948.25 | 957.86 | 948.22 |
| 0.95 | 956.79 | 1037.48 | 889.14 | 955.60 | 982.96 | 955.66 |



Fig. 4.6. Sensitivity of TOC to changes in inputs.

## 5. STATISTICAL DISTRIBUTIONS

The usefulness of probability distributions in simulating the $A$ and $B$ values is obvious. What is not obvious is how to select the appropriate distribution to use. This is not an easy problem and is discussed in several articles (see Draper 1995; Helton 1993; Beckman and McKay 1987; Downing, Gardner, and Hoffman 1985; and Kleijnen 1996). Numerous statistical papers are devoted to the subject of density estimation, and this section does not attempt to relate even a small fraction of the literature on the subject. We will introduce a few concepts, and the interested reader can find real depth on the subject in the literature cited. We shall restrict ourselves to continuous random variables, that is, to random variables that can take on any value in an interval. For example, the FCR may take on any value between 0 and 1 . It cannot be less than zero nor greater than unity, and many values in this interval have negligible probability of occurring. Usually we limit the number of significant digits that are reported, but this is for convenience rather than because of any limit on the true value of the random variable.

The distributions introduced in Sect. 4 (normal, uniform, triangle, and gamma) each have specific shapes, as shown in Figs. 4.1-4.4. These shapes and the limitations on the range of values that the associated random variable may take on are important in attempting to select a distribution. The typical process is to plot the data (observed values of the random variable) in a manner that will approximate the distribution. The plotting tool usually used is the histogram. A histogram is a visual way of describing the data. It is obtained by partitioning the range of the data into several intervals of equal length, counting the number of observations that lie in each interval, and plotting the counts as bar lengths. Figure 5.1 is a histogram for the A factors collected from several utilities across the United States for the year 1991.

The relative heights of the bars represent the relative density of observations in the intervals and in this way represent the probability density of the variable. Because the histogram has been used extensively and is familiar to most people, it is useful for conveying distributional information, but histograms suffer from several drawbacks. The primary drawback is the arbitrary choice of the number of intervals and their relative position. Changing these can alter the histogram markedly, and there is no known "best" choice. There are rules that some people use - for example, Sturges's number of bins rule [see Scott (1992)], which suggests using

$$
k=1+\log _{2} n,
$$

where $n$ is the number of observations in the sample and $k$ is the number of bins. For the data of Fig. 5.1, Doane (1976) suggested another rule if the data are skewed, rather than normal. Newer techniques using adaptive histograms focus on bin width rather than the number of bins (Scott 1992).

Putting these problems aside, the histogram does give a visual representation of the distribution of the data and allows one to see the symmetry of the data or whether it is skewed. Figure 5.1 reveals that the A factors are somewhat symmetric, but there are some rather large values extending the tail of the histogram to the right. This indicates a positive skewness. The large values are from Kauai and HELCO, both Hawaiian utility companies and perhaps not representative of the majority of utility companies. Omitting them would tend to make the histogram more symmetric and normal looking. We note also that the first interval of the histogram is from -2 to 0 . There are no negative values in the data, but there are two zero values. The plot of the histogram is largely a function of the computer code written to display it, and some things are beyond the control of the user.


Fig. 5.1. A factors for several U.S. utilities, 1991.

A second plot is the quantile plot. The term quantile is closely associated with the term percentile, which is a more common term. For example, in scholastic testing we speak of students who scored in the 99th percentile. This means that $99 \%$ of all scores fell below this student's score and only $1 \%$ of the scores fell above it. Similarly, we define the .99 quantile of a set of data to be a number on the scale of the data that divides the data into two groups, so that 0.99 of the observations fall below and 0.01 fall above. We will call this value $Q(.99)$. The only difference between percentile and quantile is that percentile refers to a percentage of a set of data and quantile refers to a fraction of the set of data. An obvious problem occurs when we want a quantile of a given value, say the .25 quantile, from a set of 10 data values. Each data value splits off $10 \%$ of the whole set, so we can find the .2 quantile and the .3 quantile, but not the .25 quantile. Another complication is that if we put the split point exactly at an observation, we would not know whether to include the observation in the lower part or the upper part.

The following definition helps overcome the above problems. Starting with the raw set of data $y_{i}$ $i=1,2, \ldots, n$, we order the data from smallest to largest, $y_{(i j} i=1,2, \ldots, n$. Letting $p$ represent any fraction between 0 and 1 , we begin by defining the quantile $Q(p)$ corresponding to the fraction $p$ as follows: Take $Q(p)$ to be $y_{(i)}$ whenever $p$ is one of the fractions $p_{i}=(i-.5) / n$, for $1,2, \ldots, n$.

Thus, the quantiles $Q\left(p_{i}\right)$ of the data are just the ordered data values themselves, $y_{(j)}$. Figure 5.2 is a quantile plot of the A factor data. It is a plot of the $Q\left(p_{i}\right)$ against $p_{i}$ for the A factor data. The horizontal scale shows the fractions $p_{i}$ and goes from 0 to 1 . The vertical scale is the scale of the original data. Note that if we ignore the horizontal scale, this is identical to a plot of $y_{(i)}$ vs $i$. The plot in Fig. 5.2 shows a series of connected line segments. Each line segment is an interpolation between $Q\left(p_{i}\right)$ and $Q\left(p_{i+1}\right)$. These line segments allow one to calculate $Q(p)$ for any fraction $p$.


Fig. 5.2. Quantile plot of the $A$ factor data for several U.S. utilities, 1991.

If $p$ is a fraction $f$ of the way from $p_{i}$ to $p_{i+1}$ then $Q(p)$ is defined to be

$$
Q(p)=(1-f) Q\left(p_{i}\right)+f Q\left(p_{i+1}\right)
$$

where

$$
f=\frac{p-p_{i}}{p_{i+1}-p_{i}} \quad p_{i} \leq p \leq p_{i+1} .
$$

Note that the above formula is for interpolation. It is tricky to extrapolate values, and thus for $p<.5 / n$ or $\mathrm{p}>1-.5 / n$ we choose to be cautious and use $y_{(1)}$ and $y_{(n)}$, respectively. There are some special quantiles that should be discussed. The median, $Q(.5)$ is the middle value that divides the data into two groups of equal size. If the sample size, $n$, is odd, the median is $y_{(n+1 / 2)}$. If $n$ is even, then
there are two values of $y_{(0)}$ equally close to the middle, and our interpolation rule tells us to average them, giving $\left(y_{(n / 2)}+y_{(n / 2+1)}\right) / 2$.

Two other quantiles are the lower and upper quartiles, $Q(.25)$ and $Q(.75)$. They split off $25 \%$ and $75 \%$ of the data, respectively. The distance between the first and third quartile, $Q(.75)-Q(.25)$, is called the interquartile range and can be used to judge the spread of the bulk of the data. For the data displayed in Fig. 5.2, we find that $Q(.25)=2.31, Q(.5)=3.12$, and $Q(.75)=4.16$; and the interquartile range is $Q(.75)-Q(.25)=1.85$. The quantile plot yields other pieces of information as well. The highest local density of points occurs when there are many measurements with exactly the same value. This is revealed in the quantile plot by segments with zero slope. The gentle slope also indicates that values are relatively close together. The large values from the Hawaiian utilities appear together after the sharply rising segment, indicating their separation from the bulk of the data.

The quantile plot can be used to assess how well a theoretical distribution approximates the data in hand. One calculates the quantiles of the original data and the corresponding quantiles of the theoretical distribution and plots these against one another. These plots are called theoretical quantile-quantile plots, often shortened to the expression theoretical Q-Q plots. The term theoretical is used to indicate that one distribution is an assumed theoretical distribution. This same plot can be used to compare two sets of observed data. In this setting, both quantiles are empirical, and the plot of the two sets of quantiles is called a $Q-Q$ plot.

The theoretical quantiles are calculated in the following way. Let $F(y)$ denote the theoretical cumulative distribution function. The $p$ quantile of $F$, where $0<p<1$, is a number that we shall call $Q_{T}(p)$, (the subscript $T$ stands for theoretical) which satisfies

$$
F\left[Q_{T}(p)\right]=p
$$

or

$$
Q_{T}(p)=F^{-1}(p)
$$

Thus, $Q_{T}(p)$ is the value for which the fraction $p$ of the distribution lies to the left of it. These values are calculated for $p_{i}=(i-.5) / n$, where $i=1,2, \ldots, n$. The empirical quantiles are obtained, as before, from the ordered observations, where $Q\left(p_{i}\right)=y_{(i)}$. The values of $Q\left(p_{i}\right)$ and $Q_{T}\left(p_{i}\right)$ are plotted on the theoretical Q-Q plot. Figure 5.3 is a theoretical Q-Q plot of the A factor data for 1991, where the theoretical distribution is a standard normal (i.e., has mean zero and unit variance). The theoretical Q-Q plot should follow a straight line if the theoretical distribution is a good approximation to the distribution of the data. A straight line is plotted in Fig. 5.3, which indicates that the data is poorly fit by this model, especially in the right tail.

The large values from the Hawaiian utilities have a strong effect on the distribution shown in Fig. 5.3. Since these are quite different from the rest of the mainland data, they are dropped, and the theoretical Q-Q plot is redrawn in Fig. 5.4. The straight line is a much better fit to the data in this figure, but the values to the right again separate from the line. This indicates right skewness and is indicative of log normal data. Log normal data are data whose logarithms (to the base $e$ ) are normally distributed.

Figure 5.5 is a theoretical Q-Q plot of the log-transformed data. The Hawaiian utility data were included in the data set, and all values were increased by adding 1 to their values because the $\log$ of 0 is minus infinity. The line here fits better for the majority of the data except at both extreme tails. Data values at the extremes tend to be more variable than those in the center of the distribution, and some variation off the line is expected. Large discrepancies from the line at the ends indicate long or short tails. Thus, the two zero values and the Hawaiian data both indicate longer tails than might be


Fig. 5.3. Theoretical quantile-quantile plot of the A factor data for several U.S. utilities, 1991.
expected for the log normal distribution. Since the remainder of the data follows the straight line reasonably well, the log normal distribution may be an acceptable distribution for the majority of the data.


Fig. 5.4. Theoretical quantile-quantile plot for the A factor data, 1991, omitting the extreme values.


Fig. 5.5. Theoretical quantile-quantile plot for the $\log$ of the $\mathbf{A}$ factor data, 1991.

## 6. UTILITY APPLICATIONS

### 6.1 INTRODUCTION

Any methodology needs to be tested on field data, and we were fortunate to find two utilities willing to share their data with us for test cases. These cases represent transformers from the residential, commercial, and industrial sectors. Section 6.2, below, gives the designs (that is, the price, no-load loss, and load loss) for each transformer, the base values of A and B that were given to the transformer manufacturers, and the corresponding parameters used in the calculation of A and B along with their assumed distribution. The results of the Monte Carlo simulation analysis are given in Sect. 6.3. For each of the transformer selection cases, the transformer with the lowest TOC is selected in the majority of the simulations. Collateral information, such as pseudo-efficiency (loss index) and cost of losses, indicates that the selection makes sense economically. In Sect. 6.4 we look at the results when we substitute uniform distributions for all of the parameters, which indicates a lack of knowledge about the parameter. The general lesson to be learned from substituting the uniform distribution is that the choice is not as clear as it was when we assumed other distributions but results in the same selection; this outcome makes sense because we are admitting a lack of knowledge about the parameters which reflects itself in wider variation in the values that the parameters take on and subsequently in the values of A and B themselves.

### 6.2 DESIGNS AND PARAMETER DISTRIBUTIONS

The utilities provided data on four residential transformer sizes/types: 15-kVA pole mount, 25kVA pole mount, $25-\mathrm{kVA}$ pad mount, and $50-\mathrm{kVA}$ pad mount. The values of A and B given to the transformer manufacturers for residential transformers were $\mathrm{A}=\$ 2.00 / \mathrm{W}$ and $\mathrm{B}=\$ 0.25 / \mathrm{W}$. Data were provided on two commercial transformer sizes: $300-\mathrm{kVA}$ pad mount and $500-\mathrm{kVA}$ pad mount. The values of A and B given to the transformer manufacturers for commercial transformers were $\mathrm{A}=$ $\$ 2.00 / \mathrm{W}$ and $\mathrm{B}=\$ 0.60 / \mathrm{W}$. There was one industrial transformer, a $1000-\mathrm{kVA}$ pad mount transformer with the value of $A=\$ 2.00 / \mathrm{W}$ and $\mathrm{B}=\$ 1.00 / \mathrm{W}$. Tables 6.1-6.3 present the transformer designs for each of these cases.

The designs for residential, commercial, and industrial transformers show a nice variation in price, no-load, and load loss values. Usually, the more expensive transformers have lower no-load and load loss values, as one would expect. The question to be answered is, given these choices, which transformer should we select and why? Sect. 6.3 discusses the results of our simulations, answers the selection problem, and gives some reasons for the selection.

In order to run a simulation analysis we must have distributions for the various parameters that go into determining the A and B values. The utility companies helped us with the choice of the central values, but the choice of the probability distribution was ours. We tried to use common sense and less-informative distributions (like the triangle and uniform) as choices to avoid assuming more than we should about the distributions. This is an area on which utilities need to spend more time and effort, since it is a very important part of this analysis. We investigate the influence of distribution choice in Sect. 6.4, where we substitute uniform distributions for all parameters. Table 6.4 gives the parameters, their distribution, and associated distribution values for the residential, commercial, and industrial conditions.

Table 6.1. Residential transformer bids, $\mathbf{A}=\mathbf{\$ 2 . 0 0}$ and $B=\$ 0.25$

| Transformer size | Design | Price | No-load loss (NL) | Load loss (LL) |
| :---: | :---: | :---: | :---: | :---: |
| $15-\mathrm{kVA}$ pole mount | 1 | 284 | 50 | 300 |
|  | 2 | 300 | 50 | 320 |
|  | 3 | 310 | 53 | 220 |
|  | 4 | 320 | 80 | 270 |
|  | 5 | 340 | 40 | 320 |
| 25-kVA pole mount | 1 | 340 | 70 | 440 |
|  | 2 | 375 | 75 | 495 |
|  | 3 | 380 | 120 | 420 |
|  | 4 | 390 | 55 | 320 |
|  | 5 | 400 | 55 | 430 |
|  | 6 | 380 | 70 | 300 |
|  | 7 | 390 | 55 | 350 |
| 25-kVA pad mount | 1 | 730 | 70 | 500 |
|  | 2 | 740 | 75 | 470 |
|  | 3 | 750 | 60 | 470 |
|  | 4 | 770 | 55 | 390 |
|  | 5 | 810 | 60 | 410 |
|  | 6 | 825 | 100 | 370 |
|  | 7 | 850 | 55 | 310 |
| 50-kVA pad mount | 1 | 830 | 160 | 700 |
|  | 2 | 875 | 115 | 820 |
|  | 3 | 885 | 140 | 640 |
|  | 4 | 890 | 100 | 850 |
|  | 5 | 910 | 95 | 580 |
|  | 6 | 930 | 135 | 610 |
|  | 7 | 1010 | 80 | 610 |

Table 6.2. Commercial transformer bids, $\mathbf{A}=\$ 2.00$ and $B=\$ 0.60$

| Transformer size | Design | Price | No-load loss (NL) | Load loss (LL) |
| :---: | :---: | :---: | :---: | :---: |
| 300-kVA pad mount | 1 | 4900 | 500 | 3100 |
|  | 2 | 5250 | 535 | 2500 |
|  | 3 | 5400 | 540 | 2750 |
| 500-kVA pad mount | 4 | 5800 | 620 | 2000 |
|  | 1 | 5530 | 1220 | 5150 |
|  | 2 | 5700 | 880 | 4900 |
|  | 3 | 5800 | 1100 | 5630 |
|  | 4 | 5810 | 1080 | 5500 |
|  | 5 | 5820 | 1090 | 5630 |
|  | 6 | 6080 | 750 | 5750 |
|  | 7 | 6275 | 895 | 6075 |
|  | 8 | 6400 | 850 | 3900 |
|  | 10 | 6800 | 615 | 5850 |

Table 6.3. Industrial transformer bids, $\mathbf{A}=\$ 2.00$ and $B=\$ 1.00$

| Transformer size | Design | Price | No-load loss (NL) | Load loss (LL) |
| :---: | :---: | :---: | :---: | :---: |
| 1000-kVA pad mount | 1 | 8500 | 1820 | 8820 |
|  | 2 | 8635 | 1950 | 7650 |
|  | 3 | 8700 | 2150 | 7750 |
|  | 4 | 9000 | 1550 | 7500 |
|  | 5 | 9300 | 1600 | 7650 |
|  | 6 | 9600 | 1020 | 9500 |
|  | 7 | 10350 | 1170 | 6900 |
|  | 8 | 10500 | 1450 | 6300 |

Table 6.4. Distributions for economic variables used in computing $A$ and $B$

| Economic parameter | Residential |  | Commercial |  | Industrial |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | Probability distribution | Distribution parameters | Probability distribution | Distribution parameters | Probability distribution | Distribution parameters |
| SC | Normal | $\begin{aligned} & \text { mean }=31.522 \\ & \text { std dev }=1.0 \end{aligned}$ | Normal | $\begin{aligned} & \text { mean }=31.522 \\ & \text { std dev }=1.0 \end{aligned}$ | Normal | $\begin{aligned} & \text { mean }=31.522 \\ & \text { std dev }=1.0 \end{aligned}$ |
| EC | Normal | $\begin{aligned} & \text { mean }=0.0259 \\ & \text { std dev }=0.0075 \end{aligned}$ | Normal | $\begin{aligned} & \text { mean }=0.0259 \\ & \text { std dev }=0.0075 \end{aligned}$ | Normal | $\begin{aligned} & \text { mean }=0.0259 \\ & \text { std dev }=0.0075 \end{aligned}$ |
| PL | Uniform | $\begin{aligned} & \min =0.9 \\ & \max =1.1 \end{aligned}$ | Uniform | $\begin{aligned} & \min =0.9 \\ & \max =1.1 \end{aligned}$ | Uniform | $\begin{aligned} & \min =0.9 \\ & \max =1.1 \end{aligned}$ |
| FCR | Triangle | $\begin{aligned} & \min =0.10 \\ & \max =0.14 \\ & \operatorname{mode}=0.1241 \end{aligned}$ | Triangle | $\begin{aligned} & \min =0.10 \\ & \max =0.14 \\ & \operatorname{mode}=0.1241 \end{aligned}$ | Triangle | $\begin{aligned} & \min =0.10 \\ & \max =0.14 \\ & \operatorname{mode}=0.1241 \end{aligned}$ |
| RF | Triangle | $\begin{aligned} & \min =0.45 \\ & \max =0.47 \\ & \operatorname{mode}=0.46 \end{aligned}$ | Triangle | $\begin{aligned} & \min =0.775 \\ & \max =0.795 \\ & \operatorname{mode}=0.785 \end{aligned}$ | Triangle | $\begin{aligned} & \min =0.875 \\ & \max =0.895 \\ & \operatorname{mode}=0.885 \end{aligned}$ |
| LsF | Triangle | $\begin{aligned} & \min =0.054 \\ & \max =0.084 \\ & \operatorname{mode}=0.074 \end{aligned}$ | Uniform | $\begin{aligned} & \min =0.21 \\ & \max =0.216 \end{aligned}$ | Uniform | $\begin{aligned} & \min =0.43 \\ & \max =0.434 \end{aligned}$ |

### 6.3 RESULTS OF MONTE CARLO SIMULATION ANALYSIS

This section discusses the analysis results for each transformer purchase and summarizes the findings. The summary statistics are defined in Sect. 4.3.

### 6.3.1 15-kVA Pole-Mount Residential Transformer

For the $15-\mathrm{kVA}$ pole-mount residential transformer, there are five designs to choose from, shown in Table 6.1. A visual summary of the output of our analysis is shown in Fig. 6.1. Fig. 6.1(a) gives the TOC using $\mathrm{A}=\$ 2.00$ and $\mathrm{B}=\$ 0.25$. This shows that Design I has the lowest TOC $(\$ 459.00)$, while Design 4 has the highest ( $\$ 547.50$ ). The values of $A$ and $B$ in these runs vary around the
central values of $\$ 2.00$ and $\$ 0.25$, respectively; for this analysis the average value of $A$ is $\$ 2.14$ and $B$ is $\$ 0.25$. Thus, the average TOC values will be somewhat higher than those based on the fixed $A$ and $B$ values; however, the relative average TOC values between designs is the same.

Fig. 6.1(b) indicates the pseudo-efficiency of the transformers (defined as the square root of the product of the no-load loss and load loss values). In general, it can be stated that the more efficient the design the more expensive the transformer. For these, Design 3 is the most efficient, and Design 4 is the least efficient. This is an interesting result because Design 4 is the second most expensive design. Note that the designs have been ordered by their cost from lowest to highest for all purchases, so that Design 1 is the lowest priced transformer, Design 2 is the next lowest priced transformer, and so on. Depending on the values of NL and LL and the values of A and B, the lowest TOC will differ.

Fig. 6.1(c) indicates the number of times a particular design would be selected based on its having the lowest TOC. This is independent of its first cost, being based simply on the TOC value. In this case study, Design 1 is chosen every time. This design is the lowest-first-price unit and also has the lowest TOC. In the simulation analysis it consistently had the lowest computed TOC value.

Fig. 6.1(d) indicates the average amount of money a given design would cost above the one with the lowest TOC over the 500 simulations. Since Design 1 had the lowest TOC value in every case, its average cost is zero. Design 3 is a close competitor, costing on average $\$ 12.30$ more than the lowest TOC design (which in this case is always Design 1). Design 4 is an obviously poor choice, since it cost $\$ 92.55$ more than the lowest TOC design on average (which means that in some cases it could even be more costly). Thus, for this transformer purchase, Design 1 is a clear choice.

### 6.3.2 25-kVA Pole-Mount Residential Transformer

Table 6.1 lists the seven designs for the $25-\mathrm{kVA}$ pole-mount residential transformer case study. The results for the study are shown in Fig. 6.2. Design 4 has the lowest TOC value [Fig. 6.2(a)], but is the fourth most expensive transformer. The reason for this can be seen by looking at the efficiency bar plot [Fig. 6.2(b)], where Design 4 is the most efficient design. In terms of the percentage of times a design is selected (i.e., has the lowest TOC value), we see that Design 4 is selected $82 \%$ of the time, and Design 1 is selected $18 \%$ of the time [Fig. 6.2(c)]. No other designs were selected. Recall that Design 1, by definition, is the lowest priced unit; however, because of its NL and LL values, it is not as good a purchase as Design 4. The average cost gives us additional information. On average, Design 4 costs $\$ 1.33$ more than the alternative lowest TOC unit (in this case, Design 1, since it is the only design that was chosen over Design 4), while Design 1 costs $\$ 13.86$ [Fig. 6.1(d)]. This says that Design 4 is close to the lowest TOC unit overall and that Design 1 can be substantially more costly than the lowest TOC unit. Again, the choice of transformer is Design 4. It is interesting to note that for an FCR of $12.41 \%$, the return on the incremental cost of unit 4 is $14.9 \%$ per year. This return increases to $18.1 \%$ if uncertainty costs are included in the savings.

### 6.3.3 25-kVA Pad-Mount Residential Transformer

The seven designs for the $25-\mathrm{kVA}$ pad-mount residential transformer case study are given in Table 6.1. Fig. 6.3 shows the results of this case study. The lowest TOC design is Design 4, which again is in the middle with regard to initial cost, but due to its efficiency [see Fig. 6.3(b)] has the lowest TOC. Design 7 is the most efficient design, but it is also the most expensive design (in fact, $\$ 80.00$ more than Design 4). The high purchase price of Design 7 keeps it out of the competition even though it is a much more efficient unit than any of the other designs. Design 4 is the second most efficient unit. This and its middle price make it an attractive choice. Design 4 is chosen $93.4 \%$
of the time, while Design 1 (the lowest priced unit) is selected $6.6 \%$ of the time. On average, Design 4 costs $\$ 0.34$ above the lowest TOC unit (not unexpected, since it has the lowest TOC value $93.4 \%$ of the time), but the average cost of $\$ 20.58$ for Design 1 indicates that it is fairly far from the lowest TOC unit. Design 3 has the second lowest average cost and is a better competitor on the basis of cost than Design 1 even though it never had the lowest TOC.

### 6.3.4 50-kVA Pad-Mount Residential Transformer

The seven designs for the $50-\mathrm{kVA}$ pad-mount residential transformer case study are listed in Table 6.1. Figure 6.4 shows the results of this case study. Design 5 has the lowest TOC because of its high efficiency (or low NL and LL values; see Table 6.1). Design 7 has the best efficiency, but it is also the most expensive unit, and the initial cost makes this design unattractive. The bar plot for percentage selected in Fig. 6.4(c) clearly indicates that Design 5 is the design of choice, being selected $97.4 \%$ of the time. Design 1 is chosen $2.6 \%$ of the time; although its initial cost is low, it is the least efficient unit. In terms of average cost, Design 5 is clearly the best choice ( $\$ 0.47$ ), with its nearest competitor, Design 4 , having an average cost of $\$ 59.21$. Clearly, in this study the best design economically is Design 5 , even though its first cost is the fifth highest.

### 6.3.5 300-kVA Pad-Mount Commercial Transformer

Table 6.2 contains the data for the four designs in the $300-\mathrm{kVA}$ pad-mount commercial transformer case study. Figure 6.5 shows the results of the analysis for this case study. Design 1 has the lowest cost and lowest TOC even though it is not the most efficient unit. Design 4 (the most expensive) is the most efficient unit. Design 1 is selected most often - $80.6 \%$ of the time - while Design 2 is selected $19.4 \%$ of the time. The average cost is revealing in this case, showing $\$ 8.60$ for Design 1 and $\$ 66.49$ for Design 2. The other two designs have substantially higher TOC values and are not competitive.

### 6.3.6 500-kVA Pad-Mount Commercial Transformer

The 10 designs for the $500-\mathrm{kVA}$ pad-mount commercial transformer case study are listed in Table 6.2. Figure 6.6 shows the results of the analysis. Design 2 has the lowest TOC and is also the fourth most efficient design out of the 10 . Design 9 is the most efficient design, with Design 10 the second most efficient design. The initial price of these units makes them somewhat unattractive. The design chosen most often is Design 2, selected $92.4 \%$ of the time, but Design 9 (the second most expensive design) is selected $7.6 \%$ of the time. The average cost for Design 2 is $\$ 7.55$, while that for Design 9 is $\$ 235.12$. The other designs have significantly higher average costs. In this case, the efficiency of the second most expensive design (Design 9) is nearly enough to make it an attractive choice, but Design 2 (the second lowest priced unit) is clearly the unit of choice.

### 6.3.7 1000-kVA Pad-Mount Industrial Transformer

Table 6.3 contains the data corresponding to the eight transformers in the $1000-\mathrm{kVA}$ pad-mount purchase competition. Figure 6.7 shows the results of the analysis. The TOC values are fairly close for these large and expensive transformers. Design 7 has the lowest TOC $(\$ 19,590)$ but is closely followed by Design $4(\$ 19,600)$ and Design $8(\$ 19,700)$. These three designs are the more expensive transformers with good efficiency numbers. The most efficient design is Design 7, followed by Design 8 and then Design 6. Design 4 is the fourth most efficient of the eight designs. The closeness
of these units is shown in the percentage selected bar plot. For this case study, Design 7 is selected most often ( $51.4 \%$ ) with Design 4 being a close second (selected $44.6 \%$ of the time). Design 8 (the most expensive and the second most efficient unit) was selected $3 \%$ of the time, and Design 2 (the second least expensive and the third least efficient unit) was selected $1 \%$ of the time. The average cost shows Design 7 is the winner, with a value of $\$ 114.94$; but Design 4 is a competitor, with an average cost of $\$ 168.79$. Design 8 is also competitive, with an average cost of $\$ 232.81$; but the other units have substantially higher average costs.

### 6.4 SENSITIVITY TO THE CHOICE OF DISTRIBUTION

The analysis given in Sect. 6.3 is very much dependent on the selection of the distributions and their associated parameter values. To see what effect the choice of distribution has on the results, we ran the analysis again with all the distributions set to the uniform distribution. As mentioned earlier, the uniform distribution gives equal probability to the value lying in any interval of the same width between the lower and upper limits of the distribution. In this sense there is no information given as to where the most probable value lies in the interval.

The results of the two analyses are tabulated using the percentage of time selected and the average cost in Table 6.5. An examination of the table reveals that the percentage selected for the design most often selected decreases going from the original analysis to the analysis using all uniform distributions. This is expected, in that there is more variability and less certainty with regard to the economic variables, and this translates into more uncertainty in the choice. Is this significant? For most of the studies it makes little difference. For example, in the $15-\mathrm{kVA}$ study the percentage selected went from $100 \%$ in the original analysis to $99.6 \%$ in the uniform distribution analysis. In this study the lack of information with regard to the distribution was not important. The other studies are more intermediate, but in an absolute sense the same transformer design is still chosen most of the time. The most variable study is that of the 1000-kVA industrial transformer, in which Design 7 is chosen $51.4 \%$ of the time and Design 4 is chosen $44.6 \%$ of the time. In the analysis using all uniform probability distributions, these percentages change to $49.2 \%$ and $38.2 \%$, respectively. Design 7 is still selected more than Design 4 - in fact, by an even greater percentage difference but in the latter analysis other designs are now being selected, especially Design 2. Having greater uncertainty leads to more variability and more difficult decisions.

The average cost analysis reflects this also, in that the average cost increases from the original analysis to the all uniform analysis consistently. The same ranking of the designs would be made in all cases on the basis of average cost, so that there is no difference in choice of design on the basis of average cost, but simply an increase due to the increased variability in the inputs.

Thus, the change of distributions has an effect, but this effect would not change the selection of the most economical transformer design. The effect is that the decision is not as unquestionable as when more is known about the input distributions. This is why it is important for utilities to be concerned with these variables and to track them over time to get a good understanding of the distribution of values that they may take on. This information will give better and more informed decision making.

### 6.5 CONCLUSION

In all of the cases studies presented, the decision as to which transformer design to choose was rather well determined. Only in the $1000-\mathrm{kVA}$ case study was there any vagueness in the choice (Design 7 vs Design 4), but the average cost in these cases gives a quantitative dollar value that can
help in making a decision. The methodology given here appears to work rather well, but the major shortcoming of this method or any other that depends on simulation is not knowing the distribution of the terms that will be sampled from. This information is utility-specific and is not generally available, but this method can be given to utilities for their private use. The results here give another view rather than simply computing TOC values and selecting on the basis of the lowest TOC or some band of equivalence. It allows a further investigation into possible changes in the future and how those might impact the economic results of a given choice. The results obtained seem logical and help to combine the competitive relationship between price and efficiency. A $3 \%$ BoE would allow selection of the lowest-cost unit in almost all the above cases. Yet such a selection would always have a higher cost of uncertainty and generally fail to recognize the value of the savings in reducing the cost of losses.

Table 6.5. Comparison of results changing probability distributions

| Study | Variables | Analysis | Design |  |  |  |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  |  | 1 | 2 | 3 | 4 | 5 | 6 | 7 | 8 | 9 | 10 |
| 15 kVA | \% selected | Orig. analysis | 100 | 0 | 0 | 0 | 0 |  |  |  |  |  |
|  |  | All uniform | 99.6 | 0 | 0.4 | 0 | 0 |  |  |  |  |  |
|  | Av. cost | Orig. analysis | 0 | 21.03 | 12.30 | 92.55 | 39.66 |  |  |  |  |  |
|  |  | All uniform | 0 | 21.23 | 11.77 | 94.94 | 38.97 |  |  |  |  |  |
| 25 kVA | \% selected | Orig. analysis | 18 | 0 | 0 | 82 | 0 | 0 | 0 |  |  |  |
|  |  | All uniform | 31.6 | 0 | 0 | 68.4 | 0 | 0 | 0 |  |  |  |
|  | Av. cost | Orig. analysis | 13.86 | 73.50 | 155.86 | 1.33 | 39.20 | 18.38 | 8.93 |  |  |  |
|  |  | All uniform | 17.67 | 77.73 | 163.40 | 3.93 | 41.88 | 22.11 | 11.56 |  |  |  |
| 25 kVA padmount | \% selected | Orig. analysis | 6.6 | 0 | 0 | 93.4 | 0 | 0 | 0 |  |  |  |
|  |  | All uniform | 24.6 | 0 | 0 | 75.4 | 0 | 0 | 0 |  |  |  |
|  | Av. cost | Orig. analysis | 20.58 | 33.65 | 11.48 | 0.34 | 56.17 | 146.76 | 59.93 |  |  |  |
|  |  | All uniform | 22.22 | 35.44 | 13.14 | 2.25 | 58.05 | 149.11 | 62.13 |  |  |  |
| 50 kVA | \% selected | Orig. analysis | 2.6 | 0 | 0 | 0 | 97.4 | 0 | 0 |  |  |  |
|  |  | All uniform | 12.6 | 0 | 0 | 0 | 87.4 | 0 | 0 |  |  |  |
|  | Av. cost | Orig. analysis | 89.89 | 68.77 | 86.94 | 59.21 | 0.47 | 113.68 | 75.91 |  |  |  |
|  |  | All uniform | 95.06 | 72.05 | 90.95 | 61.84 | 2.07 | 117.35 | 76.85 |  |  |  |
| 300 kVA | Av. cost | Orig. analysis | 80.6 | 19.4 | 0 | 0 |  |  |  |  |  |  |
|  |  | All uniform | 72.6 | 27.4 | 0 | 0 |  |  |  |  |  |  |
|  | Av. cost | Orig. analysis | 8.60 | 66.49 | 380.52 | 493.71 |  |  |  |  |  |  |
|  |  | All uniform | 21.89 | 77.40 | 392.63 | 503.24 |  |  |  |  |  |  |
| 500 kVA | \% selected | Orig. analysis | 0 | 92.4 | 0 | 0 | 0 | 0 | 0 | 0 | 7.6 | 0 |
|  |  | All uniform | 0 | 79.8 | 0 | 0 | 0 | 0 | 0 | 0 | 20.2 | 0 |
|  | Av. cost | Orig. analysis | 721.28 | 7.55 | 1024.79 | 912.72 | 1023.26 | 624.44 | 549.03 | 1454.07 | 235.12 | 1114.68 |
|  |  | All uniform | 752.87 | 26.21 | 1056.99 | 943.11 | 1055.15 | 646.76 | 567.24 | 1483.90 | 243.74 | 1133.67 |
| $\begin{aligned} & 1000 \\ & \mathrm{kVA} \end{aligned}$ | \% selected | Orig. analysis | 0 | 1 | 0 | 44.6 | 0 | 0 | 51.4 | 3 |  |  |
|  |  | All uniform | 0 | 8.6 | 0 | 38.2 | 0 | 0 | 49.2 | 4 |  |  |
|  | Av. cost | Orig. analysis | 1580.90 | 788.65 | 1371.66 | 168.79 | 726.22 | 1714.16 | 114.94 | 232.81 |  |  |
|  |  | All uniform | 1785.80 | 979.25 | 1577.60 | 329.71 | 893.43 | 1878.94 | 238.68 | 363.48 |  |  |
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Fig. 6.1. Results of simulation analysis for 15-kVA pole-mount transformer.



Fig. 6.2. Results of simulation analysis for 25-kVA pole-mount transformer.


Fig. 6.3. Results of simulation analysis for 25-kVA pad-mount transformer.
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Fig. 6.4. Results of simulation analysis for $\mathbf{5 0 - k V A}$ pad-mount transformer.


Fig. 6.5. Results of simulation analysis for $\mathbf{3 0 0}-\mathrm{kVA}$ pad-mount transformer.
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Fig. 6.6. Results of simulation analysis for $500-\mathrm{kVA}$ pad-mount transformer.
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Fig. 6.7. Results of simulation analysis for 1000-kVA pad-mount transformer.

## 7. SUMMARY

### 7.1 OVERVIEW

In this report the question of uncertainty in transformer TOC evaluations has been examined. Following a brief introduction in Chapter 1, the classic deterministic method of evaluating transformers (total owning cost, or TOC) and the uncertainty associated with purchasing decisions based upon this method were discussed in Chapter 2.

A major source of uncertainty in many utility evaluation decisions is the impact of deregulation and restructuring on the classic regulated utility financial and expansion planning models. Indeed, in the restructured utility market, classic planning models may not even be applicable. In order to provide the reader with some feel for the present status of utility restructuring and the possible impacts, a summary of the status of the restructured utility market was presented in Chapter 3.

The uncertainty model is developed in Chapter 4, and a summary of the methods that can be used to provide the statistical distributions needed in the nondeterministic model is presented in Chapter 5. Examples of applications of the method are provided in Chapter 6.

### 7.2 IMPACT OF NONDETERMINISTIC APPROACH

As indicated in Chapter 1 and illustrated in Chapter 2, the development of the original TOC method involved a sensitivity study of the key input variables. While this type of analysis provides insight into the relative variation of the TOC, it does not establish any range of uncertainty in TOC values. Rather, an analysis of this type establishes that TOC varies $x \%$ with a $y \%$ variation in a specific input variable and does not address the probability of the input variable assuming a particular value within the range of variation. Thus, the original TOC calculations are deterministic; i.e., a specific set of input variables always produces a specific output, and there is no effective and statistically valid way to assign spread or band of equivalence (BoE) on TOC.

The methodology developed by this research effort and presented in Chapter 4 of this report allows for uncertainty in the input variables by requiring as input a statistical distribution for each input variable. In response to deterministic values of $A$ and $B$, the vendors supply the price; and the associated evaluated losses are a set of fixed values. A relatively large Monte Carlo simulation is run to sample the input variables and estimate multiple values of the cost of no-load losses (A) and load loses (B). TOC is then calculated for each of the simulated values of $A$ and $B$. With the distributions on $A$ and $B$ and this set of prices and losses, the purchaser can evaluate the relative impact of uncertainty on a purchasing decision, since the resultant statistical distribution of TOC is established. A discussion of statistical distributions is provided in Chapter 5, and an example using utility input is provided in Chapter 6.

An alternate method mentioned at the end of Chapter 2 would alter the bidding process and request that vendors supply transformer prices as a functions of excitation (no-load) losses and fullload losses. This input, which is deterministic, could then be used in the Monte Carlo simulation to establish a distribution of TOC that includes a more accurate indication of the impact of transformer price on TOC. Since price represents a significant portion (nominally about 50\%) of the TOC, this method would provide a new nondeterministic means of evaluating TOC. Because of the need for specific price variation with respect to losses, this alternative method has not been presented in this report.

To determine the effectiveness of the proposed methodology, we asked utilities to provide sets of transformer bid responses (price and losses) together with the associated A and B factors provided
the vendors. The utilities were also asked to supply the inputs used to calculate these $A$ and $B$ factors and a best estimate of the statistical distribution associated with each input. Since utilities were unable to supply any estimate of the distributions on the input variables, the authors provided estimates of the distribution for use in assessing the methodology. The details are presented in Chapter 6. Even with limited data, uniform distributions appear to establish of the validity of the Monte Carlo simulation developed in this report. The method provides a consistent set of results that can be used to enhance the quality of the purchasing decision by including uncertainty.

The values utilities have traditionally used for A and B are changing, and relatively extreme variations are sometimes seen from one year to the next in the same utility. The inability of the utilities to supply even a simple uniform distribution on any of the input variables could imply either a lack of understanding of the proposed methodology or a lack of understanding of what constitutes a statistical distribution. Alternatively, utilities in general seem to be uncertain about the specific form of the inputs used in the classic TOC analysis. To some degree this reflects uncertainty in utility planning and financing, perhaps caused by restructuring. A bit of truth can be found in each of the above observations. If the methods developed in this project are to be applied consistently, the manner in which the input parameters are estimated must be expanded to provide reasonable estimates of the statistical distributions of the variables.
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## Appendix: Derivation of Total Owning Cost

The usual expression for total owning cost expressed as an equivalent first cost $\left(\mathrm{TOC}_{\mathrm{EFC}}\right)$ is of the form

$$
\mathrm{TOC}_{\mathrm{EFC}}=\text { bid price }+ \text { cost of core losses }+ \text { cost of load losses },
$$

where

$$
\begin{aligned}
& \text { cost of core } \text { losses }_{\mathrm{EFC}}=\mathrm{A}(\$ / \mathrm{W}) \times \text { core loss }(\mathrm{W}) \times \text { loss multiplier } \\
& \text { cost of load losses } \mathrm{EFC}=\mathrm{B}(\$ / \mathrm{W}) \times \text { load loss }(\mathrm{W}) \times \text { loss multiplier , }
\end{aligned}
$$

and

$$
\begin{aligned}
& A=\text { equivalent first cost of no-load losses }(\$ / W) \\
& B=\text { equivalent first cost of load losses }(\$ / W) .
\end{aligned}
$$

The A and B factors are given by the expressions

$$
A=(S C+E C \times H P Y) /(F C R \times 1000)
$$

and

$$
\mathrm{B}=(\mathrm{SC} \times \mathrm{RF}+\mathrm{EC} \times \mathrm{LsF} \times \mathrm{HPY}) \times \mathrm{PL}^{2} /(\mathrm{FCR} \times 1000)
$$

where

$$
\mathrm{SC}=\text { avoided cost of system capacity }=\mathrm{GC}+\mathrm{TD} .
$$

The basic financial, cost, and load parameters are defined as follows:
SC = avoided cost of system capacity ( $\$ / \mathrm{kW}$ ) — The levelized avoided (incremental) cost of generation, transmission, and distribution capacity necessary to supply the next kilowatt of load to the transformer coincident with peak load.
$\mathrm{GC}=$ avoided cost of generating capacity $(\$ / k W)$
$\mathrm{TD}=$ avoided cost of transmission and distribution capacity ( $\$ / \mathrm{kW}$ )
$\mathrm{EC}=$ avoided cost of energy ( $\$ / \mathrm{kW}$ ) — The levelized avoided (incremental) cost for the next kilowatt produced by the utility's generating system.

HPY = energized hours per year - Usually 8760, but lower in special cases (for example, seasonal loads).

FCR $=$ fixed charge rate (\%) - The cost of carrying a capital investment, made up of the weighted cost of capital, depreciation, taxes, and insurance. Expressed in decimal form.

RF = peak responsibility factor (unit-less) - A measure of the load diversity on the transformer. It is never greater than 1 and is expressed in decimal form.
$\mathrm{L}_{\mathrm{s}} \mathrm{F}=$ transformer loss factor (unit-less) - The ratio of average load losses to peak load losses. It is never greater than 1 and is expressed in decimal form.

PL = equivalent annual peak load (unit-less) - The transformer's levelized annual peak load. It is generally assumed that the load grows from an initial peak load with an estimated growth rate to some maximum level where the transformer is changed out to a lower load site. By its very nature, there is great uncertainty in this parameter. However, levelizing tends to reduce the impact of this uncertainty.

The loss multiplier (unit-less) is a measure of transmission and distribution system losses between the generating unit and the transformer being evaluated. It is generally about 50 to $75 \%$ of total system losses ( 5 to $7 \%$ ).

The transformer cost and performance parameters are as follows:
P = bid price (\$) - The price for which a manufacturer will supply the transformer delivered to a specified point.
$\mathrm{NL}=$ no-load or core losses (watts) - The excitation losses at rated voltage when the transformer is not supplying a load. These losses are continuous and are not loaddependent.
$\mathrm{LL}=$ load losses (watts) - Losses that are a result of $\mathrm{I}_{2} \mathrm{R}$ losses and eddy current losses in the transformer windings. They are dependent on the square of the per unit load, and specifications should state the allowed temperature rise. Load at less than full load should be corrected to account for the effects of lower temperature.
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[^0]:    * The approach in this study does not attempt to model time-dependent sequences. Uncertainty is handled by providing statistical distributions for the input parameters.
    ** The relationship $\mathrm{LF}^{2}<\mathrm{L}_{\mathrm{s}} \mathrm{F}<\mathrm{LF}$ can be established.

