1. Introduction and overview.

The major goal of this research has been to develop improved numerical methods for the solution of large-scale systems of linear and nonlinear equations, such as occur almost ubiquitously in the computational modeling of physical phenomena. A concomitant goal has been to apply these methods to the modeling of complex physical phenomena on high performance computers. Particular target applications have included modeling of reacting flows (combustion and other chemically reacting flows) and other problems in computational fluid dynamics.

The numerical methods of central interest have been Krylov subspace methods for linear systems, which have enjoyed great success in many large-scale applications, and Newton-Krylov methods for nonlinear problems, which use Krylov subspace methods to solve approximately the linear systems that characterize Newton steps. Krylov subspace methods have undergone a remarkable development over the last decade or so and are now very widely used for the iterative solution of large-scale linear systems, particularly those that arise in the discretization of partial differential equations (PDEs) that occur in computational modeling; see [SR9] and [SR10] for surveys and for references to the specific methods mentioned here. Newton-Krylov methods have enjoyed parallel success and are currently used in many nonlinear applications of great scientific and industrial importance. In addition to their effectiveness on important problems, Newton-Krylov methods also offer a nonlinear “framework” within which to transfer to the nonlinear setting any advances in Krylov subspace methods or preconditioning techniques, or new algorithms that exploit advanced machine architectures.

This research has resulted in a number of improved Krylov and Newton-Krylov algorithms together with applications of these to important linear and nonlinear problems. A particular outcome has been the development of a robust and efficient Newton-Krylov solver, implemented in a Fortran code called NITSOL. Another has been the implementation of the algorithm underlying NITSOL as the core nonlinear solver in the code *MP5alsa*, developed in collaboration with researchers at Sandia National Laboratories (SNL) for modelling chemically reacting flows on massively parallel machines. Other notable collaborations have involved researchers at the Center for High Performance Computing at the University of Utah, the Center for Applied Scientific Computing (CASC) at Lawrence Livermore National Laboratory (LLNL), and the Center for Research in Parallel Computing at Rice University.
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2. Technical accomplishments and activities during the 1994-96 period.

We first outline research on Newton-Krylov methods and then review work on Krylov subspace methods.

2.1. Newton-Krylov methods.

In spite of their conceptual simplicity, Newton-Krylov methods involve complex issues, particularly the following:

- How accurate should each approximate Newton step be, i.e., when should the Krylov iterations be stopped, in order to enhance efficiency and robustness away from a solution and ensure fast convergence near a solution?
- How can the method be "globalized" compatibly with the strategy for stopping the linear iterations and other algorithmic features?
- Which Krylov solver is best suited for the overall method and perhaps a particular problem or computer architecture as well?

A preliminary goal of this research has been to contribute to general, theoretically sound frameworks for Newton-Krylov methods. An ideal context for this is that of an inexact Newton method [SR6].

2.1.1. Inexact Newton methods.

The characteristic property of an inexact Newton method is that each step is required to reduce the norm of the local linear model of the nonlinear residual function $F$. Specifically, at the $k$th iteration, the step $s_k$ is required to satisfy an inexact Newton condition $\|F(x_k) + F'(x_k)s_k\| \leq \eta_k\|F(x_k)\|$ for some $\eta_k \in (0, 1)$. A Newton-Krylov method is naturally a special case: At the $k$th step, we first choose $\eta_k$ and then apply the Krylov solver to $F'(x_k)s = -F(x_k)$ until the inexact Newton condition holds. Used in this way, the $\eta_k$'s are often called forcing terms. Note that the issue of when to stop the linear iterations is now the issue of choosing $\eta_k$. It is shown in [SR6] that local convergence to a solution is controlled by the choices of the $\eta_k$'s; furthermore, these choices are critical to the efficiency of the method away from a solution and often its robustness as well (see [P2]).

In previous work in [SR7], we have formulated a number of inexact Newton methods with strong global convergence properties. These include a number of methods that are well-suited for practical implementation as Newton-Krylov methods, as well as several abstract methods that can be used to obtain global convergence results for well-known Newton-like methods such as trust region methods.

In follow-up work with S. Eisenstat in [P2], we have addressed the issue of making refined choices of the $\eta_k$'s. Choices that had been previously proposed result in fast convergence near a solution but do not adequately address efficiency and robustness away from a solution. The central issue is that of oversolving the linear system $F'(x_k)s = -F(x_k)$, i.e., going to the expense of reducing the linear residual norm, which is also the local linear model norm, without achieving a commensurate reduction in the norm of $F$ itself. In [P2], we offer several very promising choices of the $\eta_k$'s that tend to minimize oversolving, retain fast convergence near a solution, and, by maintaining good agreement between $F$ and its local linear model, also enhance the robustness of the method.
2.1.2. Newton-Krylov implementations.

A general inexact Newton backtracking method is formulated in [SR7] that has very attractive global convergence properties. In collaboration with M. Pernice at the Utah Center for High Performance Computing, University of Utah, we have developed a Newton-Krylov algorithm based on this method, implemented in a Fortran solver called NITSOL, that allows the use of the sophisticated forcing term choices in [P2], together with several “transpose-free” Krylov solvers and a number of refinements, such as options for evaluating Jacobian-vector products through either user-supplied analytic evaluation routines or through finite-differences of function values. The latter feature allows optional higher-order differencing, including low-cost selective higher-order differencing as in [SR18] with restarted GMRES [SR15]. With NITSOL, users have great flexibility to address challenging problem features through sophisticated preconditioning strategies. In addition, a user-supplied inner-product is allowed; this can be advantageous in treating problem scaling and also allows easy parallelization through a distributed inner-product routine, with no internal modifications of NITSOL itself. A description of NITSOL and experiments demonstrating its features and performance on a set of realistic test problems are written up in [P3]. A precursor algorithm and experiments involving overlapping Schwarz preconditioning on distributed memory machines are described in [P4].

In collaboration with R. S. Tuminaro and J. N. Shadid at SNL, the inexact Newton backtracking algorithm from [SR7] together with forcing term options from [P2] and other features from NITSOL have been implemented as the core nonlinear solver in the parallel reactive flow code MP-Salsa. Extensive experiments with this code on a number of benchmark CFD problems and realistic 3D simulations are described in [P5]. These experiments demonstrate the general effectiveness of this globalized inexact Newton approach to the fully-coupled solution of steady-state Navier–Stokes problems, and the resulting code should find wide application at SNL and elsewhere.

2.2. Krylov subspace methods.

Among current Krylov subspace methods, GMRES is the most widely used and is likely to remain of central importance. However, the increasing cost per iteration of GMRES caused much attention to turn in the late 1980’s toward short-recursion Lanczos-based methods such as the biconjugate gradient (BCG) and conjugate-gradient squared (CGS) methods. Although BCG and CGS have had some successes where GMRES has not done well, a major shortcoming of these methods is that the residual norms of the iterates often oscillate wildly, which is at least unnerving and can create serious numerical problems as well. This shortcoming has provided important impetus for the development of various BiCGSTAB- and QMR-type methods; these produce residual norm sequences that, although not monotone decreasing, are usually but not always fairly well-behaved. Our work to date has centered around GMRES, “residual smoothing” techniques for general iterative linear solvers, and recent adaptations of Krylov subspace methods to path following problems.

2.2.1. GMRES work.

Our GMRES work was directed toward developing more accurate and more efficient implementations. In joint work with L. Zhou [P8], then a Ph.D. student at Utah State University, we have outlined Gram–Schmidt and Householder implementations of GMRES that are simpler than the usual ones (see [SR15], [SR19], [SR20]). In these, the GMRES least-squares problem emerges in upper-triangular form rather than upper-Hessenberg form, so no Givens rotations are necessary; in addition, the residual vector is always available at no cost in the Gram–Schmidt implementation.

We also worked with P. N. Brown in CASC at LLNL to investigate the performance of GMRES on singular or ill-conditioned systems. This work has resulted in improved understanding of the
behavior of GMRES and other residual minimizing methods on such systems and in implementa-
tions of GMRES with improved capabilities for detecting and handling ill-conditioning when it
threatens to degrade the performance of the method. This work is written up in [P1].

2.2.2. Residual smoothing techniques.

In previously supported work with L. Zhou [SR26], we investigated “residual smoothing” tech-
niques for general iterative linear solvers. These produce from a given sequence of iterates \( \{x_k\} \) an
auxiliary sequence \( \{y_k\} \) by \( y_0 = x_0 \) and \( y_k = (1 - \xi_k)y_{k-1} + \xi_kx_k, \) \( k = 1, 2, \ldots, \) where the \( \xi_k \)'s are
chosen to produce “smoothly decreasing” residual norm sequences. In [SR26], the focus is on nu-
merically sound implementations of smoothing and on ways in which it can be used to relate various
QMR-type methods to underlying Lanczos-based methods such as BCG, CGS, and BiCGSTAB.
These results offer valuable practical tools and, in addition, give important new perspectives on
QMR-type methods.

In more recent work, we have shown how residual smoothing techniques can be used to extend
results of Brown [SR1] and Cullum and Greenbaum [SR3], [SR4] correlating “peaks” and “plateaus”
of residual norm sequences produced by certain well-known pairs of Krylov subspace methods. This
is written up in [P6].

2.2.3. Krylov subspace methods for path following problems.

In work near the end of the 1994-96 funding period, we began exploring a certain procedure
for adapting Krylov subspace methods to solving the underdetermined linear systems that arise in
path following problems, including continuation and homotopy problems. This procedure, which
can be very economically implemented using Householder transformations, has the advantages of
satisfying constraints exactly, regardless of how accurately the underdetermined system is solved,
and of not worsening conditioning through inappropriate scaling. This procedure is presented in
[P7], which shows promising experimental results on PDE test problems.

During this time, we also contributed to a project with L. T. Watson and others aimed at
upgrading the HOMPACK code for continuation and homotopy problems (see [SR21]) to include
new Krylov solver options and to exploit features of Fortran 90. The upgraded code is described
in [P9], which will appear in the ACM Transactions on Mathematical Software.

2.3. Other activities.

2.3.1. Collaborative and advisory activities.

We have noted some collaborations above with P. N. Brown (CASC, LLNL), S. Eisenstat
(Computer Science, Yale), M. Pernice (Utah Center for High Performance Computing, University
of Utah), R. S. Tuminaro and J. N. Shadid (SNL), L. Zhou (then a graduate student at Utah State
University), and with L. T. Watson (Computer Science, Virginia Polytechnic Institute and State
University) and other co-authors in [P9]. In addition, we have engaged in other collaborative or
advisory activities relating to the work supported by this grant as follows:

- **Ongoing collaboration with members of CASC at LLNL.** The main current effort is with P.
  N. Brown, A. Hindmarsh, and others revise the Brown–Saad Newton–Krylov code NKSOL
  [SR2] to include many features of NITSOL. We have also begun discussing with C. Woodward
  (née San Soucie) the use of the revised code and related methods on time-dependent reservoir
  simulation problems and other applications of interest to CASC. The usefulness in this context
  of the backtracking algorithm from [SR7] with forcing terms from [P2] has been demonstrated
  in her previous work in [SR5] and [SR16].
Visits to SNL. These were a five-week visit in the summer of 1995, followed by a nine-week visit in the summer of 1996. These visits enabled the collaboration with Tuminaro and Shadid on the MPSalsa work noted above and made possible extensive experimentation with the modified code on massively parallel machines housed at SNL.

Ongoing work with M. Pernice, P. Smith, and others associated with the Utah Center for High Performance Computing at the University of Utah. The object is to further explore parallel, domain decomposition-based implementations of Krylov subspace methods, preconditioners, and Newton–Krylov methods. Particular target applications are to CFD and reactive flow problems.

Work with graduate students and postdoctoral associates. There were a number of graduate student- and postdoc-related activities not funded by this grant but closely related to the supported research. After receiving his Ph.D. at Utah State University, L. Zhou was sponsored as a postdoc by the Utah Center for High Performance Computing at the University of Utah in cost sharing through another grant with this PI at Utah State, where he collaborated in research on Newton–Krylov methods and applications on high-performance computers (see [P4]). S. Yi received a Ph.D. from Utah State in 1996 under the PI’s advisement for dissertation work on Krylov subspace methods. Also, while this grant has been in force, the following interacted with the PI during their dissertation or postdoctoral work and subsequently referenced the PI’s work in the publications indicated: M. Sosinkina (VPI&SU, [SR17], [P9]), C. San Soucie (Rice, [SR16], [SR5]), H. Klie (Rice, [SR12], [SR5]), M. Ramé (Rice, [SR12]), J. Zhang (George Washington, [SR22], [SR23], [SR24], [SR25]), L. Vicente (Rice, [SR11]), R. Lehoucq (Rice, [13]), V. Eijkhout (UCLA, [SR8]).

The Workshop on Iterative Methods for Large-Scale Nonlinear Systems. This workshop was organized by the PI and M. Pernice and held on the Utah State campus September 14–16, 1995. No funding was provided through this grant; however, major partial funding was provided through a related DOE grant (DE-FG03-95ER25255), with leveraging through grants from NSF, Utah State, and the Utah Supercomputing Institute (now the Utah Center for High Performance Computing). The aim of the workshop was to bring together researchers working on large-scale applications with numerical specialists of various kinds. Applications addressed included reactive flows (combustion and other chemically reacting flows, tokamak modeling), porous media flows, cardiac modeling, chemical vapor deposition, image restoration, macromolecular modeling, and population dynamics. Numerical areas included Newton iterative (truncated Newton) methods, Krylov subspace methods, domain decomposition and other preconditioning methods, large-scale optimization and optimal control, and parallel implementations and software. The 34 participants included 25 from universities and 9 from national laboratories. Among these were 10 graduate students and 3 postdoctoral associates, with strong representation of women and minorities. See [SR14] or the online proceedings at http://www.usi.utah.edu/loganproceedings for further information.

2.3.2. Invited talks.

Invited talks by the PI from the beginning of funding in August, 1994, to date on research supported by this grant are as follows:


Publications supported through this grant and acknowledging its support are the following:


2.5. Supplementary references.
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