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Abstract 

Validation of Computational Fluid Dynamics (CFD) codes is an essential element of 
the code development process. Typically, CFD code validation is accomplished through 
comparison of computed results to previously published experimental data that were 
obtained for some other purpose, unrelated to code validation. As a result, it is a near 
certainty that not all of the information required by the code, particularly the boundary 
conditions, will be available. The common approach is therefore unsatisfactory, and a 
different method is required. This paper describes a methodology developed specifically 
for experimental validation of CFD codes. The methodology requires teamwork and 
cooperation between code developers and experimentalists throughout the validation 
process, and takes advantage of certain synergisms between CFD and experiment. The 
methodology employs a novel uncertainty analysis technique which helps to define the 
experimental plan for code validation wind tunnel experiments, and to distinguish between 
and quanti6 various types of experimental error. The methodology is demonstrated with 
an example of surface pressure measurements over a model of varying geometrical 
complexity in laminar, hypersonic, near perfect gas, 3-dimensional flow. 
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1 Introduction 

In the past, flight vehicle design and development have been based primarily on wind 
tunnel experimentation and flight testing. Mathematical methods, primarily approximate 
analytical solutions, have also made important contributions to design and development, 
but these methods were commonly directed toward improving the understanding of the 
flow physics or toward developing approximate engineering solutions. Modern Compu- 
tational Fluid Dynamics (CFD) has evolved over roughly the past thirty years, tracking 
the availability of ever more capable computing hardware and algorithms. During much 
of that time, CFD has concentrated on the development of improved numerical algor- 
ithms and the solution of relatively simple research problems. More recently, a broader 
range of complex flow physics has been addressed along with advanced grid generation 
techniques for more complex and realistic geometries. As a result of the recent advent 
of massively parallel (MP) machines, peak computing speeds now exceed a teraflop (one 
trillion floating point operations per second), and total random access memory 
approaches 600 gigabytes. Computing speed and memory far exceed projections for the 
mid-1990's made in 1983 by the National Research Council 111. However, actual imple- 
mentation of M P  computing has been hindered by the significant effort required in 
writing efficient code for MP architectures. 

CFD has, in specific areas, made important contributions to the desim and devel- 
opment of aircraft, missiles, reentry vehicles, gas turbine engines, and rocket engines, to 
name a few. In addition, CFD codes are being used increasingly to describe highly com- 
plex fluid flow processes, such as, Chemical Vapor Deposition, shock-boundary layer 
interactions, turbulent reacting flows, and multi-phase flows. However, the underlying 
physics of certain flow processes ( e g ,  boundary layer transition and turbulence) is still 
poorly understood. For such fluid mechanics processes, a predictive capability based on 
first principles is not available, and it is not certain that simply increasing computing 
power will lead to valid solutions in those areas. 

To some extent ignored by the CFD community in the past, the question of validity 
(accuracy and reliability) of CFD code predictions is now becoming critically important. 
CFD is being applied to the design of actual hardware, and a failure to answer quanti- 
tatively the question of code validity is increasingly unacceptable. Stated differently, 
how can the bounds of validity be determined such that, within those bounds, CFD 
predictions can be trusted without experiment? 

Over the past decade, the critical and growing importance of this issue has been 
noted by numerous researchers. 12-71 Oberkampf 161 presented a proposed framework 
for evaluating solutions from CFD codes, describing the particular types and classes of 
problems and the corresponding types of investigations needed to verify, calibrate, or 
validate codes designed to solve them. He concentrated on the broad philosophy of 
code verification ("Solving the governing equations right") and validation ("Solving the 
right governing equations"), definitions originally suggested by Boehm [*I and popular- 
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ized by Blottner [91. The terms "calibration" and ''certification" also enter into this 
discussion. By "calibration" we mean a code's ability to reproduce valid data (not 
exclusively experimental) over a specified range of flow parameters, for some class of 
geometry, without necessarily assessing the overall accuracy of the physical models and 
numerical methods. We consider calibration to be a much less demanding element of 
validation, and is addressable experimentally by the same methods. "Certification" was 
defined by Mehta [lo], as the entire process of establishing the credibility of a code, i. e., 
a certified code has been verified, calibrated, and validated. The term certification also 
has legal implications, such as, public safety and liability, and possible requirements for 
competition in a government request for proposals. 

Code verification ("solving the equations right") involves comparisons to exact 
analytic solutions, computations from previously verified codes, and codes that address 
simplified, or specialized, cases. Conversely, CFD code Validation ("solving the right 
equations"), hndamentally relies on comparison of computational results to experi- 
mental data. Our view is largely consistent with Bradleyl21 and Marvin [31 who 
consider comparison to experiment as the only acceptable method of generalized CFD 
code validation. We generally support this view because we believe that validation 
fimdamentally means the demonstration of computational fidelity to reality. However, 
we differ from them somewhat in that we believe comparison to a previously validated 
code is also an acceptable means of code validation, provided that certain conditions are 
met. In particular, a new code can be considered validated only for the class of physics 
and range of parameters embodied in the original experimental data. Any claim that a 
code is validated for other physics or parameter ranges is unjustified. As the physical 
complexity increases, the ability to quantify "the class of physics and range of para- 
meters", becomes increasingly difficult, if not impossible. For the complex physics case 
we believe code validation must rely on experimental measurements; the accuracy of the 
measurements is an important, but separate, issue. 

This report, in conjunction with Ref. 11, describes our approach to the CFD code 
V&V process. Reference 11 focuses on the verzjkation of CFD codes. Here we con- 
centrate on CFD code validation by experimental means. Our validation methodology 
consists of general philosophical guidelines and specific procedural recommendations 
consistent with those guidelines by which the process is implemented. We will start by 
reviewing some of the historical circumstances which have influenced progress in this 
area to date, and discuss in some detail why we believe the CFD code validation process 
must be an integral component of CFD code development, and not an "add-on1' con- 
ducted after-the-fact. We will note certain inherent synergisms that, if identified and 
properly utilized, can lead not only to continued improvements in CFD code capability 
and credibility, but have the potential to improve experimental capabilities as well. We 
will describe a novel technique for uncertainty analysis and experimental design that 
serves to distinguish and quantify various sources of experimental error, and then pre- 
sent an example to demonstrate the methodology. 
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2 Historical Background 

Computational Fluid Dynamics has evolved more or less in parallel with the devel- 
opment of digital computers over approximately the past thirty years. Due to limitations 
in computer speed and memory, the early emphasis was on the development of 
numerical algorithms for simple physical models (inviscid flow over slender bodies of 
revolution at low angle of attack, for example), and was largely a research exercise. 
Computing speed has risen, on average, by a factor of ten every six years or so since 
1960, cost per compute cycle has fallen by a factor of at least 103, and algorithm 
efficiency has improved moderately. Over the same period, computer memoIy has 
grown by a factor of roughly 105 for mainframes. This growth has enabled CFD to 
change from a research activity to an applied technology directed toward solutions to 
complex fluid engineering problems. 

Throughout this period, code development has proceeded along a path largely inde- 
pendent of experimental validation. There are presumably diverse reasons for a lack of 
perceived need for CFD code validation. Further, there has often existed a competitive 
and frequently adversarial relationship between computational modelers and experi- 
mentalists, which has led to a lack of cooperation between the two groups. Where 
cooperation has occurred, it seems as often as not to have been due to small teams 
forming voluntarily. There has, however, over the past decade been a growing aware- 
ness [2-7712713] that such competition does not best serve the interests of either group. 
Nevertheless, effective implementation of a cooperative atmosphere, however desirable 
it may be, remains in general a significant challenge. 

Dwoyer[13] has noted that CFD code development has come to a critical juncture, 
and in the absence of key input from other technical disciplines, is unlikely to make 
significant advances in attacking the remaining unsolved problems of fluid mechanics, 
such as transition and turbulent reacting flow. He suggested it will require the contri- 
butions of computer scientists, nonlinear mathematical analysts, theoretical and exper- 
imental fluid dynamicists, molecular physicists, instrumentation specialists, and facility 
designers and operators all working closely with computational fluid dynamicists. 
Dwoyer referred to such an integrated activity as the "science of viscous aerodynamics." 

Despite its limitations, the present capabilities of CFD are formidable. The advent of 
improved gridding techniques in finite element codes and multi-block structured grids 
has greatly reduced the design cycle time for some problems. 2-D and some 3-D airfoils 
are designed by computer, not parametric wind tunnel test. 3-D Euler solvers reliably 
predict steady high Reynolds number flow over wing-body-tail-pylon-engine config- 
urations at low angle of attack. Further, we submit that for a somewhat narrowly re- 
stricted, well-defined set of problems, advanced CFD codes are now capable of pro- 
ducing results at least as accurate, if not more so, than can be measured in a wind tunnel 
experiment. Depending on the circumstances, the code may also be able to do it faster 
and more cheaply. (We caution, however, that direct cost comparisons are difficult to 
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make, and are often misleading). An example which we have used in our own work, and 
which will be described more klly later in this paper, is laminar, near perfect gas, hyper- 
sonic flow over a slender spherehone at low angle of attack. We now have sufficient 
confidence in certain CFD code predictions for this case that we use the results to 
provide an in-situ calibration of our hypersonic wind tunnel experiments. It is reason- 
able to expect that the range of problems that can be very accurately solved by CFD will 
continue to expand, especially given the barely-tapped potential of MP computing. 

Assuming that CFD can compute certain flows more quickly, accurately, and cheaply 
than we can measure them, we see a changing relationship between CFD and wind 
tunnel experimentation. This changing relationship has been noted elsewhere [14715] in 
regard to wall and model support interference corrections for wind tunnel data. We 
believe that through teamwork and cooperation, this changing relationship can produce 
improvements in the capabilities of both computational and experimental fluid dynamics. 
Conversely, a continued 'them' vs. 'us' attitude will surely impede progress in both CFD 
and experiment, and may even serve to accelerate the pace at which aerospace test 
facilities are being closed. 

The consequence of further decline in experimental capability, should it occur, is to 
us alarming, for it will necessarily imply an increasing dependence on new and unval- 
idated CFD codes for solutions to the remaining flow problems, by definition, the most 
difficult ones. We believe such a consequence is most certainly unwise, and is poten- 
tially catastrophic. We view it as axiomatic that CFD simply cannot do it alone, now or 
for the foreseeable future. Likewise, present experimental capabilities cannot provide a 
complete and simultaneous simulation of certain important flow regimes (for example, 
high-enthalpy, high Reynolds number re-entry type flows). Nevertheless, as Mason [161, 
among others, has noted, very real progress in improving experimental capability con- 
tinues to occur. Mason cites as examples improved connection of sub-scale testing to 
full-scale aerodynamics, advanced flow visualization, improvements in unsteady 
aerodynamics testing capability, and renewed emphasis on experimental foundations for 
advanced concept development. There is a proposal [171 to examine in detail the tech- 
nical feasibility of a new hypersonic facility that would provide a complete flow and 
chemistry simulation capability for Mach 10-20 flight at 100-200 thousand feet altitude. 
Given the current funding climate, such a facility, even if feasible, is decades away. We 
believe CFD is an appropriate tool to tie together experimental results obtained in a 
piece-meal fashion from separate facilities as they exist now, and to aid in advancing 
experimental capabilities in the future. 

No rational computational fluid dynamicist would suggest there is no need for veri- 
fication or validation of CFD codes. A common view among CFDers, however, is that 
while code V&V is indeed necessary, the process--particularly the validation step--can 
be accomplished through comparison to existing data, documented in reports or archival 
journals, obtained for some purpose other than CFD code validation. We most strongly 
disagree. Almost invariably, critical details are missing from published data, particularly 
for archive journal publications where discussion is limited in the interest of reducing 
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paper length. It is critically important that the boundary and/or initial conditions 
assumed by the code be accurately known from the experiment. 

Rarely, however, is such information presented in sufficient detail to ensure that 
boundary and initial conditions are matched. Wilcox [1*1 cites several examples that 
illustrate this point. In one case, turbulent heat transfer on an ablating nosetip with 
blowing was computed and compared to earlier published experimental data. Serious 
disagreement between the experimental data and the code predictions was seen. It later 
became possible to interact directly with the experimentalists and to discuss the exper- 
imental boundary conditions in detail. Once the proper experimental BCs had been input 
to the code, the agreement was excellent. In another case, close agreement was initially 
observed between experiment and code prediction for a turbulent pipe flow. Subsequent 
reviews of the experiment and the numerical simulations showed that not only were the 
experimental results seriously in error, but that a substantial deficiency existed in the 
code physics. The original agreement had been fortuitous. Such later opportunities are 
unusual, and may not suffice even if they can be arranged. Key personnel can become 
unavailable or forget important details, or there may be political or personal issues in- 
volved that make open and honest communication impossible. 

3 Philosophical Guidelines 

Our CFD code validation methodology is based on a set of philosophical guidelines. 
These guidelines have evolved fiom our own work and through our interactions with 
many others. The underlying framework was presented in Ref 19. These guidelines 
are: 

1. A CFD code validation experiment should be jointly designed by experimentalists 
and CFD code developers working closely together throughout the program, fiom 
inception to documentation, with complete candor as to the strengths and weaknesses of 
each approach. No withholding of limitations or deficiencies is permitted, and failure or 
success of any part of the effort must be shared by all. Without this level of co- 
operation, openness, and commitment, the process is likely to fail. 

2. A CFD code validation experiment should be designed to capture the essential 
flow physics, including all relevant boundary conditions, assumed by the code. This is 
especially true for idlow/outflow BCs, which directly impact whether, for example, a 2- 
D calculation is adequate, or a full 3-D solution is required. In this context, we note that 
no physical experiment can be truly planar 2-D; there are only varying degrees of 
approximation of the actual 3-D flow. Experimentalists must understand the code 
assumptions and try to determine if the experiment is consistent with those assumptions. 
If the parameters initially assumed for the calculation cannot be satisfied in the proposed 
experimental facility, it may be feasible to alter the code inputs so as to meet them, or it 
may be necessary to look elsewhere for a facility. For example, can the required 
boundary layer state on a model be assured? Is the type and quantity of instrumentation 
appropriate to provide the required data in sufficient quantity and at the required accu- 
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racy and spatial resolution? Conversely, CFDers must understand the limitations of the 
physical experiment, ensure that all the relevant physics are included, and define phys- 
ically realizable boundary conditions. As noted above, the level of detailed under- 
standing required can be achieved only if the validation experiment is planned and 
conducted as part of a team effort. 

3. A CFD code validation experiment should strive to emphasize inherent synergisms 
between the two approaches. For example, if sufficient confidence is available in a code 
solution for simple flow physics and geometry, computed results can be used as a cali- 
bration of the experiment. 

4. Although the experimental design must be developed cooperatively, complete 
independence must be maintained in actually obtaining both the computational and 
experimental results. Neither side is permitted 'knobs' driving adjustable parameters. 
Only when the computed and experimental results are in hand is a comparative eval- 
uation permitted, and only then is it appropriate to consider the causes of any diff- 
erences. We have found that investigating the causes of differences invariably leads to a 
deeper understanding of the experiment and/or the numerical simulation. 

5. Conduct CFD code validation through a hierarchy of experiments of increasing 
difficulty and specificity. Start with easier experiments, then proceed to more complex 
and difficult ones, with each step providing an increasingly difficult challenge to the 
code. In wind tunnel experimentation for a flight vehicle, for example, a suggested 
hierarchy is: a) total body forces and moments; b) control surface forces and moments; 
c) surface pressure distributions; d) surface heat flux and shear stress; e) flow field 
distributions of pressure, temperature, and velocity components; 0 flow field 
distributions of Reynolds stresses. 

As the above hierarchy suggests, body forces and moments are the easiest of the 
physical quantities to both predict and to measure. It may be argued that total body 
forces and moments are inadequate for CFD code validation because these data are too 
gross a measure of code accuracy. We contend that force and moment data are of value 
for two reasons. First, their value, i.e., their difficulty of prediction, depends directly on 
both the complexity of the flow physics and of the vehicle geometry. In cases of simple 
flow physics and simple seometries, we not only agree with the opposing viewpoint but 
we go beyond it. As stated earlier, these are cases for which we believe the flows can be 
computed at least as accurately, if not more so, than they can be measured. As a result, 
such flows can serve as experiment calibration cases for the experimentalist. 

However, for more complex flow physics and vehicle geometries, the prediction of 
forces and moments can be more challenging than is commonly recognized. For 
example, Walker and Oberkampf 120] experienced substantial difficulty in predicting 
laminar flow body forces and moments on a reentry vehicle with a large flap deflection. 
Computing the large laminar separated flow region and reattachment on the flap proved 
at or beyond the present state of the art. Second, body forces and moments, as well as 
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control surface forces and moments, can be measured more accurately than, say, surface 
heat flux. The experimental uncertainty bound on forces and moments is typically one- 
tenth or less than that of surface heat flux. Therefore, the error tolerance on the CFD 
result must also be a factor of ten better on forces and moments as compared to heat 
flux to fall within the experimental uncertainty. 

The general point is that as one progresses down the list to more difficult quantities 
for CFD to predict, the experimental uncertainty generally increases also. In the 
process, knowledge is gained about the experiment that can lead to improved exper- 
imental technique and measurement accuracy in later, more difficult experiments. 

6 .  Employ an uncertainty analysis procedure that delineates and quantifies systematic 
and random error sources by type. Wind tunnel data uncertainty analysis as typically 
practiced [211 attempts to quantify the statistical (random) uncertainty of individual 
components. It does not normally allow one to distinguish and quantify the contribution 
of one class of random error from another, nor to identify and quantify systematic 
errors. These might be random and/or systematic errors due to, for example, flow field 
nonuniformity or nonrepeatability, instrumentation uncertainties, and model geometry 
inaccuracies. Our recommendations for specific steps and an example of this process are 
presented in Sections 5 and 6 .  Section 7 includes an example of the data uncertainty 
analysis technique applied to our own work. 

7. Invest in carefbl quantification of all relevant experimental parameters needed for 
comparison of computational predictions to the validation experiment. Facility flow cal- 
ibration data are normally available for some parameters (e.g., Mach number, unit 
Reynolds number, pitot pressure, and total temperature in a wind tunnel facility) at some 
level of spatial resolution. However,' even for these quantities, absolute accuracy is not 
easily quantified, and the spatial resolution may be inadequate for the validation exper- 
iment. Further, other important parameters are not typically known from the facility 
calibration, but must be measured as a separate step or as part of the validation exper- 
iment itself. Acquiring these data can be direct, such as a measurement of the actual 
base pressure distribution on a model in comparing computed to measured drag; or 
indirect, such as determining flow angularity from combinations of runs with the model 
at various pitch and roll angles, as described in Section 6. 

Experimental parameters that may be important in specific cases for code validation 
are: freestream static conditions and flow angularity, the inflow/outflow boundary con- 
ditions, wall and support interference effects, freestream turbulence intensity (for a tran- 
sition experiment), and body surface boundary conditions. Code requirements must be 
incorporated into the validation experiment design to ensure that the needed data can 
and will be acquired. Conducting this calibration step early may ultimately prove to be 
faster, less expensive, and more reliable than doing it later when fbnds may be depleted, 
the facility or its staff may be unavailable, or experimental parameters may have 
changed. Obtaining such data can be very expensive and time consuming, however, and 
it may not prove possible to obtain each one to the level of accuracy or spatial resolution 



initially desired. However, with each step included, the overall confidence in, and value 
of, the validation experiment increases. 

4 Synergisms between CFD and Experiment 

By a 'synergism', we mean an activity whose primary intent is to meet a requirement 
for one approach, whether CFD or experiment, but which generates improvements in 
capability and/or accuracy of the other, such that both computational and experimental 
methods benefit. The synergistic use of the strength of one approach to offset a weak- 
ness of the other represents a powefil tool in the CFD code validation process. Par- 
ticular synergisms will vary with the individual situation. Two examples of synergisms 
are: 

1. If in a wind tunnel experiment the wind tunnel model is designed for easy mod- 
ification from geometrically simple to complex, it becomes possible to produce a wide 
range of flow conditions. The geometrically simple flows could possibly be calculated 
with high confidence, while the complex geometry flows may exceed the current com- 
putational state of the art. As an example, for attached, perfect gas, laminar flow over a 
slender spherekone at low angle of attack, confidence in the computed solutions for 
flow over the simple model with simple flow physics can be at such a high level that the 
results are usable for an in-situ calibration of the freestream wind tunnel flow. This type 
of calibration can provide new, and sometimes surprising, information about the facility. 
For flow over more complex geometries, the measurements can be used to validate the 
code. 

2. The coupled integration of CFD into operation of adaptive wall wind tunnels, and, 
especially, in correcting for wall and support interference on model aerodyndc data, is 
a synergism that has a large potential payoff It is desirable to test aircraft configur- 
ations at the largest possible scales to maximize Reynolds number, a goal which is in 
immediate conflict with minimizing interferences. The status of this activity has been 
assessed by Lynch, et. al., [I41 and Ashill at the AGARD 73rd Fluid Dynamics Panel 
Symposium. Attempts to apply specific computational methodology are described by 
several authors at the same Symposium. It was noted by Lynch that the CFD capability 
required to compute interference corrections must advance in concert with the testing 
requirements. In a similar vein, advances in the use of CFD to compute flows in 
perforated-wall wind tunnels are retarded by a lack of well characterized wall boundary 
conditions. Detailed measurement of the actual wall boundary conditions as a function 
of test section location and given tunnel operational parameters would directly improve 
wind tunnel data accuracy, in addition to providing the needed BC's for a CFD 
calculation. 
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5 Recommended CFD Code Validation Procedures 

The following procedures are recommended for implementing the methodology pro- 
posed here for relatively long run-time wind tunnel facilities. It is acknowledged that the 
set of procedures recommended here is highly idealistic. Rarely, if ever, will an indi- 
vidual validation experiment include them all. No one recommendation can ever be 
satisfied perfectly, and the relative priority of the procedures will change from exper- 
iment to experiment. Further, the list is by no means all-inclusive; different code 
validation experiments will necessarily generate different measurement issues, for 
example, in turbomachinery flows. Use of short-duration facilities, such as shock tubes 
or shock tunnels, would add a strong temporal response requirement on experimentation 
procedures and measurements. 

1. Obtain detailed, accurate fieestream flow calibration data at a spatial resolution 
consistent with code requirements. Freestream flow calibration at some level of spatial 
resolution and accuracy is, of course, a requirement for even routine production wind 
tunnel testing. However, as noted above, for CFD code validation purposes, flow field 
calibration should be done at typically finer spatial resolution, it should include all quan- 
tities required by the code as input boundary conditions, and the experimental uncer- 
tainties should be quantified. Further, for a boundary layer transition experiment, it 
should include a determination of fieestream turbulence intensity, scale, and frequencies. 
It is apparent that most experimental facilities are inadequately calibrated in this context, 
either because the specific quantities were not needed for normal operations, or because 
of the high cost of acquiring measurements at the desired spatial density. Further, some 
facility managers may be reluctant to share such detailed flow quality data with users 
(and competitors). However, for a CFD validation experiment it must be available. 
This is another argument for having, and using, one's own facilities for code validation 
research. Having total control over the facility is an invaluable advantage, and in some 
cases it is absolutely essential. 

No wind tunnel flow is perfectly uniform over the test section volume. The facility 
calibration may show that the level of nonuniformity is larger than is acceptable within 
the accuracy requirements of the validation experiment. If so, it will be necessary to use 
the measured, spatially-varying flow properties as location-dependent inflow boundary 
conditions to the code. (Such a procedure, although conceptually straightforward, to 
our knowledge has not yet been demonstrated.) While this approach is probably unnec- 
essary at this stage of CFD code development for validation experiments in typical (i.e., 
near perfect gas) wind tunnels of high flow quality, it would appear to be an essential 
requirement for validation experiments in high enthalpy flow facilities in which rapid 
expansions combine with finite-rate chemistry. In such facilities, the flow is typically 
highly nonuniform and poorly characterized, making accurate comparisons of exper- 
imental data to code predictions extremely difficult, if not impossible. 
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2. Precisely characterize the model wall boundary conditions, as tested. Differences 
will exist between the nominal and actual model dimensions, orientation, surface con- 
dition, and location of instrumentation. These must be known to high accuracy to 
provide wall boundary conditions for the code. Pre-test mechanical inspections of the 
model as assembled in all its possible configurations should include size, shape (e.g., 
straightness, out-of-round), surface finish (especially any steps at joints), and surface 
waviness. Aeroelastic effects must also be considered, since model and sting deflection 
under aerodynamic load can introduce systematic experimental errors well in excess of 
measurement precision. 

If surface temperature can vary significantly, as in a long-duration hypersonic flow 
experiment, and computed results are sensitive to surface temperature, then the model 
surface temperature distribution must be measured. If those temperature changes are 
both significant and nonuniform, e.g., on a model at angle of attack, then shape change 
due to thermal expansion must be considered. Model orientation settings (angle of 
attack, roll and yaw angle) and configuration dimensions must be precisely determined, 
including the repeatability of these values if the model configuration will be altered 
routinely. These data will be important input for experimental error assessment. 

3. Vary model size in the same facility at the same nominal test conditions. This is a 
useful strategy to ascertain wall or support interference effects, unsuspected Reynolds 
number effects such as incipient transition on the model, or variations due to limited core 
flow size, especially at off-design tunnel conditions. The penalties are added test and 
model costs, and depending on individual circumstances, not all physical effects (e.g., 
boundary layer growth), model dimensions, and tolerances may be directly scalable. 

4. Conduct the same experiment in different facilities. If feasible, conduct the same 
code validation experiment, with the same model, in more than one facility. Satisfactory 
agreement of results from different facilities lends confidence that there are no inade- . 

quately understood facility-related bias errors in the data, e-g., condensation effects, 
wave focusing, excessive flow angularity, etc. This procedure, especially for simple 
model geometries, would also serve to uncover inaccuracies and inconsistencies in the 
flow calibration data for each facility used. The same personnel should oversee the exe- 
cution of the experiment at each site, and also have access to all facility operational and 
performance data. On the computational side, a recommended corollary is to use the 
results of different codes to predict the simple flow cases used for any in situ calibrations 
conducted in the experiment. 

5. Apply redundant measurement techniques for critical experimental variables. 
Since no measurement is free of error, and no single measurement technique is best for 
all applications and range of parameters, redundant measurements of critical variables 
should be performed whenever possible, and certainly if there is a suspicion that a meas- 
urement technique is of questionable applicability under some conditions. For example, 
a Pitot-static probe might be used to calibrate the freestream Mach number over the test 
section. Suppose, however, that the freestream Mach number and probe Reynolds 
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number for some flow conditions are such that probe measurement accuracy is signif- 
icantly affected by viscous effects. A redundant measurement of freestream Mach 
number could be obtained by measuring the flow velocity and static temperature inde- 
pendently, and computing the Mach number. 

6.  Develop an uncertainty analysis technique that is able to identify and quantify the 
significant random and bias errors. Once formulated, use the uncertainty analysis to help 
define the experimental run matrix This is central to the method, and is distinctly diff- 
erent from, and extends significantly beyond, standard uncertainty analysis. Our meth- 
odology does use standard statistical methods but, in addition, incorporates novel exten- 
sions of the standard procedures. This is particularly true in the use of repeat runs and 
reflection of data around pitch and yaw planes in designing the experiment run schedule. 
This is also important for in situ freestream calibrations based on comparison to code 
predictions for cases of particularly simple model geometry and flow physics. In this 
way, random errors can be isolated from certain systematic errors in the course of the 
data uncertainty analysis, and both types of error can be quantified. 

The run matrix should be carefully designed so that combinations of runs yield both 
statistical and bias error information. Repeat runs should be included that satisfy diff- 
erent objectives. Immediately repeating a particular case yields statistical information on 
short-term facility repeatability. Repeating runs in varying order, on different days, and 
in separate facility entries can uncover subtle errors related to facility operations, specific 
personnel, time of day, etc. Repeat runs require carehl introspection in their selection 
and sequence, and are critical to an assessment of the absolute accuracy and statistical 
precision of the data. Repeat runs are not afterthoughts; they are essential elements in 
the method, and must be incorporated into the experimental plan and the results included 
in the experimental data set. An example application of our uncertainty analysis is given 
in Section 6. 

Detailed methodology for statistical error analysis as it applies to experimental data 
in general has, of course, been widely available for many years. A recently published 
treatise, by far the most detailed prescription for dealing with systematic and random 
errors in wind tunnel data when the systematic errors have been previously identified and 
estimated, is presented in Ref 22. Reference 22 identifies virtually every conceivable 
source of experimental error in wind tunnel testing and greatly improves the art of wind 
tunnel test data uncertainty analysis. Additional information and insight regarding math- 
ematical treatment of systematic (bias) errors is available in Refs. 23 and 24. 

7. Obtain, and plot together, data for positive angle of attack and negative angle of 
attack with the model rolled 180 degrees. Data obtained with a model at zero roll angle 
and pitched from, say, 0 to +10 deg can be plotted with data for a model at 180 deg roll 
angle and pitched from a = 0 to -10 deg. The result is that errors associated with flow 
field nonuniformity and model misalignment in pitch can be identified. This recom- 
mended procedure is not new, yet it is done less often in wind tunnel testing than one 
might expect. And even if data are obtained in this way, there may be a reluctance to 



show the results plotted together because the differences are usually larger than the 
quoted instrumentation uncertainties for the experiment. Estimation of the underlying 
bias error is discussed in Section 6.  

8. Take and keep notes that are as careful, detailed, and extensive as possible. Such 
information will be invaluable when trying to explain any anomalies that may arise during 
the data analysis. This recommendation is appropriate not only for obviously unusual 
circumstances or events, but it applies to seemingly routine items as well. Insofar as 
understanding the experimental data is concerned, it is essentially impossible to record 
too much annotative information 

Clearly, some of these recommendations are easier to implement than are others. 
The recommendation to acquire a complete, detailed, finely-spaced calibration of the 
tunnel freestream represents an expensive, time-consuming exercise. For heavily utilized 
production facilities, interference with higher priority work may make such flow field 
calibrations impossible to obtain. Even for research-oriented facilities for which inter- 
ference with other work may not be a restriction, performing such calibrations almost 
certainly will require a substantial investment. 

For facilities with relatively high flow quality, in-situ calibrations based on CFD 
performance predictions for a simple geometry may provide a technically-acceptable 
alternative at minimal cost for some, if not most, code validation experiments. That is, 
this approach will be satisfactory if the scale of the model is small relative to the var- 
iations in freestream properties over the model volume at the model. Failing that, a 
possible conclusion may be that some facilities will be dedicated to production testing 
exclusively, for which existing calibrations and data bases are presumably already ade- 
quate, and others will be used to provide the needed code validation capability. 

6 A Case Study for CFD Code Validation Methodology 

In 1990 Sandia National Laboratories initiated a long term, coupled CFD/experi- 
mental effort, referred to as the Joint Computational/ Experimental Aerodynamics 
Program (JCEM), to improve the Laboratories’ hypersonic wind tunnel experi- 
mentation and CFD simulation capabilities. We will discuss JCEAP briefly in order to 
illustrate our code validation methodology and to describe the uncertainty analysis 
procedure. More detailed descriptions of the experiments and comparisons to com- 
putational results are presented in Refs. 12, 20, and 25-30. 

The geometry chosen was a spherically blunted cone with a sliced aft region and 
flaps at the rear of the slice. This geometry generated a wide range of flow complexity, 
from simple, attached flow to very complex flow with massive separation and strong 
shockhoundary layer interactions. At the same time the geometry was designed to elim- 
inate several potentially-troublesome numerical difficulties which need not be introduced 
into a validation experiment. 
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We required that the flow be laminar everywhere on the model in order to avoid the 
predictive uncertainty that would be introduced by use of a turbulence model. Flow vis- 
ualization using shear-stress-sensitive liquid crystals[311 was employed in a preliminary 
series of experiments with varying freestream Reynolds number in order to ensure that 
the boundary layer was laminar over the entire model for all validation experiments. The 
liquid crystal technique also provided surface flow characterization data for cases with 
massively separated flow on the flap. 

6.1 Wind Tunnel Conditions 

Nominal wind tunnel conditions for all experiments were as follows: freestream 
Mach number, M,=7.84, stagnation pressure P0=340 psia (2.344 m a ) ,  stagnation 
temperature To=l106 R (614K), and freestream Reynolds number Re, = 2.0 milliodfl 
(6.56 milliodm). ReL=1.80 million, based on model length. Angle of attack was varied 
from -9 to +18 deg at nominal 3 deg increments. Roll angle was set at 0 (slice on the 
windward side), 90, 180, or 270 deg. Model axial location within the test section was 
also varied to assess errors due to flow axial gradients. 

6.2 Wind Tunnel Model 

The wind tunnel models for the force and moment, and pressure experiments were 
nominally identical in size and shape. The model was a 10.391 k(0.26393 m) long, 
10% spherically blunted cone with a slice on one side of the body , Fig. 1. The slice is 
parallel to the axis and begins at 0.7 of the length of the body, measured from the 
spherical nose tip. The model was designed so that flaps could be attached to the aft 
portion of the slice, extending to the baseplane and providing deflection angles of 10, 20, 
and 300. By requiring the flaps to extend to the model baseplane for all flap deflections, 
a substantial simplification became possible in constructing the grids for the body geo- 
metry and for the base flow. This also simplifies setting the outflow boundary conditions 
across the baseplane in the numerical simulation. The force and moment model was used 
in conjunction with a precision six-component internal strain gage balance. The remain- 
der of the discussion relates to the pressure model and experiments. 

The pressure model incorporated two 48-port, differential pressure, electronically- 
scanned pressure modules, one 0.36 psid (2.5 KPa) and one 1.0 psid (6.9 KPa) unit, 
mounted internal to the model to minimize pneumatic tubing lengths and pressure lag 
time. A cylindrical sting cover was used to provide an easily characterized downstream 
wall boundary condition if needed for CFD simulations at some later time. This is 
another example of simplifying the geometric design in a validation experiment to elim- 
inate unnecessary complexity in the CFD modeling. The model incorporated nine semi- 
conductor-bridge Kulite gages to detect any high-frequency surface pressure fluct- 
uations, and four coaxial thermocouples in the model wall to provide the wall thermal 
boundary condition to the code. A detailed mechanical inspection provided precise char- 
acterization of all model dimensions and pressure port and thermocouple locations. 
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6.3 Instrumentation 

A total of 96 pressure ports of 0.029 in. (0.737 mm) diameter were machined in the 
model surface. These ports were positioned at fifteen axial stations along the length of 
the model. Three axial stations on the cone, 3.200, 5.200, and 7.200 in. (8.138, 13.208, 
and 18.288 cm) from the nose, each had 16 orifices. Another extensively instrumented 
area was in the slice/flap region, which contained 40 orifices. The orifices were con- 
nected to either the lower or the higher pressure ESP module depending on prior est- 
imates of the pressure level at each port location. Vacuum reference was provided by a 
high-capacity turbopump. A detailed study was conducted to ensure that errors due to 
leaks and pressure lag time were negligible. Details of the experimental system are pre- 
sented in Ref 26. Approximately 55,000 surface pressure measurements were obtained 
during the experiment. 

Listed in Table 1 is a complete run schedule for the experiment. A number of 
schedule features are apparent that are unusual from the traditional perspective of wind 
tunnel experimentation. First, repeat runs were scheduled and executed for every con- 
figuration. The purpose for this was to obtain a large number of multiple data sets with 
which to conduct an extensive uncertainty analysis. Second, noting that the run number 
reflects the chronological order, it can be seen that for flap deflection angle 6 = 0 deg, 
repeat runs were made substantially later during the experiment. For example, Runs 20 
and 62 were made nearly four weeks apart. Comparing these two runs, as opposed to 
comparing two consecutive runs on the same day, aids in estimating the overall meas- 
urement system repeatability. Third, runs for each configuration were made at the aft 
axial tunnel station. Comparing the pressure measurements between the forward and aft 
stations yields quantitative estimates of the effect of changes in the test section flow 
field. 

7 Uncertainty Analysis 

The uncertainty analysis permits the separation and quantification of random and sys- 
tematic uncertainties in model surface pressure measurement due to system instrumen- 
tation and model alignment errors, flow field nonuniformity, and model geometry inac- 
curacies. The force and moment uncertainty analysis (Refs. 12 and 25) is similar, but 
cannot yield the uncertainties due to model inaccuracies since forces and moments are 
integrated quantities. Additional details on the pressure analysis is presented in Refs. 28 
and 30 and on the force and moment analysis in Refs. 12 and 25. 

The procedure for statistically estimating these uncertainty components is based on 
comparisons of measurements obtained from certain types of repeat runs, runs with the 
model at different locations in the test section, and use of symmetry features of the 
model geometry. The analysis is an experimentally-based statistical estimate of variance 
components of surface pressure measurements. To take fill advantage of this new 
procedure special attention must be given to constructing the run schedule to maximize 
information used in the analysis. 
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7.1 System Instrumentation and Model Alignment Uncertainty 

The total system instrumentation and model alignment uncertainty, hereafter referred 
to as instrumentation uncertainty, is the experimental uncertainty in surface pressure 
measurement caused by all of the following and their interaction with each other: 
pressure sensor hysteresis, nonlinearity, sensitivity drift, and zero shift; reference 
pressure accuracy and repeatability; analog amplifier system accuracy; data digitizing and 
recording system accuracy; configuration change repeatability; model pitch, roll and yaw 
alignment random errors; variations in fieestream Mach number and Reynolds number 
within a run; and variations in fieestream Mach number and Reynolds number from run 
to run. 

It can be seen fiom this list that all of these error sources produce random errors, i. 
e., run-to-run variations in each of these sources is expected. No bias errors in instru- 
mentation uncertainty, e. g., an incorrectly set amplifier gain, can be detected by the 
present analysis. (An error of this type would be detected during the in situ calibration 
of the flow using the CFD solution for the simple flow physics case). The instrumen- 
tation uncertainty combines all experimental uncertainty in the entire experiment, except 
that due to test section flow field nonuniformity and model geometry inspection uncer- 
tainty. To calculate the instrumentation uncertainty, one compares pressure measure- 
ments for the same port from different runs with the model at the same physical location 
and orientation in the test section. For the same angle of attack, roll angle, flap deflec- 
tion angle, and tunnel location, each pair of ports compared will have the same location 
in the vehicle-induced flow field. When differences in pressure port measurements are 
made in this way the uncertainty due to flow field nonunifomity and model geometry 
variation cancels out. 

By examining the run-summary, Table 1, one chooses run pairs that have the same roll 
and flap angles and have the same tunnel location. Twenty-nine run pairs are found to sat- 
isfy these conditions. Of these 29 run number pairs, examples are (20,22), (24,61), (103, 
112), (42,43), (124, 126), and (131,133). For example, the pressure at port 1 of the first 
run listed is compared with that at port 1 of the second run listed, port 2 of the first run is 
compared with port 2 of the second run, etc., for each a in common between the two 
runs. Pressure measurements were obtained for a total of 12 angles of attack for each run, 
9 non-zero angles of attack and 3 measurements at zero a. As a result, there are a total of 
18 combinations of a where pressure comparisons can be made (9 non-zero a compar- 
isons plus 9 permutations of zero a measurements). Therefore, an estimate of the total 
number of possible pressure port comparisons is 

(96 ports) x (29 run pairs) x (18 a pairs) = 50,112 comparisons 

Some ports were over-pressured for certain conditions, so the actual number of 
available comparisons for instrumentation uncertainty was reduced to 48,164. 
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Differences in pressure port measurements were computed with the following 
technique. Let the pressure measurement for port i, and angle of attack j be denoted as 
@i/pa)j, where the superscript denotes the run number r. Then the average pressure of 
the port for the two runs being compared is given by 

r 

where i = 1,2, ... 96 and j = 1, 2, ... 18, where 18 is the total number of a’s. Let the 
absolute value of the difference between a pressure measurement and the average 
pressure be defined as the residual. Then the residual is given by 

Note that the residual can be computed using the pressure measurement from either 
run r or s. 

To make the pressure port comparisons it is required that the a of each of the two 
runs is identical. If they are not the same, then part of the difference in the two measure- 
ments will be due to the difference in a caused by non-repeatability of the model pitch 
mechanism. Although a is accurately known to f 0.02 deg., the difference in repeat- 
ability from one pitch to another was as large as f 0.28 deg. To minimize this uncer- 
tainty in the analysis, all of the pressure measurements were interpolated to the nominal 
angles of attack. To accomplish this a cubic spline interpolation was computed for each 
pressure port as a function of a for each run so as to obtain pressure data at precisely the 
nominal values of a. 

7.2 Test Section Flow Field Nonuniformity Uncertainty 

Test section flow field non-uniformity uncertainty is uncertainty in surface pressure 
measurements caused by the following: 

1. Nonuniformity of freestream flow in the test section. Nonuniformity of flow in 
the test section can be due to, for example, inaccurately designed or positioned nozzle 
wall contours, operation of a fixed nozzle wall wind tunnel at a Reynolds number diff- 
erent from the design condition, and slight changes in the location of nozzle wall bound- 
ary layer transition due to changing wall temperature. Flow nonuniformity due to wave 
focusing in hypersonic wind tunnels, axisymmetric tunnels especially, is a particularly 
serious source of uncertainty, but is rarely discussed or documented. 

2. Bias errors in the alignment of the model in pitch, roll, and yaw. Bias errors in 
pitch and roll could be caused, for example, by an improperly calibrated or used bubble- 
level to set the pitch and roll angle, an inaccurately leveled test section, or an inaccurate 
pitch-sector or model positioning system. Yaw angle ali,onment of the model in the test 
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section is always a difficult measurement to make due to the lack of an easily definable 
reference. 

The uncertainty in surface pressure measurement due to a combination of test section 
flow field nonuniformity uncertainty and instrumentation uncertainty is computed by 
comparing measurements made at different locations in the test section. The combined 
flow field nonuniformity and instrumentation uncertainty is calculated by comparing sur- 
face pressure measurements for the same port on the body at the same relative location 
in the vehicle flow field, but at different locations in the test section. This procedure will 
not include any uncertainty due to model imperfections because by using the same ports 
for both comparisons, this uncertainty component cancels in taking the difference 
between the two measurements. 

By examining Table 1 for combinations of model axial station, roll angle, and flap 
deflection angle, one finds four types of run pairs that will produce the kinds of residuals 
desired. These are: comparisons between measurements made at different axial locations 
in the test section; comparisons between different roll angles at zero a, comparisons 
between positive a with a roll angle of 00 and negative a with a roll angle of 1800; and 
comparisons between positive a with a roll angle of 900 and negative a with a roll angle 
of 2700. Examples of run pairs for each of these types of comparisons are, respectively, 
(20,101), (24,112), (35,119), and (46,47). 

The total number of pressure port comparisons for these four types, minus the number 
of comparisons lost due to over-pressured ports, is 10 1,83 8 residuals. The residuals for 
flow field nonuniformity and instrumentation are computed by the same equations given 
above, but the number of a's for each of the types is different. 

7.3 Model Geometry Uncertainty 

Model geometry uncertainty is uncertainty in surface pressure caused by the 
following: 

1. Model geometry deviations. These are defined as deviations of the physical model 
from the conceptual, or mathematical, description of the model. These can be due to a 
variety of sources, for example, model fabrication deviations such as a non-spherical 
nose, accidental surface damage, time-dependent but reversible bending distortion due to 
asymmetric aerodynamic heating, and permanent warpage of the model surface or lifting 
surfaces due to repeated aerodynamic heating in the test section. 

2. Model imperfections. These are defined as model deviations that are not con- 
sidered part of the geometrical character of the model, but do affect the measurement. 
Examples of these types of deviations are a poorly fabricated or burred pressure orifice, 
and a pressure leak between the orifice and the transducer. 
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Model geometry uncertainty, along with instrumentation uncertainty, is computed by 
comparins surface pressure measurements for different ports, with both ports at the 
same physical location in the test section and at the same relative location in the vehicle 
flow field. This requirement can be met on the forward, conical portion of the model, 
but not on the slice or flaps. As a result, pressure port comparisons are made only on the 
conical section of the model. This procedure will yield the combined model geometry 
and instrumentation uncertainty, but will not include any uncertainty due to flow field 
nonuniformity. The total number of pressure port comparisons for model geometry 
uncertainty is 24,196. 

7.4 Uncertainty Results 

Plotted in Fig. 2 are all of the residuals computed for instrumentation, flow field 
nonuniformity, and model geometry uncertainty. It can be seen from Fig. 2 that the 
ma,gitude of the uncertainty steadily increases with the magnitude of the pressure 
measured. This trend is represented in the residuals by scaling the residuals with the 
maagitude of pressure measured. A constrained least squares fit to the residuals was 
computed with the intercept set to zero. The resulting fit was computed to be 

*PIS Ps - = 0.00773 - 
P- P= 

where ps is the surface pressure measured. This fit is also shown in Fig. 2. 

least squares fit given above. The equation for estimating each type of variance, 
normalized by the least squares fit of the residuals, is given by 

The sample variance is now calculated with the local sample scaled according to the 

where N is the total number of residuals (or pressure comparisons), and the subscript k 
indicates the kth residual. The standard deviation due to flow nonuniformity and model 
geometry can then be calculated from 

-2  
cflow = 4 G o w +  instrumentation- Ginstrumentation 

- - J -2 - 7  
Gmodel - Gmodel+ instrumentation- %strumentation 

The standard deviation due to all of the uncertainty sources is then given by 

A 
The total estimated standard deviation of each individual measurement is ~ ~ , ~ ( A p ~ ~ ~ P o 0 ) .  

Therefore, the total uncertainty bound on each pressure measurement at the 95% 
confidence level is r 1 

[ s:J Ps - PIS APs - f 2ot0d - = - 2 2etotA 0.00773 - 
PW P- P m  

24 



A 
where otoM was computed to be 1.82. 

Table 2 gives the summary statistics for the uncertainty estimates of the entire 
experiment. It is seen from the table that the dominant contributor to uncertainty in 
these surface pressure measurements is due to the nonuniformity of the tunnel test 
section flow field. Although we had previously suspected this was the case, the present 
statistical analysis quantitatively demonstrates it. 

The dominant contribution of nonuniform flow to uncertainty in our wind tunnel 
suggests the question, Is this just a characteristic of the present wind tunnel, or is it 
typical? The absolute magnitude (no normalization) of the present results for flow field 
uncertainty were com ared to those for Hypersonic Tunnel B at the Arnold En,oineering 
Development Center g21. This comparison showed that both wind tunnels are compar- 
able in the magnitude of flow field nonuniformity. We strongly suspect that the largest 
contribution to measurement uncertainty in most, if not all, near perfect gas hypersonic 
wind tunnels is due to flow field nonuniformity. Although this technique has not been 
applied to transonic wind tunnel data, we suggest the dominance of flow field nonuni- 
formity error may also occur in transonic facilities. We encourage others to use the 
present statistical method to determine if this is the case. 

We acknowledge that in demonstrating the methodology, we ourselves have not 
followed all of our own recommended procedures. The realities of budgetary and time 
constraints precluded repeating the experiment in different facilities and at varying 
physical scales. In addition, the inflow boundary conditions were not experimentally 
determined to fine spatial resolution. Each of these procedures represents an additional 
component of variation in the validation process. As an example, if the experiment 
would be completely redone at another facility and the statistical uncertainty analysis 
repeated on the combined data, we expect that the estimated uncertainty would increase 
due to the introduction of facility-to-facility variation. The use of additional components 
of variation in this way will lead to a more reliable assessment of the quality of the valid- 
ation process, and the procedures and equipment used to implement it. 
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8 Conclusions 

A methodology for experimental validation of CFD codes has been developed and 
demonstrated. The methodology incorporates specific experimental procedures that are 
consistent with, and an outgrowth of, a number of general philosophical guidelines. 
Two guidelines are key: one, the use of experiments designed specifically for CFD code 
validation by computational and experimental fluid dynamicists working closely together 
from program inception to documentation, and two, implementation of an uncertainty 
analysis which guides the experimental design and which permits the delineation and 
quantification of various classes of both bias and random errors. Because it is our 
experience base, we have presented the methodology in terms of wind tunnel experi- 
mentation in relatively long-duration aerospace testing facilities, specifically, for hyper- 
sonic, near perfect gas flow over a sliced spherekone of variable geometry. However, 
extension of the general recommendations to other experiments should be apparent. 

Carefbl experiments designed and executed specifically for CFD code validation are 
the recommended source of data for CFD code validation. We consider unsatisfactory 
the common practice of attempting to validate codes using published data obtained for 
some purpose unrelated to CFD code validation . Almost inevitably, critical information 
required by the code, boundary and initial conditions especially, will be unavailable. In 
addition, experimental investigators should take a more critical view toward measure- 
ments obtained for CFD code validation, and be willing to identify and quantify compo- 
nents of uncertainty in order to reduce these errors. They should take advantage of 
numerical simulations to aid in improving the quality of the experiment, particularly in 
using CFD code solutions for especially simple flow physics and geometries to provide 
an in situ calibration of the experiment. Likewise, numerical simulations should 
routinely include error analyses. 

Implementation of some, if not most, of the code validation procedures recom- 
mended here is neither inexpensive nor easy. As a result, specific procedures may be 
technically or economically impractical in particular situations. With each included step, 
however, the overall experimental uncertainty can be better estimated, and the quality of 
the code validation process improved. 

We conclude by noting that the cost of CFD code validation may represent a sig- 
nificant fraction of the total expense of CFD code development, and we understand the 
reluctance on the part of program managers to use scarce fbnds for the validation exer- 
cise. But we believe that failure to validate complex CFD codes represents false econ- 
omy. The near-term cost of CFD code validation must be weighed against the fbture, 
and potentially much larger, economic and social liability of a system failure whose 
origin is traceable to erroneous results from an unvalidated code. 
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Table 1 

Run Schedule 

- 
Roll Angle (de& 6=  00 6 =  100 6 = 200 

0 20,22,62 42,43 48,49 
90 24,26,59,61 37,39 46 
180 30,32,58 35,36 44,45 
270 28,29 40,41 47 

Forward Tunnel Station, 7.6 in. 

6 = 300 

56,57 

54 
50,53 

55 

Roll Angle (de$ 
0 

Aft Tunnel Station, 4.1 in. 

6=00 6 =  100 6 = 200 6 = 300 
101,102 118, 119 124, 126 131,133 

Source of 
Uncertainty 

Instrumentation 

I 180 I 103,112 I 115,116 I 122, 123 I 127, 129 I 

No. of Residuals Normalized 6 92 of Total RMS 
Uncertainty 

48,164 0.63 12 

Table 2 

Summarv of Surface Pressure Uncertaintv Analvsis 

I Flow Field I 101,838 I 1.45 I 64 I 
I Model I 24,196 I 0.89 I 24 I 
I Total I 174,198 I 1.82 I 100 I 

31 



Distribution: 

2 Ralph R. Jones, ID 
Sverdrup Tech. Inc./AEDC Group 
1099 Ave. C 
h o l d  AFB, TN 37388-9013 

2 Air Force Phillips Laboratories 
Ballistic Missile Technology Program Office 
VT-B 
Attn: Norm Wixom 
3550 Aberdeen SE 
Albuquerque, NM 871 17-5776 

4 Air Force Wright Laboratories 
Attn: Valentine Dahlem/FIM 

Jerry L. PattersodFIMG 
Joseph Shang/FIM 
Norman ScaggsEIMO 

2645 Fifth St 
Wright-Patterson AFB, OH 45433-7936 

1 DavidBelk 
W L m A A  
10 1 W. Eglin Blvd, Suite 2 19 
Eglin AFB, FL 32542-6810 

1 MujeebMalik 
High Technology Corp. 
28 Research Dr. 
Hampton, VA 2366 

2 Michael Mendenhall 
Nielsen Engr. and Research, Inc. 
5 10 Clyde Ave. 
Mountain View, CA 94043 

1 Robert Nelson 
Dept. of Aerospace and Mechanical Engg 
University of Notre Dame 
Notre Dame, IN 46556 

2 JohnH.Fox 
Sverdrup Tech. Inc./AEDC Group 
740 Fourth Ave. 
h o l d  AFB, 37389-6001 

2 NASA Lewis Research Center 
Attn: Charles Towne, MS 5-1 1 

21000 Brookpark Rd. 
Cleveland, OH 44135 

Gary Klann, MS 5-1 1 

2 Robert L. P. Voisinet 
Naval Surface Warfare Center 
Mail Stop K24 
Dahlgren Div. 
10901 New Hampshire Ave. 
Silver Spring, MD 20903-5640 

2 JackBenek 
Micro Craft Inc. 
P. 0. Box 370 
207 Big Springs Ave. 
Tullahoma, TN 37388 

2 Thomas Barber 
41 1 Silver Lane 

United Technologies Center 
East Hartford, CT 06108 

MS 129-20 

1 PatRoache 
1 108 Mesa Loop 
Los Lunas, NM 8703 1 

2 HansMair 
Institute for Defense Analysis 
Operational Evaluation Div. 
1801 NortbBeauregard St.  
Alexandria, VA 223 1 1-1 772 

I 

32 



3 

2 

2 

2 

2 

1 

2 

NASNAmes Research Center 
Attn: Unmeel Mehta, MS T27B-2 

Helen Yee, MS 202A-1 
Lado Muhlstein, MS 227-4 

Moffett Field, CA 94035-1000 

Tom Harris 
SAX 
997 Old Eagle School Rd 
Suite 215 
Wayne, PA 19087 

T. P. Shivananda 
Bldg. SB2R.m. 101 1 
TRW/Ballistic Missiles Division 
P. 0. Box 1310 
San Bernardino, CA 92402-13 10 

Steven Ashby 
LLNL 
P. O.,BOX 808, L-561 
Livermore, CA 9455 1 

Ken Hanson 
MS P940, DX-3 
LANL 
Los Alamos, NM 87545 

Kevin Watson 
ANP Laboratory, MSIW-82 
The Boeing Company 
Orgn. BXT60, P. 0. Box 3707 
Seattle, WA 98124 

David Dolling 
Dept. of Aerospace E n s .  and 

University of Texas at Austin 
Austin, TX 78712-1085 

Engineering Mechanics 

6 

1 

NASA/LangIey Research Center 
Attn: Jim Weilmuenster, MS 408A 

Scott Berry, MS 408A 
Peter Gnoffo, MS 408A 
Doug Dwoyer, MS 105 
Wally Sawyer, MS 119 
Charles Miller, MS 408A 

Hampton, VA 23681-0001 

Linda Verdoorn Powers 
DP18 
Dept. of Energy 
19901 Germantown Road 
Germantown, MD 20874 

1 ChrisKeane 
DP 18 
Dept. of Energy 
1990 1 Germantown Road 
Germantown, MD 20874 

1 Rose Mary Baltrusaitis 
Group XTA, MS B220 
LANL 
Los Alamos, NM 87545 

1 Gary Carlson 
LLNL 
P. 0. BOX 808, L-170 
Livermore, CA 9455 1 

1 JohnErdos 
GASL 
77 Raynor Ave. 
Ronkonkoma, NY 11779 

2 A. J. Smits 
Dept. of Mechanical Engg 
Princeton University 
Princeton, NJ 08544 

33 



1 
1 
1 
1 
1 
1 
1 
1 
1 
1 
1 
1 
1 
1 
1 
1 
1 
2 
1 
1 
1 
1 
1 
1 
1 
1 
1 
1 
1 
2 
1 
1 
1 
1 
1 
1 
1 
1 
1 
1 
1 
1 
1 
1 
1 

MS 0429 
MS 9005 
MS 0301 
MS 0315 
MS 0303 
MS 0149 
MS 0419 
MS 1435 
MS 0708 
MS 0736 
MS 0747 
MS 0742 
MS 1345 
MS 0739 
MS 1139 
MS 1139 
MS 9054 
MS 9042 
MS 9056 
MS 9055 
MS 9052 
MS 9053 
MS 9405 
MS 9161 
MS 9042 
MS 9405 
MS 9044 
MS 9003 
MS 9011 
MS 0151 
MS 0841 
MS 0833 
MS 0437 
MS 0826 
MS 0826 
MS 0826 
MS 0826 
MS 0834 
MS 0835 
MS 0835 
MS 0835 
MS 0835 
MS 0827 
MS 0827 
MS 0825 

2100 
2200 
2400 
241 1 
2414 
4000 
5412 
6200 
6214 
6400 
6412 
6414 
6416 
642 1 
6423 
6423 
8300 
8345 
835 1 
8353 
8361 
83 62 
8700 
8717 
8742 
8743 
8746 
8900 
8950 
9000 
9100 
9103 
9104 
9111 
9111 
9111 
9111 
91 12 
91 13 
91 13 
9113 
91 13 
91 14 
91 14 
91 15 

R. D. Andreas 
J. B. Wright 
D. J. Rigdi 
J. L. McDowell 
W. E. Williamson 
D. L. Hartley 
R. G. Easterling 
D. E. Ankm 
H. M. Dodd 
N. R. Ortiz 
A. L. Camp 
J. E. Kelly 
P. A. Davis 
K. D. Bergeron 
K. D. Rei1 
M. M. Pilch 
W. J. McLean 
C. M. Hartwig 
L. A. Rahn 
F. P. Tully 
D. R. Hardesty 
R. W. Carling 
T. M. Dyer 
W. G. Wolfer 
E. P. Chen 
P. E. Nielan 
W. A. Kaw.ahara 
D. L. Crawford 
J. C. Meza 
G. Yonas 
P. J. Hommert 
J. H. Biffle 
R. K. Thomas 
W. Hermina 
D. K. Gartling 
S. N. Kempka 
M. A. Payne 
A. C. Ratzel 
T. C. Bickel 
B. F. Blackwell 
D. W. Kuntz 
V. J. Romero 
R. Grifith 
A. S. Geller 
W. H. Rutledge 

34 



10 MS 0825 
1 MS0825 
1 MS0825 
1 MS0825 
1 MS0825 
1 MS0825 
1 MS0825 
1 MS0825 
1 MS0825 
5 MS0825 
1 MS0825 
1 MS0825 
1 MS0836 
1 MS0836 
1 MS0836 
1 MS0836 
1 MS0836 
1 MS0836 
1 MS 0443 
1 MS0321 
1- MS 0828 
1 MS 1111 
1 MS0819 
1 MS0819 
1 MS0820 
1 MS 0439 
1 MS 0439 
1 MS 0439 
1 MS 0439 
1 MS 1165 
2 MS 1179 
1 MS 1146 
1 MS 0469 
1 MS 0865 
1 MS0557 
1 MS 0428 
1 MS 0839 
1 MS0829 
1 MS9018 
5 MS0899 
2 MS0619 

91 15 
91 15 
91 15 
9115 
91 15 
91 15 
91 15 
91 15 
91 15 
91 15 
91 15 
91 15 
91 16 
91 16 
91 16 
91 16 
91 16 
91 16 
91 17 
9200 
9209 
9225 
923 1 
923 1 
9232 
9234 
9234 
9234 
9234 
9300 
9341 
93 63 
9700 
9735 
974 1 
12300 
12303 
12303 
8940-2 
4414 
12690 

D. P. Aeschliman 
V. A. Amatucci 
R. S. Baty 
F. G. Biottner 
K. V. Chavez 
W. T. Gutierrez 
B. Hassan 
M. W. Kniskern 
A. R. Lopez 
W. L. Oberkampf 
J. L. Payne 
T. M. Sterk 
C. W. Peterson 
S. P. Bums 
G. F. Homicz 
D. D. McBride 
J. H. Strickland 
W. P. Wolfe 
H. S. Morgan 
W. J. Camp 
E. D. Gorham 
G. S. Heffelfinger 
J. S. Peery 
T. G. Trucano 
P. Yarrington 
D. R. Martinez 
K. F. Alvin 
M. S. Eldred 
J. R. Red-Horse 
J. E. Powell 
J. R. Lee 
T. F. Luera 
K. G. McCaughey 
J. L. Moya 
T. J. Baca 
W. C. Nickell 
K. V. Diegert 
B. M. Rutherford 
Central Technical Files 
Technical Library 
Review & Approval Desk 
For DOE/OSTI 

35 

. -* 


	1 Introduction
	2 Historical Background
	3 Philosophical Guidelines
	Synergisms between CFD and Experiment
	Recommended CFD Code Validation Procedures
	A Case Study for CFD Code Validation Methodology
	6.1 Wind Tunnel Conditions
	6.2 Wind Tunnel Model


	7 Uncertainty Analysis
	7.1 System Instrumentation and Model Alignment Uncertainty
	7.2 Test Section Flow Field Nonuniformity Uncertainty
	7.3 Model Geometry Uncertainty
	7.4 Uncertainty Results

	8 Conclusions
	References
	Schematic of Wind Tunnel Model (From Ref
	Pressure Magnitude (From Ref
	1 Run Schedule
	2 Summary of Surface Pressure Uncertainty

