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A Distributed Computing Environment with Support for Constraint-Based Task Scheduling and Scientific Experimentation

James P. Ahrens\textsuperscript{1}, Linda G. Shapiro, Steven L. Tanimoto
Department of Computer Science and Engineering
University of Washington
Box 352350, Seattle, WA 98195-2350

Abstract

This paper describes a computing environment which supports computer-based scientific research work. Key features include support for automatic distributed scheduling and execution and computer-based scientific experimentation. A new flexible and extensible scheduling technique that is responsive to a user's scheduling constraints, such as the ordering of program results and the specification of task assignments and processor utilization levels, is presented. An easy-to-use constraint language for specifying scheduling constraints, based on the relational database query language SQL, is described along with a search-based algorithm for fulfilling these constraints. A set of performance studies show that the environment can schedule and execute program graphs on a network of workstations as the user requests. A method for automatically generating computer-based scientific experiments is described. Experiments provide a concise method of specifying a large collection of parameterized program executions. The environment achieved significant speedups when executing experiments; for a large collection of scientific experiments an average speedup of 3.4 on an average of 5.5 scheduled processors was obtained.

1 Introduction

Scientists utilize a variety of different software tools to support the various aspects of their computer-based scientific research work. Examples include tools for program creation and execution and for data storage and retrieval. An environment is a collection of integrated tools that support an activity such as computer programming. Recent research has focused on creating integrated computing environments to support scientific research work. The purpose of these environments is two-fold: to provide a computer-based framework for scientific research activities and to provide an abstraction of the details of the scientist's computer system. If the framework is useful and accurate, then scientists do not have to spend time supporting their own interaction framework. If the abstraction is effective, then scientists do not become bogged down in computer management details and are more productive. The goal of our work is to create a distributed computing environment with these properties. This work is guided by the computing requirements of geologists working on complex remote sensing problems.

Our work was done in conjunction with the NASA Earth Observing System (EOS) Amazon Project at the University of Washington. The mission of the EOS Amazon project is to contribute to understanding
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the dynamics of the Amazon system in a natural state, and how it would evolve under possible change scenarios (from instantaneous deforestation to more subtle longer term climatic/chemical changes). An integral part of this project is obtaining, manipulating, and understanding satellite images of these regions. We interviewed the members of this project in order to understand their computing requirements. The scientists are working with data sizes on the order of hundreds of megabytes and processing algorithms whose completion time is on the order of minutes to hours. The scientists identified the following desirable properties for a computing environment to support scientific research: (1.) the computing environment should facilitate the scientist’s exploration of different algorithmic solutions, (2.) results should be returned as quickly as possible, (3.) the environment should schedule and execute algorithms based on the scientist’s constraints on resource utilization and algorithm execution, (4.) the environment’s interface should provide support for non-expert users, letting the scientist specify a high-level description of his algorithms and requirements, (5.) the environment should record and organize the scientist’s computer-based research work for later retrieval.

From these requirements we identified two keys features which are not well supported by existing software. These areas are:

1. **Support for automated constraint-based distributed scheduling and execution.**

   To achieve high-performance, programs are scheduled and executed on multiple processors. Parallel scheduling is a complex problem and automation is a welcome solution for scientists. One disadvantage of traditional tools is that they optimize for a fixed collection of preset scheduling goals. Another is that they do not fully automate the scheduling process. An automated scheduling system which is responsive to the scientists’ scheduling needs would improve both scientists’ satisfaction with their computer systems and their productivity.

2. **Support for scientific experimentation.**

   An environment needs to provide a computer-based framework for scientists’ interactions. One typical interaction that scientists perform is parameterized experimentation with their programs. This experimentation helps the scientist to understand the effects of input parameter and coding changes. With automated support scientists could focus on analyzing their experimental results instead of the process required to generate the results.

### 1.1 Structure of the Computing Environment

The components of the computing environment are:

- **Data-flow based visual programming environment** – The scientist uses a visual programming environment to construct his programs. Examples include languages such as IBM’s Data Explorer, AVS[15] and Cantata/KHOROS[13]. A user’s program is expressed graphically as dataflow-based program graph. Users can manipulate the program graph interactively by adding and deleting tasks. Users have access to a library of existing tasks that are ready for use in their programs. These languages simplify program creation and the reuse of existing tasks. They support exploratory programming because changes can easily be made to programs without re-compiling.
• **Distributed executor** – The executor executes a program graph in parallel on a network of workstations in order to quickly generate the scientist's results. It handles inter-processor communication between distributed tasks in the program graph and records performance information used by the performance prediction tool. The executor utilizes PVM for distributed computing services such as remote process creation and interprocessor communication.

• **Scheduler** – The scheduler automatically schedules a program graph on a network of workstations based on the scientist's constraints. The environment's constraint-based task scheduling algorithm is described in the next section.

• **Performance prediction** – Program performance prediction is necessary for efficient scheduling. The scheduling algorithm uses performance estimates to make scheduling decisions.

• **Scientific database** – A database is used to organize and store information about program graphs and results.

A data-flow diagram of the scientific computing environment is shown in Figure 1. The diagram shows the data-flow between the components of the environment with boxes representing operations and ovals representing data. Directed arrows define the flow of data through the environment.

Data input to the environment includes resource information, a program graph and the user's scheduling constraints. Available processors are specified initially by the environment's administrator. The program graph is specified using a visual programming environment. The user scheduling constraints are specified using a constraint-based scheduling language. The program graph, resources and performance data from previous runs are used by the automatic performance prediction tool to create a model of program execution and processor utilization. The scheduler inputs the resource information, the program graph, the user's scheduling constraints and performance estimate information. The scheduler outputs a schedule which fulfills the user's scheduling constraints. The program is then executed on a network of workstations using the distributed executor. During execution, performance data is collected and sent to the performance database for future use by the performance prediction tool.

### 2 Related Work

This paper describes a computing environment which automates performance prediction, scheduling and distributed execution of a scientist's computational experiments. The scientist expresses his program using a data-flow-based program graph representation. Environments with related features include: Sarkar's scientific programming environment[14], Goedecke et al's circuit simulation environment[9], Lee et al's imaging environment[12] and Short et al's satellite image processing environment[11].

There are many task scheduling algorithms that can be used to schedule the tasks of a data-flow program graph in parallel. Task scheduling algorithms attempt to maximize the number of tasks executing in parallel while minimizing inter-processor communication costs. A taxonomy of task scheduling algorithms can be found in [3]. El-Rewini, Lewis and Ali [6] also provides a useful introduction to task scheduling. Since most types of task scheduling problems are NP-complete, solution algorithms are
Figure 1: Structure of the scientific computing environment
based on heuristics. Traditionally these heuristics optimize for a fixed preset collection of goals. This is a problem if the scheduling goals of the algorithms conflict with the scheduling goals of the user.

The goal of Sarkar's thesis [14] is to create portable, static and dynamic automatic scheduling algorithms for the functional programming language SISAL[7]. Goedecke's environment automatically dynamically schedules and executes a program graph created in Cantata/Khoros on a network of workstations[9]. Lee et al's environment automatically schedules program graphs which consist of a linear chain of parallel tasks on a parallel machine with a mesh-interconnection network [12]. The parallel version of each task has a preferred distribution of its I/O data and this distribution may be different for two connected tasks. Their scheduler explores all possible different data layouts for the tasks and returns the set of layouts that optimize performance. Each of these environments is similar to ours in that they present a complete system that automates performance prediction, scheduling and execution. In addition, our environment offers a flexible scheduling mechanism, which can fulfill a user's scheduling constraints.

Scheduling is the process of assigning a set of jobs to a set of limited resources over time. The quality of a schedule is usually defined by a collection of user-defined criteria and constraints. Artificial Intelligence (AI) is the study and creation of theory, algorithms and computer systems that use knowledge and encoded intelligence to solve complex problems. Thus, scheduling is a natural area of interest for researchers in Artificial Intelligence. AI researchers have built scheduling systems for a number of specific domains including systems for scheduling telescope usage [10], space shuttle maintenance [17], manufacturing [8] and defense logistics [4]. AI-scheduling solution methods are characterized by a number of features. Constructive methods build a complete schedule while repair-based methods incrementally update an existing, but flawed schedule until a valid schedule is obtained. There has been little previous work done on creating an AI-based task scheduler. The closest related work in this area is work by the members of the Intelligent Data Management Project led by Nicholas Short at NASA Goddard. Their group is working on a prototype environment which can process the massive datasets generated by satellites that are part of NASA's Earth Observing System [11]. The environment supports the querying, real-time processing and storing of satellite image data. In order to cope with the changing volume of incoming satellite image data by a given deadline, the environment has access to different versions of processing algorithms, which offer varying tradeoffs of result quality for shorter completion times. The environment supports automatic program creation using a planner to select and compose a set of these tasks into a program graph. In contrast, our environment schedules existing program graphs and fulfills the user's scheduling constraints. It allows users to express a full range of task-scheduling directives including the ordering of program results and the specification of task assignments and processor utilization levels.

3 Constraint-Based Task Scheduling

This section describes a scheduling algorithm that fulfills a user's scheduling constraints. First, a problem space representation for scheduling is described. This goal-oriented representation facilitates the
specification of scheduling constraints and is amenable to artificial-intelligence-based solution techniques including search and planning. Then a language for specifying scheduling constraints is defined. Finally, a search-based algorithm for determining a schedule is described.

3.1 A Problem Space Representation for Task Scheduling

A program graph consists of a set of functional tasks and set of input and output dependencies between these tasks. Figure 2 shows an example of a simple program graph with three tasks, one which inputs an image, one which executes a Sobel edge detector and another which displays an image.

![Figure 2: A program graph](image)

Task scheduling is the process of assigning and ordering the execution of tasks from a program graph onto a collection of processors. The parallel task execution model used by the environment assumes that each processor can run one task at a time. Blocking communications assure the correct parallel execution of the task graph by guaranteeing that a task is not executed until all its inputs are available.

This section describes a problem space representation for task scheduling. A problem space is defined as a set of states and the operators that perform transitions between these states. A particular problem to be solved in a problem space is known as a problem instance and is defined by an initial state and a set of goal states.

- **State** – A state represents an empty, partial or complete schedule of tasks to processors. It must represent task and processor scheduling information as well as other related information such as estimates of scheduled task start and finish times. A state consists of a collection of tasks, a collection of task dependencies and a collection of processors. Elements of these collections are entities. Each entity consists of a set of attributes, each of which consists of a name and type. The attributes of the tasks, processors and task dependency entities are as follows:
  - **Task Entity** – a unique task id and name, the processor the task is assigned to and estimates of the task's execution, start and finish times.
  - **Processor Entity** – a unique processor id and name, estimates of the total running time of the tasks scheduled on this processor assuming no gaps or idle periods, an ordered list of tasks scheduled on this processor and the processor's CPU utilization.
- **Dependency Entity** – the time required to communicate this dependency data. If no communication is required then this value is 0.

- **Initial State** – The initial state contains a task entity for each task in the input data-flow program graph and a processor entity for each identified available processor. There is a dependency entity for each dependency in the program graph. All other attributes of these entities are assigned to a special symbol which represents unknown values.

- **Operators** – An operator makes a transition from one state to another state. There is one operator in the problem space representation for task scheduling; its name and type is: `schedule-task-to-processor(integer, integer, state) → state`. The result of executing the call, `schedule-task-to-processor(task-id, proc-id, original-state) → new-state` is that the task identified by `task-id` is scheduled on the processor identified by `proc-id`. The performance prediction tool fills in the attribute values of the newly scheduled task, processor and dependency entities.

- **Goal State** – The conditions required of a goal state are: (1.) Each task is scheduled to a processor. (2.) The task dependencies are respected by the schedule. That is, if a task is dependent upon another task for input, it will execute after that task has completed.

### 3.2 A Language for Expressing Scheduling Constraints

The problem space representation for task scheduling defines any complete valid schedule of tasks to processors as a goal state. Traditional task scheduling algorithms add another condition to these criteria. They optimize performance by working to minimize a particular performance variable, such as processor completion time or task finish times. These optimizations are always hard-encoded into the scheduling algorithm, and these algorithms do not allow other optimization criteria to be used. In this section, we describe a language in which a user can specify a variety of optimization criteria, by describing relationships he would like to hold between values in the goal state and values he would like to be minimized or maximized in the goal state. These scheduling constraints allow the user to optimize for performance as well as specify other desirable properties of a schedule including the ordering of task outputs, specific task to processor assignments and specific processor utilization levels.

The scheduling language is an extension of SQL [1, 5] a relational database query language. SQL is the pre-eminent database language in use today, enjoying wide acceptance among non-computer experts because of its ease of use.

In SQL, a relation is a collection of entities with the same sets of attributes. A state in the task scheduling problem space representation is composed of three relations: tasks (`task`), processors (`proc`) and dependencies (`dep`).

A basic SQL expression has three clauses: `select`, `from` and `where`. The `from` clause specifies the relations to be operated on. The `where` clause specifies a boolean predicate on entity attributes which

---

2We will use the following syntax to describe function types in this document: `<function name>(<param type 1>, <param type 2> etc.) → <return param type>`.
are used to select entities from the relations. The select clause specifies the resulting relation in terms of the attributes of the selected entities. The syntax is:

\[
\text{select } \langle \text{attributes from the selected entities} \rangle \\
\text{from } \langle \text{relations} \rangle \\
\text{where } \langle \text{boolean predicate on the entity attributes of the relations} \rangle
\]

The scheduling language defines importance and type constraints. Importance constraints are either requirements or preferences. Requirements must always hold; preferences are fulfilled based upon user-defined priorities. Constraint types include relationship-based constraints that express a desired relationship between attributes of relations, value-based constraints that express a desire for a value to be minimized or maximized, and ordering-based constraints that express a desire for a particular ordering on a relation. The basic syntax for constraints is:

\[
\text{assert } \{ \text{relationship | value | ordering} \} \{ \text{requirement | preference} \} ( \\
\langle \text{specific assertion constructs} \rangle)
\]

The bracket and slash notation used above (i.e \{A\B\C\}) means that one of the elements in the collection of choices is utilized. For example, valid constraints include: assert value requirement and assert ordering preference.

An SQL expression can be used to select entities which pass a given test. Using the * symbol in the select clause returns all the attributes of an entity. Note that the attributes of a relation are referred to by appending the attribute name to the entity type name. For example, the id attribute of the task entity is task-id. SQL also provides a way to compute a single summary value from a collection of attribute values. In the select clause the user identifies a specific attribute to aggregate. Possible aggregate functions include: average, minimum, maximum, sum and count.

The first type of scheduling constraint is a requirement. A requirement guarantees that a user-specified constraint will hold in a goal state. Requirements are specified and tested with a requirement function.

Relationship requirements A relationship requirement guarantees that a user-specified relationship will hold in a given state. The form of the relationship requirement function is:

\[
\text{assert relationship requirement(} \langle \text{expression, test, expression} \rangle ) \rightarrow \text{boolean}.
\]

It returns TRUE when applied to a valid state. For the call, assert relationship requirement(\langle expression-1, test-1, expression-2 \rangle):

- expression-1 and expression-2 are SQL expressions. The function applies the SQL expressions to the given state. The returned values are used to create relation-1 and relation-2.
- test-1 is run on each element of the cross product of relation-1 and relation-2. If any test returns FALSE the requirement is FALSE.
Example 1 - Ordering task output generation time  To assert that the task with id 1 finishes before the task with id 2 the following requirement is defined:

assert relationship requirement (
(select task-finish-time from task where task-id = 1) <
(select task-finish-time from task where task-id = 2))

Example 2 - Controlling task/processor assignments  To assert all FFT tasks are run on lillith the following requirement is defined:

assert relationship requirement (
(select task-assigned-proc-id from task where task-name = 'FFT') =
(select proc-id from proc where proc-name = 'lillith'))

Ordering requirements  An ordering requirement function provides a means for asserting relationships which hold on an ordered sequence of values. Thus, the relationship test holds between each element of the sequence and any subsequent elements. Its form is:

assert ordering requirement (sequence, ordering-test) \rightarrow \text{boolean}.

Ordering-based requirement functions are useful for scheduling tasks to processors in a particular order. Many traditional task algorithms define an order in which to schedule tasks. With ordering-based requirement functions this behavior can easily be mimicked.

Relationship and Ordering Preferences  The second type of scheduling constraint is a preference. A preference specifies a relationship the user would like to hold in a goal state or a value the user would like to minimize or maximize in the goal state. There are relationship and ordering based preference functions and they are very similar to relation and ordering requirement functions. The only difference between these types of preference and requirement functions is their return values. Requirement functions return TRUE if all tests are passed and FALSE otherwise. Preference functions return the number of failed tests. The forms of the relationship and ordering preference functions are:

assert relationship preference(expression, test, expression) \rightarrow \text{integer} and

assert preference order(expression, ordering-test) \rightarrow \text{integer}.

The ordering preference function computes for each element in the sequence the number of subsequent elements that should precede it in the specified order. The sum of these values is returned by the function. This calculation places decreasing emphasis on the correct ordering of entities as their distance from the beginning of the sequence increases.

Example 1 - Controlling processor utilization  To specify a preference for the processor calvin to be assigned at least twice as much task load as the processor lillith the following function is specified:

assert relationship preference
Value-based preferences Value-based preferences allow the user to specify values they would like minimized or maximized in the goal state. The name and type of the value-based preference function is:

\[
\text{assert value preference(optimization-type, integer, function, integer, integer) } \rightarrow \text{ integer.}
\]

For the call \text{assert value preference(opt-type, priority, value-function, min, max)}:

- \text{opt-type} states whether to minimize or maximize the value function.
- \text{priority} is a measure of the importance of fulfilling this preference.
- \text{value-function} is a SQL expression which when applied to a given state returns an integer value.
- \text{min, max} are estimates of lower and upper bounds on the result of the value-function. These values are used by the environment to scale the result of the value-function so that comparisons with other value-function results make sense.

Example 1 - Minimizing processor run times To specify a preference for minimizing processor run times the following function is specified: ³

\[
\text{assert value preference(}
\text{opt-type = minimize, priority = 1,}
\text{function = (select max(task-finish-time) from task)}
\text{min = 0, max = (select sum(task-exec-time) from task) +}
\text{(select sum(non-local-comm-time) from dep))}
\]

All relationship and ordering-based preferences are expressed using value-based preferences, because the environment can use value-based preferences to create a numeric measure of how much a state is preferred.

3.3 A Search-based Scheduling Algorithm

In this section, we describe a search algorithm for user-directed scheduling. Best-first search is used to find optimized goal states in the problem-space representation. A best-first search algorithm requires three functions: a successor function, which defines how to create the successor states of a state, an evaluation function, which gives each state a score, and a goal function, which identifies goal states.

Best-first search selects from the set of states generated so far the state with the minimum score. It checks if the selected state is the goal state, if it is then the state is returned. Otherwise the successors of the selected state are created and evaluated and the process continues.

³The maximum finish time value is bounded by the serial execution of all tasks plus the non-local communication of all dependency data.
• **Successor Function** – The name and type of the successor function is: \( \text{successor}(\text{state}) \rightarrow \text{set of states} \). For the call \( \text{successor}(\text{state}_1) \) the function executes the operator \( \text{schedule-task-to-processor} \) for all possible pairs of elements from the set of all tasks that can be executed by the set of all processors. These executions create a set of new states. All defined requirements are applied to each new state. If any requirement fails when applied to a new state, the state is removed from the set of new states. After this is complete, the remaining set of new states are returned as successors.

• **Evaluation Function** – Preferences provide a mechanism for comparing states. For a call, \( \text{assert value preference}(\text{opt-type}, \text{priority}, \text{value-function}, \text{min}, \text{max}) \) the \( \text{opt-type}, \text{priority}, \text{min} \) and \( \text{max} \) values allows the environment to scale the results of value functions so that comparisons make sense.

The name and type of the evaluation function is: \( \text{evaluation}(\text{state}) \rightarrow \text{integer} \). The evaluation function returns the prioritized sum of all scaled value preferences (i.e. \( g_{\text{total}} \) as defined below). Formally, for a set of \( 1 \ldots \text{wp} \) value preferences:

- \( p_i \) is the priority of preference \( i \) where \( i = 1 \ldots \text{wp} \).
- \( p_{\text{total}} \) is the sum of all the preferences' priority values.
- \( s_i \) is the scaled preference value of preference \( i \) (\( s_i \) values are between 0 and 1 with 0 preferred).
- \( g_i \) is the scaled prioritized value of preference \( i \).

\[
g_i = s_i \cdot \frac{p_i}{p_{\text{total}}}
\]

- \( g_{\text{total}} \) is the sum of all the preferences' scaled prioritized values.

\[
g_{\text{total}} = \sum_{i=1}^{\text{wp}} g_i
\]

Best-first search find an optimized goal state but not necessarily the optimal goal state, because it stops as soon as it finds a goal state. Branch and bound search could be used to find the optimal goal state, but the extra time it requires to search through the problem space is prohibitive.

• **Goal Function** – The form of the goal function is: \( \text{goal}(\text{state}) \rightarrow \text{boolean} \). The goal function returns TRUE if all the tasks are scheduled and FALSE otherwise.

### 3.3.1 Understanding and Controlling the Scheduler’s Behavior

This section helps the reader to understand how to control the scheduler’s behavior. This section shows that the scheduler’s search algorithm implements an A* search when a default scheduling constraint which prefers more scheduled tasks is used. Thus, insights about A* can be applied to the scheduler’s search algorithm as well.

A* requires the search evaluation function, \( F(\text{current state}) \), be formulated in two part: \( G(\text{current state}) \), a function which measures the costs of getting from the initial state to the current state and \( H(\text{current state}) \), a function which estimates the cost of getting from the current state to the goal state. Assume that the first preference is the default scheduling constraint that prefers states with more scheduled tasks. The scheduler’s search algorithm implements an A* search as shown by the following definition of G and H:
- $G(\text{current\_state}) = \sum_{i=2}^{n_p} g_i$
- $H(\text{current\_state}) = g_1$
- $F(\text{current\_state}) = G(\text{current\_state}) + H(\text{current\_state}) = g_{total} = \sum_{i=1}^{n_p} g_i$.

The function $G$ expresses the cost of getting from the initial state to the current state as the result of the scheduler's evaluation function, except for the first constraint. Thus, it measures how well the current state fulfills the user's constraints. The function $H$ expresses the cost of getting from the current state to a goal state as the number of remaining tasks to be scheduled multiplied by a scaling factor. The scaling factor, $p_1$, reduces the result of $H$, so that it does not dominate the $G$ term.

**Finding a Goal State Quickly — the Value of $H$** Ideally, $H$ would provide an accurate estimate of the distance to a goal state. If it did, the algorithm would proceed directly to a goal state without branching. $A^*$ has the property that if $H$ never overestimates the cost to the goal state, then the optimal path to the goal, as determined by $G$, is found. Finding the optimal path implies finding the optimal goal state (i.e. the one which best fulfills the user's constraints) since $G$ returns the results of the scheduler's evaluation function. $H$, however, does not always underestimate the distance to the goal state. The magnitude of $H$ is controlled by the priority weight $p_1$. If $p_1$ is 0, then $H$ is 0 and the search is a best-first search. As $p_1$ becomes larger, the value of $H$ becomes larger and more important in the calculation of $F$. When $H$ is very large, the search is very fast but the solution is not likely to be optimal.

Thus there is a time versus quality tradeoff inherent in the search algorithm. Users who want a schedule created quickly and are willing to accept a suboptimal solution should set priority $p_1$ to be much larger than other priorities ($p_2, ..., p_{n_p}$). Users who are interested in an optimal solution should set $p_1$ to 0. The computing environment also allows the user to increase the value of $p_1$ manually while the scheduler is executing. Thus, the user can dynamically speed up a search that is not producing a schedule quickly enough.

**The Search Space Landscape — the Value of $G$** The function $G$ defines the landscape of the search space, that is, the hills, plains and valleys of values the scheduler explores when searching for a goal state. These values can make the search for the goal state easy or difficult. When the scheduler searches for a goal state in a best-first manner, it explores lower elevations before higher elevations. Preference evaluation functions create these values, and therefore it is worth discussing how these functions affect the search. Preferences which have either of the following behaviors cause the scheduler to explore more states:

- **Increase in value as they approach a goal state**
  
  If a preference increases in value as it approaches a goal state, the scheduler is encouraged to explore all states in which the preference returns a smaller value first before exploring any state in which the preference returns a larger value. For example, the result value of a preference to minimize all processor finish times increases with each new scheduled task. In terms of the landscape of the search space, this is the case in which the goal states are at the peaks of hills.
Do not differentiate between states

If the preference value does not differentiate between states, it is difficult for the scheduler to find a path to the goal state, because all paths appear equally good. For example, suppose the user wants the finish time of processor norge to be exactly equal to half the finish time of processor oddvar. The user could express this relationship as follows:

```plaintext
assert value preference (opt-type = minimize, priority = 10,

function = assert relationship preference

2 * (select proc-finish-time from proc where proc-name = 'norge') =
(select proc-finish-time from proc where proc-name = 'oddvar'),

min = 0, max = 1)
```

In terms of the landscape of the search space, this is the case where there are large plains in the search space.

All the different types of preferences (i.e. relationship, ordering and value preferences) can exhibit these behaviors. The user may be able to decrease the scheduler's search time by reformulating his preferences so that they do not exhibit these behaviors.

It is difficult to reformulate a preference which increases in value because in most cases such a preference is expressing an optimization to be performed by the search. It is easier to reformulate a preference so that it differentiates between states. For example, the finish time preference can be reformulated as follows:

```plaintext
assert value preference (opt-type = minimize, priority = 10,

function = absolute_value

((select proc-total-running-time from proc where proc-name = 'oddvar') -
2 * (select proc-total-running-time from proc where proc-name = 'norge'),

min = 0, max = (select sum(task-exec-time) from task) +
(select sum(non-local-comm-time from dep)))
```

Notice that the first preference only differentiates states into two types; those in which the relationship holds and those in which it does not. The second preference differentiates states based on a computed distance of how well the relationship is fulfilled. Thus, when using the second preference, the search space contains more information, and the scheduler can find a path which proceeds to a goal state quickly.
4 Computer-based Scientific Experimentation

Scientists are interested in experimenting with their programs. They make parameter and coding changes to their programs and then analyze their results in order to understand the effects of these changes. With automated support, scientists can focus more on analyzing their experimental results than on how to generate these results. This section describes how the computing environment supports computer-based scientific experimentation. An efficient algorithm for automatically creating a computer-based experiment is presented. This is followed by a discussion of another environment which provides support for experimentation and the specific advantages of the prototype's implementation.

An experiment specifies the controlled substitution of tasks, data or parameters\(^4\) in the program graph. All possible combinations of substitutions may need to be tested. For example, a geologist working on a remote sensing problem might be interested in testing the quality of a set of edge detection tasks on a collection of satellite images. Using the prototype's visual programming environment, a program graph is created that consists of nodes for an input image task, edge detection task and display-image task connected as a sequence. The created program graph is shown in Figure 2.

In the experiment, the first task, Input_image_region.a, which contains data for the northern region of the Amazon river basin, is to be replaced with Input_image_region.b, which contains data for the southern region of the basin. The second task, the Sobel edge detector is to be replaced with two different edge detection tasks: the Prewitt edge detector and the Canny edge detector as shown in Figure 3. All possible combinations of substitutions of input images and edge detection tasks are instantiated and executed as shown in Figure 4. The output images are labeled and stored in the database for later analysis.

\[\text{Figure 3: Substitutions for the experiment}\]

A simple way to create an experiment is to replicate the original program graph for each possible combination of substitutions and then make one set of substitutions to each replicated graph. This method was used to create the experiment shown in Figure 4. This simple method requires more task executions than are necessary. For example, in Figure 4 notice that the Input_image_region.a task is

\(^4\)In most data-flow based visual programming environments, parameters and data are not represent explicitly in a program graph. Instead they are considered part of each task. For example, parameters and data in Cantata/Khoros are specified as input values. Thus, to specify parameter and data substitutions a corresponding task is specified with modified input values.
executed three times although it is only necessary to execute it once. The computing environment uses a new experiment creation algorithm that avoids this problem by reusing the results of executed tasks. Reusing task results helps to minimize experiment execution time.

A related environment, which executes experiments on a collection of distributed workstations in parallel, was created by D. Abramson et al[2]. The environment, Nimrod, allows a user to express a set of input parameters and data changes for a program. Nimrod creates experiments in a similar manner to the example shown in Figure 4. The cross-product of user parameter changes is generated and elements from this set are input to copies of the original programs. These copies are scheduled and executed on a collection of distributed workstations.

Our computing environment simplifies experimentation with task substitutions in a program. Nimrod allows its users to experiment with different data and parameter inputs to their programs. Nimrod has no knowledge about the inner workings of the program on which it is running experiments. Thus, in order to make a task substitution in Nimrod, a scientist must modify his program by hand, removing the code to be replaced, replacing it with new code and then recompiling. After this process is complete, he can use the Nimrod environment to run experiments. In our computing environment, programs are represented as a collection of communicating tasks. Thus, it is a simple matter to have the user identify which task to replace and to automatically substitute the user’s new task in its place. Specifying task substitution is useful when the user wants to experiment with a collection of different tasks that perform the same function, such as edge detection.

Our computing environment also reduces the total amount of work required to execute an experiment. It uses an experiment creation algorithm that reuses task results whenever possible during an experiment. This algorithm allows scientists to obtain their experimental results faster than Nimrod’s experiment creation algorithm, which replicates the entire program for each substitution. Nimrod cannot optimize the experiment creation process because it does not have any knowledge of the inner workings of the program on which it is running experiments.

Our computing environment allows user-directed scheduling of experiments. In the computing environment, experiments are expressed as program graphs. Therefore, the user can specify scheduling directives including task ordering, task-to-processor assignments and processor utilizations. The Nimrod environment allows its users limited control over the scheduling process. Users can prioritize the completion of particular experiments and can set a limit on the number of experiments concurrently assigned to a particular processor. Our computing environment’s user-directed scheduling facility offers
a more general-purpose and extensible method of controlling the scheduling process than the limited set of commands provided by Nimrod.

5 Results

This section reports the results of a performance evaluation of the environment and survey of usefulness of the environment to scientists to support their computer-based scientific research work. The performance evaluation consists of three different studies. The first study explores the performance of the environment using the default scheduling constraints on a diverse collection of image processing program graphs. The second study examines the performance of the environment on computer-based scientific experiments. The third study investigates how well the environment responds to the user's scheduling constraints.

The environment was tested by scheduling and executing a collection of program graphs which are a part of the Digital Image Processing (DIP) course for the cantata/Khoros visual programming environment. The course presents lessons on topics in image processing and provides forty-seven example program graphs for students to modify and execute. Topics include image representation, image manipulation, linear and non-linear operators, and pattern classification. The average number of tasks in the program graph is 18 and the average number of dependencies is 18. This data shows that the program graphs have a significant number of tasks and dependencies. All tests were executed on a collection of nine Ethernet-connected Sun SPARCstation-IPXs.

The first study explores the performance of the environment using the default scheduling constraints. The goal of these constraints is to minimize program completion time. The default constraints and their purpose are now described.

The first default constraint requires the scheduler to only use processors with utilizations of less than or equal to three percent. This allows a program graph to execute efficiently without interference from other user's programs. The constraint works by requiring that all processors with utilizations greater than three percent have their task assignment list be empty (i.e. equal to UNKNOWN). The second default constraint directs the scheduler to prefer states with more scheduled tasks. In all tests, the priority value of this constraint was set to a value significantly greater than the other priorities. This constraint allows the search algorithm to make efficient progress. The next three constraints emulate Wu and Gajski's task scheduling algorithm[16]. The goal of their algorithm is to minimize program completion time. The algorithm first determines an order in which to schedule the tasks. Then, as each task is scheduled, the algorithm chooses the processor that allows its earliest start time. The ordering is computed as follows: for each task, the length of the longest path between the task and any output task is calculated. The path length is the sum of the execution times and non-local communication times of the tasks and dependencies on the path. The tasks are arranged in non-increasing order based on their calculated path lengths.

Using these scheduling constraints, the environment executes the DIP course program graphs. Figure 5 shows the number of states explored by the scheduler for the program graphs. Notice that for most
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5The Digital Image Processing course can be found on the World Wide Web at http://www.eece.unm.edu/dipcourse/.
graphs the environment explores less than five hundred states. Thus, the scheduler, when using the default constraints, only needs to explore a small portion of the search space. The time required to execute the scheduler on these graphs ranged from a few seconds to, in the worst case, a few minutes.

Figure 6 presents the speedup achieved by the environment using the default constraints for the collection of program graphs. It is important to study the speedup achieved by the environment to assess the performance of the default constraints. During the scheduling process, the utilization assertion selects the number of processors that have a utilization of 3 percent or less. From this set of selected processors, the scheduler then schedules tasks on a subset of these processors. This subset is called the scheduled processors. When the number of scheduled processors is equal to the number of selected processors, it is possible that the scheduler could have used more processors to obtain better speedup. These instances are identified in Figure 6 by a dot in front of the program graph name.

The speedup data is grouped according to the number of scheduled processors (i.e. all program graphs scheduled on one processor, all program graphs scheduled on two processors, etc.). Within each group, the data is sorted from worst speedup to best speedup. The average speedup achieved was 1.4 on an average of 2.8 scheduled processors. Note that the speedup the scheduler can obtain is limited by the existing data-flow parallelism in the program graphs. It is also important to note that this speedup was achieved without user intervention. The user provides a program graph to the environment, and it is automatically scheduled and executed.

The second study explores the performance of the environment on a set of computer-based scientific experiments. Experiments are created using the program graphs of the DIP course. For each experiment, an input task and non-input task are randomly chosen. In the experiment, four different versions of both the input and non-input tasks were tested. Figure 7 presents the speedup of computer-based scientific experiments. The result data is presented in the same manner as the speedup data in Figure 6. The average speedup is 3.4 on an average of 5.5 scheduler processors. Notice the significant increase in speedup of these graphs. This is because experimentation creates many independent execution paths.

The third study investigates how well the environment responds to the user's scheduling constraints. Three tests were run as part of the study:

1. A processor finish time preference test
2. A task ordering preference test
3. A task-to-processor assignment preference test

The goal of the first test of the third study is to prefer the finish time of one processor be at least twice the finish time of another processor. The processor that finishes early can be used for other computing tasks the user has in mind. For the test, two constraints are used in addition to the second through fifth
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\[ 6 \text{A worst case estimate on the average number of states in the search state is } 18 \times 9^{18} = 162^{18}. \]

\[ 7 \text{Note that the input data used by the program graphs in this test was expanded to be 36 times larger (i.e. a factor of six expansion on the row and columns of the input images) in order to simulate the massive data sizes used by scientists such as geologists working on remote sensing problems.} \]

\[ 8 \text{The geometric mean is used to average normalized values such as speedups.} \]

---
Figure 5: Number of states explored by the scheduler
Figure 6: Speedup of the program graphs using default constraints
Figure 7: Speedup of experiments
default constraints. The first new constraint requires that the environment only schedule tasks on the processors oddvar and norge. The second new constraint requests that the finish time of the processor oddvar be at least twice that of the processor norge.

Figure 8 shows the results of the test. Notice that the finish time of processor oddvar is always at least twice the finish time of processor norge as the user requested.\(^9\)

The goal of the second test of the third study is to prefer a particular ordering of task outputs. For the task ordering preference test, multiple constraints are added in addition to the default constraints. Each constraint adds a dependency between a pair of output tasks to achieve this goal.

For the test, the output tasks of each DIP course program graph were identified, a random ordering of the tasks was generated and this ordering was preferred. The environment ordered the output tasks of all tested program graphs as requested. Table 1 presents a sample of the results of the test. The first column of the table lists the name of the tested program graph. The remaining columns lists the finish time in seconds of the tasks the user preferred to be output first, second, third, etc. Notice that the tasks are output in the order the user requested.

<table>
<thead>
<tr>
<th>Program Graph</th>
<th>1st Task Finish Time</th>
<th>2nd Task Finish Time</th>
<th>3rd Task Finish Time</th>
<th>4th Task Finish Time</th>
<th>5th Task Finish Time</th>
</tr>
</thead>
<tbody>
<tr>
<td>combine-zoom-number</td>
<td>20 sec.</td>
<td>29 sec.</td>
<td>29 sec.</td>
<td>42 sec.</td>
<td>43 sec.</td>
</tr>
<tr>
<td>detect-edges</td>
<td>19 sec.</td>
<td>19 sec.</td>
<td>20 sec.</td>
<td>28 sec.</td>
<td>29 sec.</td>
</tr>
<tr>
<td>label-display-area</td>
<td>9 sec.</td>
<td>16 sec.</td>
<td>34 sec.</td>
<td>34 sec.</td>
<td>51 sec.</td>
</tr>
<tr>
<td>spatial-resolution</td>
<td>15 sec.</td>
<td>17 sec.</td>
<td>18 sec.</td>
<td>19 sec.</td>
<td>27 sec.</td>
</tr>
</tbody>
</table>

The goal of the third test of the third study is to prefer a particular task-to-processor assignment. For the test, a single constraint is added in addition to the default constraints. The new constraint prefers that all “Display Image” tasks execute on the processor willow.

The DIP course program graphs were scheduled and executed using these constraints and all “Display Image” tasks of each program graph were scheduled on the processor willow. Figure 9 shows an example result schedule. Notice that all “Display Image” tasks are scheduled on willow. Notice also that the default constraints work in concert with the task-to-processor assignment constraint to cause the tasks to be scheduled on multiple processors in parallel, reducing program completion time.

\(^9\)Note that the reported results are execution times. Therefore they show the accuracy of the performance prediction tool as well as the quality of the scheduler. That is, the scheduler might fulfill the user's constraints, but if its performance prediction information was incorrect, the execution results would most likely not fulfill the user's constraints.
Figure 8: Processor finish time constraint results
Figure 9: A schedule created using a constraint which prefers all "Display Image" tasks be scheduled on the processor willow.
6 Conclusions

This paper describes a distributed computing environment with support for constraint-based task scheduling and computer-based scientific experimentation. A new flexible and extensible scheduling technique that is responsive to a user's scheduling constraints, such as the ordering of program results and the specification of task assignments and processor utilization levels, is presented. A set of performance studies show that the environment can schedule and execute program graphs on a network of workstations as the user requests. Experiments provide a concise method of specifying a large collection of parameterized program executions. The environment achieved significant speedups when executing experiments; for a large collection of scientific experiments an average speedup of 3.4 on an average of 5.5 scheduled processors was obtained.
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