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Abstract
This is the final report of a one-year, Laboratory Directed Research and Development (LDRD) project at Los Alamos National Laboratory (LANL). This project addresses an important mathematical and computational problem in functional brain imaging, namely the electromagnetic "inverse problem." Electromagnetic brain imaging techniques, magnetoencephalography (MEG) and electroencephalography (EEG), are based on measurements of electrical potentials and magnetic fields at hundreds of locations outside the human head. The inverse problem is the estimation of the locations, magnitudes, and time-sources of electrical currents in the brain from surface measurements. This project extends recent progress on the inverse problem by combining the use of anatomical constraints derived from magnetic resonance imaging (MRI) with Bayesian and other novel algorithmic approaches. The results suggest that we can achieve significant improvements in the accuracy and robustness of inverse solutions by these two approaches.

Background

This project addresses an important mathematical and computational problem in functional brain imaging, namely the electromagnetic "inverse problem." Electromagnetic brain imaging techniques, magnetoencephalography (MEG) and electroencephalography (EEG), are based on measurements of electrical potentials and magnetic fields at hundreds of locations outside the human head. The inverse problem, then, is the estimation of the locations, magnitudes, and time sources of electrical currents in the brain from surface measurements. In its most general form, this problem is ill posed in the sense that multiple current distributions in the brain can give rise to the same electric potential or magnetic field distribution over the surface of the head. It is therefore not possible to calculate a unique current distribution in the brain from the electric potential or magnetic field over the head surface.

However, considerable progress has been made on this problem by two distinct approaches: (a) the introduction of constraints derived from independent information (e.g., from anatomical magnetic resonance imaging or MRI); and (b) the development of new algorithmic approaches to the problem based on recent developments in large-scale
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numerical methods. Our work combines the use of anatomical constraints derived from MRI with Bayesian and other algorithmic approaches to the inverse problem.

Methods and Results

First, we explored Bayesian and related formulations of the anatomically constrained inverse problem in which Bayesian "priors" are derived from anatomical MRI data collected as part of other programs in the Biophysics Group at Los Alamos National Laboratory (LANL). The Bayesian approach considers a posterior probability distribution that assigns all current distributions a relative likelihood based on how well each distribution fits the data and meets the specified prior probability distribution of "the priors."

Numerical summations were made over a range of combinations of the number and locations of current-generating regions using Monte Carlo techniques and the posterior likelihoods of each combination were computed. In order to calculate the posterior likelihood for a given set of regions, integrations over all possible current distributions that could be present in that region were computed; this integration can be done semianalytically if the prior distributions are Gaussian in form. This approach was assessed: (a) using a variety of simulated data sets generated with different numbers and locations of activation; and (b) using human MEG data in visual stimulation paradigms collected in other Biophysics Group projects. Results suggest that the Bayesian formulation holds considerable promise in cases where priors can be adequately estimated.

Second, we investigated the value of a multistart simplex approach to determination of best-fitting model parameters for multiple-dipole spatiotemporal data. This approach has the advantage that a range of starting parameter values is employed as compared to investigator-specified values in conventional nonlinear minimization approaches. Results suggest that the multistart method allows robust estimation of best-fitting and near-best-fitting parameters when the assumptions of the underlying multiple-dipole model are adequately met by the data.
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