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Transactional Memories: A New Abstraction for Parallel Programming

Joseph H. Fasel* and Olaf M. Lubeck
Los Alamos National Laboratory

Divyakant Agrawal, John L. Bruno, and Amr El Abbadi
University of California- Santa Barbara

Abstract
This is the final report of a three-year, Laboratory Directed Research and Development (LDRD) project at Los Alamos National Laboratory (LANL). Current distributed memory multiprocessor computer systems make the development of parallel programs difficult. From a programmer's perspective, it would be most desirable if the underlying hardware and software could provide the programming abstraction commonly referred to as sequential consistency—a single address space and multiple threads; but enforcement of sequential consistency limits opportunities for architectural and operating system performance optimizations, leading to poor performance. Recently, Herlihy and Moss have introduced a new abstraction called transactional memories for parallel programming. The programming model is shared memory with multiple threads. However, data consistency is obtained through the use of transactions rather than mutual exclusion based on locking. The transaction approach permits the underlying system to exploit the potential parallelism in transaction processing. We explore the feasibility of designing parallel programs using the transaction paradigm for data consistency and a barrier type of thread synchronization.

Background and Research Objectives

Current distributed memory multiprocessor computer systems make the development of parallel programs difficult. From a programmer's perspective, it would be most desirable if the underlying hardware and software could provide the programming abstraction commonly referred to as sequential consistency [11]—a single address space and multiple threads. However, if sequential consistency is ensured by the system, it limits the opportunities for architectural and operating system-related performance optimizations and can lead to rather poor performance. At the other extreme (without sophisticated system support), programmers must explicitly take the underlying architecture into account in developing parallel programs. They must coordinate the various components of their parallel programs to ensure correctness and achieve acceptable performance. This
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coordination involves the use of send and receive primitives to transfer data between the components of the parallel program running at different nodes and the explicit management of data placement and load balancing. Although this approach can lead to impressive performance gains, programming in this style can be a daunting task. The other extreme approach relies on providing weaker programming abstractions (the notions of weak ordering [6, 5], release consistency [7, 10], parallel random-access memory (PRAM) [14], and slow memory [8]) that are particularly conducive to efficient implementations. This approach is restrictive since it is applicable to a limited class of parallel programs, and furthermore code development is considerably more complex.

Recently, Herlihy and Moss [9] have introduced a new abstraction called transactional memories that is useful for parallel programming. The programming model is shared memory with multiple threads. However, data consistency is obtained through the use of transactions rather than mutual exclusion based on locking. The traditional approach based on locking can lead to unnecessary blocking (if a thread holding a lock is blocked for some reason, e.g., a page fault) and does not afford the underlying system the opportunity to exploit the potential parallelism in accessing shared data. On the other hand, the transaction paradigm (used in databases) does not enforce this sequential execution. Rather, it allows conflicting accesses to be interleaved as long as the overall execution is equivalent to a sequential execution. Unlike mutual exclusion primitives, which need to be explicitly stated and controlled by the programmer, the transaction coordination can be delegated to the system. The transaction approach permits the underlying system to exploit the potential parallelism in transaction processing. We explored the feasibility of designing parallel programs using the transaction paradigm for data consistency and a barrier type of thread synchronization.

Importance to LANL's Science and Technology Base and National R&D Needs

This research is aimed at a problem of crucial importance to high-performance computing and simulation: how to keep the overhead of synchronization on references to data from severely limiting performance.
Scientific Approach and Accomplishments

During this project we implemented the transactional memory using the pessimistic approach with abortion [9] and the optimistic approach [12] on the shared memory platform Maya [3,4,2] that was developed at the University of California-Santa Barbara (UCSB). Maya is a simulation platform capable of simulating the execution of various distributed shared-memory protocols using the parallel discrete-event simulation technique for different architectural platforms. Maya is also capable of executing the distributed shared-memory protocols directly on our network of Sun workstations. We have the Maya prototype running and have obtained some performance data on sequentially consistent distributed shared memories [13], as well as weaker memory systems [1,14]. In the course of experimentation with Maya, we have identified several important synchronization primitives such as the locks and barriers. With the introduction of transactions, locks (for the use of critical sections) are not required. Instead, another abstraction for the invocation of a critical section may be convenient that will initiate a transaction for the critical section and restart the transaction automatically in case it is aborted.

Currently, we have completed Herlihy and Moss’s [9] implementation of transactional memory on Maya. In this implementation, each transaction can access its own data item and change the status of the data item appropriately (logically “locking” the item). Whenever such an access cannot be completed due to concurrent operations by other transactions, the transaction issuing the offending operation is aborted unilaterally. The following primitives are available to the users:

BEGIN_TX: tells the underlying memory controller that a transaction is started.

LT (Load Transaction): reads the value of a shared object.

LTX (Load Transaction Exclusive): reads the value of the shared object and indicates that the object is likely to be updated.

ST (Store Transactional): write the value of the shared object. The value is not visible to others until the transaction commits.

VALIDATE: inquiry to determine if the transaction has been aborted.

COMMIT: flush the writes of the transaction to the shared memory.

ABORT: discard the writes of a transaction.

The above primitives can be used in a parallel program to ensure that the view of a distributed shared memory is sequentially consistent. We evaluated several benchmarks in the context of our implementations: the shared counters and the doubly linked list [9]. We
compared these benchmarks with transactional memory and sequential consistency. The results indicate that although transactional memory performs better in some cases, the variance in its performance is quite high. This can be explained due to the restart-based implementation of transactions.

In the context of transactional memories, we experimented with alternative implementations of transactional memories. The pessimistic approach [9] is a reasonable implementation on a bus-based architecture or on a network-based architecture with a very small communication overhead. An alternative approach that was employed on architecture with a higher communication latency is the optimistic approach. A high communication overhead is typical for distributed shared memory computation environments. The optimistic approach avoids communication when a data item is accessed, whenever possible. A footprint on the data item is maintained for the transaction. At commit time, the footprint is validated with the footprints of all concurrent transactions. When a conflict is detected, low priority transactions abort in favor of high priority transactions. Hence a communication is only required at commit time. As an improvement to Herlihy and Moss's approach, instead of aborting the offending transaction when a conflict is detected, we established an ordering on the conflict, called the required commit order. As long as the required commit order is acyclic, no transaction needs to be aborted. Transactions do not abort when a conflict exists, but do abort when a conflict materializes. Additional information on the order must be maintained, which is used at commit time, as well as in response to remote data requests.

Unfortunately, our preliminary results indicated that, due to the high cost to implement shared memories and the latency of PVM-based communication, transaction memories have no advantage over traditional approaches of parallel programming. As a consequence, we directed our efforts to implement a low latency implementation of MPI (a standardized message passing interface library similar to PVM) on Meiko CS/2 and a cluster of workstations connected by a high-speed ATM network. We completed this implementation in the summer of 1996 and need to extend our transactional memory implementation in this framework.
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