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Abstract

We consider the problem of placing a specified number \( p \) of facilities on the nodes of a given network with two nonnegative edge-weight functions so as to minimize the diameter of the placement with respect to the first distance function under diameter- or sum-constraints with respect to the second weight function.

Define an \( (\alpha, \beta) \)-approximation algorithm as a polynomial-time algorithm that produces a solution within \( \alpha \) times the optimal function value, violating the constraint with respect to the second distance function by a factor of at most \( \beta \).

We observe that in general obtaining an \( (\alpha, \beta) \)-approximation for any fixed \( \alpha, \beta \geq 1 \) is \( \mathcal{NP} \)-hard for any of these problems. We present efficient approximation algorithms for the case, when both edge-weight functions obey the triangle inequality.

For the problem of minimizing the diameter under a diameter constraint with respect to the second weight-function, we provide a \( (2, 2) \)-approximation algorithm. We also show that no polynomial time algorithm can provide an \( (\alpha, 2 - \varepsilon) \)- or \( (2 - \varepsilon, \beta) \)-approximation for any fixed \( \varepsilon > 0 \) and \( \alpha, \beta \geq 1 \), unless \( \mathcal{P} = \mathcal{NP} \). This result is proved to remain true, even if one fixes \( \varepsilon' > 0 \) and allows the algorithm to place only \( 2p/|V|^{1/\delta} - \varepsilon' \) facilities.

Our techniques can be extended to the case, when either the objective or the constraint is of sum-type and also to handle additional weights on the nodes of the graph.
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1 Introduction and Basic Definitions

Several fundamental problems in location theory can be modeled as finding a placement obeying certain covering constraints. The goal in such location theory problems is usually to minimize a certain measure of cost associated with the placement. The cost may reflect the price of placing the network, or it may reflect the maximum communication cost between the two facilities. Examples of such cost measures are the total edge cost and the diameter respectively. Consider for instance a computational task consisting of a number of communicating subtasks. At a given time, some of the processors may be already allocated and the remaining processors are available. The problem is to select a subset of processors from the currently available processors, one per subtask, such that the cost of communication among the processors executing the subtasks is minimized. In this application, the processors must be allocated quickly, and this may conflict with the goal of minimum communication cost among the selected processors. Compact location problems also arise in a number of other applications such as allocation of manufacturing sites for the components of a system so as to minimize the cost of transporting components, distributing the activities of a project among geographically dispersed offices so as to minimize the transportation and communication costs among the offices, etc.

Finding a placement of facilities of sufficient generality minimizing even one of these measures is often \( \mathcal{NP} \)-hard [GJ79]. Moreover, in applications that arise in real-life situations, it is often the case that the network to be built is required to minimize more than one cost measure simultaneously. In this paper, we consider bicriteria problems motivated by practical instances arising in the location theory.

The problems we consider in this paper can be termed as **Compact Location** problems; since we will typically be interested in finding a “compact” placement of facilities. Consider, the problem of placing a specified number \( p \) of facilities on the nodes of a given complete network \( G = (V, E) \) so as to minimize some measure of the distances between the facilities. This problem has been studied for both diameter and sum objectives (see e.g. [RKM+93]). The problems have applications in statistical clustering, pattern recognition, processor allocation and load-balancing.

In this paper we consider extensions of these problems, where we are given two weight-functions \( \delta_c, \delta_d \) on the edges of the network. The first of the functions, \( \delta_c \), will represent the cost of constructing an edge, while the second one, \( \delta_d \), stands for the actual transportation- or communication-cost over an edge (once it has been constructed).

A general bicriteria problem, \((\mathcal{A}, \mathcal{B})\), is defined by identifying two minimization objectives of interest from a set of possible objectives. The problem specifies a budget value on the first objective, \(\mathcal{A}\), and seeks to find a network having minimum possible value for the second
objective, \( B \), such that this solution obeys the budget on the first objective. An \((\alpha, \beta)\)-approximation algorithm is defined as a polynomial-time algorithm that produces a solution in which the first objective value is at most \( \alpha \) times the budget, and the second objective value is at most \( \beta \) times the minimum for any solution obeying the budget on the first objective. As an example, consider the following diameter-bounded minimum diameter problem or (Diameter, Total cost) bicriteria problem: given an undirected graph \( G = (V, E) \) with two different integral nonnegative weights \( f_e \) (modeling the cost) and \( g_e \) (modeling the delay) for each edge \( e \in E \), an integer \( p \) denoting the number of facilities to be placed and an integral bound \( B \) (on the total delay), find a placement of \( p \) facilities with minimum diameter under the \( f \)-cost such that the diameter of the placement under the \( g \)-costs (the maximum delay between any pair of nodes) is at most \( B \).

Let \( G = (V, i:.) \) be a complete undirected graph with \( n := |V| \) nodes and let \( 2 \leq p \leq n \) be the number of facilities to be placed. We call a subset \( P \subseteq V \) of cardinality \( p \) a placement. Given a nonnegative weight- or cost-function \( \delta : E \to \mathbb{Q}_+ \), we will use \( D_\delta(P) \) to denote the diameter of a placement \( P \) with respect to \( \delta \), that is

\[
D_\delta(P) = \max_{u, v \in P} \delta(u, v).
\]

Similarly, we will let \( S_\delta(P) \) stand for the **sum of the distances** between facilities in the placement \( P \), i.e.

\[
S_\delta(P) = \sum_{u, v \in P} \delta(u, v).
\]

We note that the average length of an edge in a placement \( P \) equals \( \frac{2}{p(p-1)} S_\delta(P) \).

As usual, we say that a nonnegative distance \( \delta \) on the edges of \( G \) satisfies the **triangle inequality**, if we have

\[
\delta(v, w) \leq \delta(v, u) + \delta(u, w)
\]

for all \( v, w, u \in V \).

The **Minimum Diameter Placement Problem**, or MDP for short, is to find a placement of minimum diameter. Similarly, for the **Minimum Average Placement Problem**, also denoted MAP, one wants to find a placement \( P \) such that \( S_\delta \) is minimized. Both problems are known to be \( \mathcal{NP} \)-hard, even when the distance \( \delta \) obeys the triangle inequality ([RKM+93]). Moreover, if the distances are not required to satisfy the triangle inequality, then there can be no polynomial time relative approximation algorithm for MDP or MAP unless \( P = \mathcal{NP} \).

In the sequel we will restrict ourselves to those instances of the problems, where the weights on the edges obey the triangle inequality. Given a problem \( \text{PROB} \), we will use \( \text{PROB-TI} \) to denote the corresponding subset of instances, where the triangle inequality is satisfied.
We will be mainly concerned with problems, where the objective is to minimize either the diameter, although our results can be extended to sum objectives as well, as we will indicate briefly in the last section. The constraints with respect to the second weight function are either of sum or diameter type.

A constraint with respect to \( \delta_c \) of the form

\[ S_{\delta_c}(P) \leq \Omega \quad \text{or} \quad D_{\delta_c}(P) \leq \Omega \]

will be called budget constraint. Here, we are given a budget \( \Omega \) and the aim is to find a best-possible placement \( P \) that does not involve total building costs of more than \( \Omega \) (if we consider the sum \( S_{\delta_c}(P) \)) or that does not involve a maximum building cost of an edge of more than \( \Omega \) (in the case that we look at \( D_{\delta_c} \)) respectively.

Similarly, we call a diameter or sum constraint with respect to \( \delta_d \) a communication constraint. Here, we face the problem of finding a placement, which is as cheap as possible and where we want to have control over the diameter or sum of the distances.

Assume that we are given the problem of finding a placement \( P \) of \( p \) nodes, minimizing \( M(P) \) subject to the constraint

\[ M'(P) \leq \Omega, \quad (1) \]

where the constraint (1) is either of budget or communication type, and \( M \) stands for either the sum of the distances or the diameter of the placement with respect to the second weight function. Then we define an \((\alpha, \beta)\)-approximation algorithm to be a polynomial-time algorithm, which for any instance \( I \) does one of the following:

(a) It produces a solution within \( \alpha \) times the optimal function value, violating the constraint with respect to the second distance function by a factor of at most \( \beta \)

(b) It returns the information that no feasible placement exists at all.

Notice that, if there is no feasible placement but a placement violating the constraint by a factor of at most \( \beta \), an \((\alpha, \beta)\)-approximation algorithm has the choice of performing either action (a) or (b).

Following [HS86], the bottleneck graph bottleneck\((G, \delta, \Delta)\) of \( G = (V, E_c) \) with respect to \( \delta \) and a bound \( \Delta \) is defined by

\[
\text{bottleneck}(G, \delta, \Delta) := (V, E'), \quad \text{where} \quad E' := \{e \in E_c : \delta(e) \leq \Delta\}. 
\]
2 Related Work

2.1 Minimizing one cost measure

In contrast to the \( NP \)-hardness results contained in Section 1, which hold for general distance matrices, geometric versions of MDP and MVP were shown to be solvable in polynomial time in [AIKS91]. In the geometric versions of these problems, the nodes are points in space and the distance between a pair of nodes is their Euclidean distance. For points in the plane, [AIKS91] contains an \( O(p^2 \log p + n \log n) \) algorithm for the MDP problem and an \( O(p^2 \log n) \) algorithm for the MVP problem, and it is observed that these algorithms extend to higher dimensions. These algorithms are based on the construction of \( p^{th} \) order Voronoi diagrams [Lee82, PS85].

Other work has addressed placement problems where the objective functions are different from the above. For example, the traditional facility location problems are concerned with minimizing the maximum distance from a node to a nearest facility (\( p \)-center problem) or minimizing the sum of the distances from each node to the nearest facility (\( p \)-median problem) [HM79, MF90]. However, for the problems considered in this paper, the objective functions involve only the distances between facilities. Similarly, the clustering problems considered in the literature [HS86, FG88, Gon85] involve partitioning the given set of nodes into clusters so as to minimize a given objective function. The location problems considered in this paper are of a different flavor since the objective functions involve only a subset of nodes. Facility location problems where the objective is to place facilities so as to maximize some function of the distances between facilities have been considered in the literature; see for example [EN89, RRT91]. Problems in which the placement of facilities is not restricted to the nodes of the network have also been studied [MF90]. We consider only location problems in which the facilities are placed at the nodes of the network.

Hochbaum and Shmoys [HS86] and Dyer and Frieze [DF85] consider the node weighted versions of center problem. Location problems with other optimizing criteria have also been considered in the literature. Lin and Vitter [LV92] provide approximations for the \( s \)-median problem where \( s \) median nodes must be chosen so as to minimize the sum of the distances from each node to its nearest median. The solution method is approximate in terms of both the number of median-nodes used and the sum of the distances from each node to the nearest median. Bar-Ilan and Peleg [BIP90] consider the balanced center problem. They provide approximation algorithms for problem of allocating network centers wherein each center is allowed to service only a bounded number of nodes.
2.2 Bicriteria approximations

While there has been much work on finding minimum-cost networks for each of the cost measures that we simultaneously minimize, there has been relatively little work on approximations for multi-objective network-design. In this direction, Bar-Ilan, Kortsarz and and Peleg [BIP90] considered balanced versions of the problem of assigning network centers, where a bound is imposed on the number of nodes that any center can service. They extended existing approximation algorithms for center problems to the balanced versions. Wong [Won80] examined a budget network design problem in which a network is to be built whose cost is at most a certain budget such that the sum of the path-lengths of commodities to be routed using this network is minimized. He showed that even finding near-optimal solutions is NP-hard if we are required to conform to the budget requirement and approximate only the sum of path-lengths. Lin and Vitter [LV92] provided approximations for the s-median problem where s median nodes must be chosen so as to minimize the sum of the distances from each vertex to its nearest median. The solution output is approximate in terms of both the number of median-nodes used and the sum of the distances from each vertex to the nearest median. Iwainsky et al. [ICTV86] formulated a version of the minimum-cost Steiner problem with an additional cost based on node-degrees. Given costs and lengths on the edges of an undirected graph, Warburton [War87] presented a fully polynomial approximation scheme (FPAS) for the problem of constructing a path of shortest length between two specified nodes subject to a given constraint on the cost of the path. Hassin [Has92] presented a faster FPAS for the same problem.

Other researchers have addressed multi-objective approximation algorithms for problems arising in areas other than network design. This includes research in the areas of computational geometry [AFMP94], numerical analysis, network design [ABP90, KRY93, Fis93] and scheduling [ST93].

3 Finding Placements with Small Diameter Under Constraints

First we will consider the problem, where the objective is to minimize the maximum construction cost of an edge subject to communication constraints of bottleneck type.

Definition 3.1 (MDP with Bottleneck Constraints (MDP_{bott}))

Input: An undirected complete graph $G = (V, E_c)$ with two nonnegative weight functions $\delta_c, \delta_d : E_c \rightarrow \mathbb{Q}_+$, an integer $2 \leq p \leq n$ and a number $\Omega \in \mathbb{Q}_+$. 
Output: A set $P \subseteq V$, $|P| = p$, minimizing the objective

$$D_{\delta_c}(P) = \max_{v \in V} \min_{w \in P} \delta_c(v, w)$$

subject to the constraint

$$D_{\delta_d}(P) = \max_{v \in V} \min_{w \in P} \delta_d(v, w) \leq \Omega$$

The interpretation of the model is as follows: We have a measure $\Omega$ of what we want to have a "guaranteed response time" between two facilities. Now the goal is to find a placement subject to that constraint minimizing the maximum building cost of a link.

If one is given an instance $I$ of $\text{MDP}_{\text{bott}}-\text{Tl}$, the first question that arises is, whether there is any feasible placement, i.e. whether there exists a placement $P$ satisfying the constraint $D_{\delta_d}(P) \leq \Omega$. Unfortunately, this question turns out to be hard (cf. [RKM+93]). Indeed, we have the following stronger hardness result:

**Proposition 3.2** Let $\epsilon > 0$ and $\epsilon' > 0$ be arbitrary. Suppose that $A$ is a polynomial time algorithm that, given any instance of $\text{MDP}_{\text{bott}}-\text{Tl}$, either returns a subset $S \subseteq V$ of at least $\frac{2p}{|V|^{1/6-\epsilon'}}$ nodes satisfying $D_{\delta_d}(S) \leq (2 - \epsilon)\Omega$, or provides the information that no placement of $p$ nodes having communication diameter of at most $\Omega$ does exist. Then $P = \mathcal{N}P$.

**Proof:** See the appendix. $\Box$

We can swap the roles of $\delta_c$ and $\delta_d$ in the proof of the last proposition to show that the optimal value of the problem can not be approximated by a factor of $(2 - \epsilon)$. Moreover, replacing 2 by a suitable function $f \in \Theta(2^{\text{poly}(|V|)})$, which given an input length of $\Omega(|V|)$ is polynomial time computable, it is easy to see that, if the triangle inequality is not required to hold, there can be no polynomial time approximation with performance ratio $O(2^{\text{poly}(|V|)})$ for neither the optimal function value nor the constraint (modulo $P = \mathcal{N}P$). Thus we obtain:

**Lemma 3.3** Unless $P = \mathcal{N}P$, for any fixed $\epsilon > 0$ and $\epsilon' > 0$ there can be no polynomial time approximation algorithm for $\text{MDP}_{\text{bott}}-\text{Tl}$ that is required to place at least $\frac{2p}{|V|^{1/6-\epsilon'}}$ facilities and has a performance guarantee of $(\alpha, 2 - \epsilon)$ or $(2 - \epsilon, \beta)$. If the triangle inequality is not required to hold, then the existence of an $(f(|V|), g(|V|))$-approximation algorithm for any $f, g \in O(2^{\text{poly}(|V|)})$ implies that $P = \mathcal{N}P$.

We now present a heuristic $\text{Heur-MDP-MAP}_{\text{bott}}$ with a $(2, 2)$-performance guarantee. In the sense of lemma 3.3, this is the best approximation we can expect to obtain in polynomial time. The heuristic is quite simple. The details of the algorithm are shown in Figure 1.
‍

**Figure 1:** Details of the heuristic for $\text{MDP}_{\text{bott}}$ and $\text{MAP}_{\text{bott}}$

---

**PROCEDURE** Heur-MDP-MAP$_{\text{bott}}$(\(\mathcal{M}\))

1. \(G' := \text{bottleneck}(G, \delta_d, \Omega)\)
2. \(V_{\text{cand}} := \{v \in G' : \deg(v) \geq p - 1\}\)
3. If \(V_{\text{cand}} = \emptyset\) THEN RETURN "certificate of failure"
4. Let \(\text{best} := +\infty\)
5. Let \(P_{\text{best}} := \emptyset\)
6. FOR each \(v \in V_{\text{cand}}\) DO
   
   (a) Let \(N(v)\) be the set of \(p - 1\) nearest neighbors of \(v\) in \(G\) with respect to \(\delta\).
   (b) Let \(P(v) := N(v) \cup \{v\}\)
   (c) If \(M_{h_c}(P(v)) < \text{best}\) THEN \(P_{\text{best}} := P(v)\)
      \(\text{best} := M_{h_c}(P(v))\)

7. OUTPUT \(P_{\text{best}}\)
Theorem 3.4 Let \( I \) be any instance of \( \text{MDP}_{\text{init}} - T1 \) such that an optimal solution \( P^* \) of cost diameter \( \text{OPT}(I) = D_\delta(P^*) \) exists. Then the algorithm \text{Heur-MDP-MAP}_{\text{init}}, called with \( M_{\text{init}} := D_\delta \), returns a placement \( P \) satisfying \( D_\delta(P) \leq 2\Omega \) and \( D_\delta(P)/\text{OPT}(I) \leq 2 \).

**Proof:** See the appendix. \( \square \)

We now turn to the case, when the objective is to minimize the distance diameter \( D_\delta \) subject to budget constraints of sum type. Here, we want to find a placement, that is as "compact as possible", while the total construction costs of all the edges between the facilities in the placement do not exceed a given budget \( \Omega \).

**Definition 3.5 (MDP with Sum-Budget-Constraints (MDP\text{sum}))**

*Input:* An undirected complete graph \( G = (V, E_c) \) with two nonnegative weight functions \( \delta_c, \delta_d : E_c \to \mathbb{Q}_+ \), an integer \( 2 \leq p \leq n \) and a number \( \Omega \in \mathbb{Q}_+ \).

*Output:* A set \( P \subseteq V, |P| = p \) minimizing the objective

\[
D_\delta(P) = \max_{v, w \in P} \delta_d(v, w)
\]

and satisfying the budget constraint

\[
S_\delta(P) = \sum_{v_i, v_j \in P} \delta_c(v_i, v_j) \leq \Omega.
\]

Again, it is not an easy task to find a placement \( P \) satisfying the budget constraint or providing the information that there is no such placement respectively. Using a reduction from \text{CLIQUE} one obtains:

**Proposition 3.6** If the distances \( \delta_c, \delta_d \) are not required to satisfy the triangle inequality, there can be no polynomial time \((\alpha, \beta)\)-approximation algorithm for \( \text{MDP}_{\text{sum}} \) for any fixed \( \alpha, \beta \geq 1 \), unless \( P = NP \). Moreover, if there is a polynomial time \((\alpha, 1)\)-approximation algorithm for \( \text{MDP}_{\text{sum}} - T1 \) for any fixed \( \alpha \geq 1 \), then \( P = NP \).

The details of the proof are deferred to the appendix. We proceed to present a heuristic for \( \text{MDP}_{\text{sum}} - T1 \). The main procedure shown in Figure 2 uses the test procedure from Figure 3. We have the following simple

**Lemma 3.7** Assume \( I \) is an instance of \( \text{MDP}_{\text{sum}} - T1 \) such that there is an optimal placement \( P^* \). If the test procedure \text{test}(G_i, \delta_c, \Omega) \) returns a "certificate of failure", then we have \( \text{OPT}(I) > \delta_d(e_i) \).
Figure 2: Generic bottleneck procedure
PROCEDURE test\( (G, \delta, \Omega) \)

1. \( V_{\text{cand}} := \{ v \in G : \text{deg}(v) \geq p - 1 \} \)

2. IF \( V_{\text{cand}} = \emptyset \) THEN RETURN "certificate of failure"

3. Let \( \text{best} := +\infty \)

4. Let \( P_{\text{best}} := \emptyset \)

5. FOR each \( v \in V_{\text{cand}} \) DO

   (a) Let \( N(v) \) be the set of \( p - 1 \) nearest neighbors of \( v \) in \( G \) with respect to \( \delta \)

   (b) Let \( P(v) := N(v) \cup \{ v \} \)

   (c) IF \( S_{\delta}(P(v)) < \text{best} \) THEN \( P_{\text{best}} := P(v) \)

      \( \text{best} := S_{\delta}(P(v)) \)

6. IF \( \text{best} > (2 - 2/p)\Omega \) THEN RETURN "certificate of failure"

   ELSE RETURN \( P_{\text{best}} \)

Figure 3: Test Procedure used for Heur-MDP_{sum}
Now we can establish the result about the performance guarantee of the heuristic:

**Theorem 3.8** Let \( I \) denote any instance of \( \text{MDP}_{\text{sum}} - TL \) and assume that there is an optimal placement \( P^* \) of diameter \( \text{OPT}(I) = R_d(P^*) \). Then the generic bottleneck procedure \( \text{Heur-Generic} \) with the tie procedure test returns a placement \( P \) with \( S_{\delta_c}(P) \leq (2 - 2/p)\Omega \) and \( D_{\delta_c}(I)/\text{OPT}(I) \leq 2 \).

**Proof:** See the appendix. \( \square \)

The techniques in the heuristic for \( \text{MDP}_{\text{sum}} \) can be used to obtain a heuristic for an extended version of the problem, where we are given additional weights on the nodes on the graph \( G \), representing construction costs of a facility at a specific node. The budget-constraint here is that the total sum of the construction costs of the edges plus the sum of the cost of the nodes should not exceed a given budget \( \Omega \). We formalize the problem in the following definition:

**Definition 3.9** (\( \text{MDP}_{\text{sum}} \) with Node Weights (\( \text{MDP}^{\text{node}}_{\text{sum}} \))

**Input:** An undirected complete graph \( G = (V, E_e) \), two edge-weight function \( \delta_e, \delta_d : E_e \rightarrow \mathbb{Q}^+ \), a node weight function \( \omega : V \rightarrow \mathbb{Q}^+ \), an integer \( 2 \leq p \leq n \) and a number \( \Omega \in \mathbb{Q}^+ \).

**Output:** A set \( P \subseteq V, |P| = p \) minimizing the objective

\[
D_{\delta_a}(P) = \max_{v,w \in P} \delta_a(v, w)
\]

such that

\[
\sum_{v \in P} \omega(v) + \sum_{v,w \in P} \delta_e(v,w) \leq \Omega.
\]

To obtain an approximate solution for \( \text{MDP}^{\text{node}}_{\text{sum}} \), we transform a given instance \( I \) of \( \text{MDP}^{\text{node}}_{\text{sum}} \) into a suitable instance \( I' \) of \( \text{MDP}_{\text{sum}} \) according to the following

**Lemma 3.10** Given any instance \( I \) of \( \text{MDP}^{\text{node}}_{\text{sum}} - TL \), we can construct an instance \( I' \) of \( \text{MDP}_{\text{sum}} - TL \) in polynomial time with the following property: Given a placement for the instance \( I' \) with diameter \( D \) and costs \( C \), the same placement has diameter \( D \) and costs \( C \) with respect to the instance \( I \).

**Proof:** Given the instance \( I \) we define an instance \( I' \) of \( \text{MDP}_{\text{sum}} - TL \) as follows. We let \( G' = G, \delta'_d := \delta_d, \delta'_e := \delta_e \) and define the distance function \( \delta'_e : E \rightarrow \mathbb{Q}^+ \) by

\[
\delta'_e(v, w) := \delta_e(v, w) + \frac{1}{2p} (\omega(v) + \omega(w)).
\]
It is easy to check that the triangle inequality is satisfied for $\delta_c$. Moreover, by a straightforward calculation, for any placement $P$ of $p$ nodes

$$\sum_{u \in P} \delta_c(u, v) = \sum_{v \in P} \omega(v) + \sum_{u \in P} \delta_c(u, v).$$

Thus using the heuristic for $\text{MDP}_{\text{num}}$ for the instance $I'$ we can immediately obtain a $(2, 2 - 2/p)$-approximation for $\text{MDP}_{\text{node}}$. This results in the following

**Theorem 3.11** Let $I$ denote any instance of $\text{MDP}_{\text{node}} - T_1$ and suppose $P^*$ is an optimal placement of diameter $OPT(I) = \mathcal{D}_{\delta_d}(P^*)$. Then there is a polynomial time algorithm that returns a placement $P$ of total weight no more than $(2 - 2/p)\Omega$ and diameter $\mathcal{D}_{\delta_d}(I)/OPT(I) \leq 2$.

In the special case that $\delta_c(e) = 0$ for all $e \in E$, i.e. that there are only costs involved with the nodes of the network $G$, the last result can be improved substantially. In fact, we will now present an easy heuristic with a $(2, 1)$-performance guarantee, i.e. a heuristic which will not violate the budget constraint on the costs of the nodes in the placement.

**Lemma 3.12** Assume $I$ is an instance of $\text{MDP}_{\text{node}} - T_1$ and the test procedure node–test($G, \delta_d, \Omega, \omega$) returns a “certificate of failure”, then we have $OPT(I) > \delta_d(e_i)$.

**Proof:** Straightforward. $\Box$

**Theorem 3.13** Let $I$ denote any instance of $\text{MDP}_{\text{node}} - T_1$ and suppose $P^*$ is an optimal placement of diameter $OPT(I) = \mathcal{D}_{\delta_d}(P^*)$. Then the generic bottleneck procedure Heur–Generic with the test procedure node–test returns a placement $P$ of weight no more than $\Omega$ and diameter $\mathcal{D}_{\delta_d}(I)/OPT(I) \leq 2$.

**Proof:** Straightforward. $\Box$

## 4 Extensions to the Diameter–constrained Sum of Weights

In this section we will show briefly, how the techniques in the heuristic for $\text{MDP}_{\text{bott}}$ can be used to obtain an approximation for the case, when the objective is of sum–type.
**PROCEDURE node-test**($G, δ, Ω, ω$)

1 $V_{\text{cand}} := \{v \in G : \deg(v) \geq p - 1\}$

2 If $V_{\text{cand}} = \emptyset$ Then RETURN "certificate of failure"

3 Let $\text{best} := +\infty$

4 Let $P_{\text{best}} := \emptyset$

5 For each $v \in V_{\text{cand}}$ Do

   (a) Let $N(v)$ be the set of $p - 1$ lightest neighbors of $v$

   (b) Let $P(v) := N(v) \cup \{v\}$

   (c) If $\omega(P(v)) \leq Ω$ AND $D_δ(P(v)) < \text{best}$ Then $P_{\text{best}} := P(v)$

       $\text{best} := D_δ(P(v))$

6 If $\text{best} = +\infty$ Then RETURN "certificate of failure"
   Else RETURN $P_{\text{best}}$

---

Figure 4: Test Procedure used for Heur-MDP$_{\text{node}}$. 
Here it seems adequate to interpret the problem in the following sense. Given a bound $\Omega$ on the communication diameter of the placement, minimize the construction cost. We formalize this problem:

**Definition 4.1 (MAP with Bottleneck Constraints (MAP\textsubscript{bott}))**

**Input:** An undirected complete graph $G = (V, E_c)$ with two nonnegative weight functions $\delta_c, \delta_d : E_c \to \mathbb{Q}_+$, an integer $2 \leq p \leq n$ and a number $\Omega \in \mathbb{Q}_+$.

**Output:** A set $P \subseteq V, |P| = p$ minimizing the objective

$$S_{\delta_c}(P) = \sum_{\{v_i, v_j\} \in P} \delta_c(v_i, v_j)$$

subject to the constraint

$$D_{\delta_d}(P) = \max_{\{v, w\} \in P} \delta_d(v, w) \leq \Omega$$

We can use the proof for proposition 3.2, which in fact did not use any arguments involved with the objective function, to obtain the following hardness result for MAP\textsubscript{bott}:

**Proposition 4.2** Unless $P = \mathcal{NP}$, for any fixed $\varepsilon > 0$ and $\varepsilon' > 0$, there can be no polynomial time algorithm for MAP\textsubscript{bott}-TI that is required to place at least $\frac{2p}{|V||E|^r}$ facilities and that provides a performance guarantee of $(\alpha, 2 - \varepsilon)$.

We now consider the heuristic Heur-MDP-MAP\textsubscript{bott} from Figure 1, which has already been used for MDP\textsubscript{bott}, but this time called with $M_{\delta_d} = S_{\delta_d}$ instead of $D_{\delta_d}$. Then we have

**Theorem 4.3** Let $I$ be any instance of of MAP\textsubscript{bott}-TI such that an optimal solution $P^*$ of diameter $OPT(I) = D_{\delta_d}(P^*)$ exists. Then the algorithm Heur-MDP-MAP\textsubscript{bott}, called with $M_{\delta_d} := S_{\delta_d}$, returns a placement $P$ satisfying $D_{\delta_d}(P)/OPT(I) \leq (2 - 2/p)$ and $D_{\delta_d}(P) \leq 2$.

**Proof:** Use the arguments from the proof of theorem 3.4 to obtain the fact that the constraint $D_{\delta_d}(P) \leq \Omega$ is violated by a factor of at most 2.

Then use the techniques in the proof of theorem 3.8 to prove the performance guarantee of $(2 - 2/p)$ with respect to the sum of the construction costs. $\Box$
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Appendix: Some Proofs

Proof of Proposition 3.2:
Let $I'$ be an arbitrary instance of $\text{MAX-CLIQUE}$, given by a graph $G' = (V', E')$. Without loss of generality we can assume that $E' \neq \emptyset$.

For each $2 \leq k \leq |V|$ we construct an instance $I^{(k)}$ of $\text{MOP}_k$-T1 in the following way:
We let $G^{(k)} = (V', E_c)$ ($E_c = \{ (u, v) : u, v \in V, u \neq v \}$) and define $\delta^{(p)}, \delta^{(p)}_n : E_c \to \mathbb{N}$ by
\[
\delta^{(p)}_n(e) := \begin{cases} 
1 & \text{if } e \in E' \\
2 & \text{else}
\end{cases}
\]

It is trivial to see that both weight functions obey the triangle inequality. We let $\Omega^{(k)} := 1$ and $p^{(k)} := k$. Notice that the size of an instance $I^{(k)}$ is still polynomial in the size of $I'$, and that we have constructed only polynomially many (namely $O(|V'|)$) instances.

Now consider an instance $I^{(k)}$.

Note that any placement $P$ of $p^{(k)} = k$ nodes that has communication diameter $D_{\delta^{(p)}_n}(P) \leq (2 - \varepsilon)\Omega = (2 - \varepsilon)$ must have diameter 1. Also, any subset $S \subseteq V$ having diameter $D_{\delta^{(p)}_n}(S) = 1$ must form a clique in the original graph $G'$.

Assume that the original graph $G'$ has a clique $C$ of size $p^{(k)} = k$. Then this clique will satisfy $D_{\delta^{(p)}_n}(C) = D_{\delta^{(p)}_n}(C) = 1 = \Omega$. By our assumption, the algorithm $A$ must return a set $S$ of at least $\frac{2p}{|V'|/k-1}$ nodes with communication diameter at most $(2 - \varepsilon)\Omega = (2 - \varepsilon) < 2$. Thus, as noted above, the algorithm will have to find a placement of diameter 1, and this set will form a clique in the original graph $G'$.

If there is no clique of size $p^{(k)} = k$ in $G'$, any placement $P$ of $p^{(k)} = k$ nodes in $G'$ will have to include at least one edge $e$ of length $D^{(p)}_n(e) = 2 > (2 - \varepsilon)$. Now, according to our assumptions about $A$, the algorithm has the choice of either returning a set of size at least $\frac{2p}{|V'|/k-1}$ that will form a clique in the original graph or providing the information that there is no placement $P$ of diameter at most $\Omega = 1$.

Thus, the output of the algorithm $A$ can be used to either obtain the information that $G'$ does not contain a clique of size $p^{(k)} = k$ or that $G'$ does have a clique of size at least $\frac{2p}{|V'|/k-1}$.

Now, we can run $A$ for all the instances $I^{(k)}$ ($2 \leq k \leq |V|$). Since the size of each instance $I^{(k)}$ is polynomial in the size of $I'$ and we only have $O(|V|)$ instances, this will result in an overall polynomial time algorithm, according to our assumptions about $A$. Let $m := \max\{ k : A \text{ returns a set } S \text{ of diameter } 1 \}$. Then, by our observations from above, we can conclude that $G'$ has a clique of size at least $\frac{2m}{|V'|/k-1}$ and that there is no clique of size $m + 1$ in $G'$. Hence, we can approximate the maximum clique number of $G'$ by a factor of at most $\frac{m+1}{2m} \cdot |V'|^{1/(k-1)} \leq |V'|^{1/(k-1)}$. By the results in [BS94] this will imply that $\mathcal{P} = \mathcal{N} \mathcal{P}$. \qed
**Proof of Theorem 3.4:**

If there is an optimal solution $P^*$ that does involve a communication diameter $D_{\delta_{\Omega}}(P^*)$ of no more than $\Omega$, then by definition this placement does form a clique of size $p$ in $G^* := \text{bottleneck}(G, \delta_{\Omega}, \Omega)$. Thus in this case $V_{\text{cmd}}$ is non-empty and the heuristic will not output a "certificate of failure".

Moreover, any placement $P(v)$ considered by the heuristic will form a clique in $(G^*)^2$. By definition of $G^*$ as the bottleneck graph with respect to $\delta_{\Omega}$ and the bound $\Omega$, it follows by the triangle inequality that no edge $e$ in $(G^*)^2$ has weight $\delta_{\Omega}(e)$ more than $2\Omega$. Thus every placement $P(v)$ considered by the heuristic has communication diameter of at most $D_{\delta_{\Omega}}(P(v))$ of no more than $2\Omega$.

Let $v \in P^*$ be arbitrary. Then we clearly have $v \in V_{\text{cmd}}$. Consider the step, when the heuristic considers $v$. For any $w \in N(v)$ we have $\delta_{\Omega}(v, w) \leq \text{OPT}(I)$, by definition of $N(v)$ as the set of nearest neighbors of $v$ and by the fact that every node from the optimal solution is adjacent to $v$ in $G'$. Thus for $w, w' \in N(v)$ we have $\delta_{\Omega}(w, w') \leq \delta_{\Omega}(v, w) + \delta_{\Omega}(v, w') \leq 2\text{OPT}(I)$ by the triangle inequality. Consequently, $D_{\delta_{\Omega}}(P(v)) = D_{\delta_{\Omega}}(N(v) \cup \{v\}) \leq 2\text{OPT}(I)$.

Now, as the algorithm chooses the placement with minimal diameter among all the placements produced, the claimed performance guarantee with respect to the cost diameter $D_{\delta_{\Omega}}$ follows.

**Proof of Proposition 3.6:**

We show that an algorithm $A$ with the performance guarantee mentioned in the proposition can be used to decide an arbitrary instance $I$ of CLIQUE, given by a graph $G = (V, E)$ and an integer $1 \leq p \leq n$.

We define the graph in instance $I'$ of MDPsum-TI by $G' = (V, E_c)$, set $\Omega' := p(p - 1)$ and define the weight functions via $\delta_{\Omega}(e) := 1$ for all $e \in E_c$ and $\delta_{\Omega}(e) := \begin{cases} 1 & \text{, if } e \in E \\ 2 & \text{, else.} \end{cases}$

It is now easy to see that there is a placement $P$ satisfying $S_{\delta_{\Omega}}(P) \leq \Omega'$ if and only if the original graph $G$ has a clique of size $p$.

If we do not require the distances to obey the triangle inequality, we can simply replace the 2 from above by a suitable large constant $M$ and the desired result follows.

**Proof of Theorem 3.8:**

Consider the case when $\delta_{\Omega}(e_i) = \text{OPT}(I)$. Since in $G_i$ we have deleted only edges $e$ having
weight \(\delta_e(e) > OPT(I)\) and we assume that there is a feasible solution within our budget-constraints, it follows that the bottleneck graph \(G_i\) must contain a clique \(C\) of size \(p\) such that \(S_{k_e}(C) \leq \Omega\).

For a node \(v \in C\) let

\[ S_v := \sum_{w \in C} \delta_c(v, w). \]

Then we have

\[ S_{k_e}(C) = \sum_{v \in C} S_v. \]

Now let \(v \in C\) be so that \(S_v\) is minimal among all nodes in \(C\). Then clearly

\[ S_{k_e}(C) \geq pS_v. \tag{2} \]

By definition of the bottleneck graph \(G_i\) and the clique \(C\), the node \(v\) must have degree at least \(p - 1\) in \(G_i\). Thus \(v\) is one of the nodes considered by the test procedure. Let \(N(v)\) be the set of \(p - 1\) nearest neighbors of \(v\) in \(G_i\). Then we have

\[ \sum_{w \in N(v)} \delta_c(v, w) \leq S_v, \tag{3} \]

by definition of \(N(v)\) as the set of nearest neighbors, \(P(v) := N(v) \cup \{v\}\). Let \(w \in N(v)\) be arbitrary. Then

\[
\sum_{u \in N(v) \cup \{v\} \setminus \{w\}} \delta_c(w, u) = \delta_c(w, v) + \sum_{u \in N(v) \setminus \{w\}} \delta_c(w, u) \\
\leq \delta_c(w, v) + \sum_{u \in N(v) \setminus \{w\}} (\delta_c(w, v) + \delta_c(v, u)) \\
= (p - 1)\delta_c(w, v) + \sum_{u \in N(v) \setminus \{w\}} \delta_c(v, u) \\
= (p - 2)\delta_c(v, w) + \sum_{u \in N(v)} \delta_c(v, u) \\
\leq (p - 2)\delta_c(v, w) + S_v \tag{4}
\]
Now using (4) and again (3), we obtain

\[ S_k(P(v)) = S_k(N(v) \cup \{v\}) \]
\[ = \sum_{w \in N(v)} \delta_e(v, w) + \sum_{w \in N(v) \cap \{v\} \setminus \{w\}} \delta_e(w, u) \]
\[ \leq S_v + \sum_{w \in N(v)} \sum_{u \in N(v) \cap \{v\} \setminus \{w\}} \delta_e(w, u) \]
\[ \leq S_v + \sum_{w \in N(v)} ((p - 2)\delta_e(v, w) + S_v) \]
\[ = S_v + (p - 2)S_v + (p - 1)S_v \]
\[ = (2p - 2)S_v \]
\[ \leq (2 - 2/p)OPT(1) \]

Thus the placement \( P(v) \) violates the budget-constraint by a factor of at most \( 2 - 2/p \). Consequently, as the algorithm chooses the placement with \( P_{\text{best}} \) with the least constraint-violation, it follows that the test-procedure called with \( G_i = \text{bottleneck}(G, \delta_d, OPT(1)) \) will not return a "certificate of failure".

The placement \( P_{\text{best}} \) that is produced by the algorithm turns into a clique in \( G_2^d \). Thus the longest edge in the placement with respect to \( \delta_d \) is at most \( 2OPT(1) \). \( \square \)

---
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