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Abstract. Supernova 1987A focused attention on the critical role of hydrodynamic instabilities in the evolution of supernovae. To test the modeling of these instabilities, we are developing laboratory experiments of hydrodynamic mixing under conditions relevant to supernovae. The target consists of a two-layer planar package composed of 85 μm Cu backed by 500 μm CH₂, having a single mode sinusoidal perturbation at the interface, with \( \lambda = 200 \mu m \), \( \eta_0 = 20 \mu m \). The Nova laser is used to generate a 10-15 Mbar (10-15×10¹² dynes/cm²) shock at the interface, which triggers perturbation growth, due to the Richtmyer-Meshkov instability followed by the Rayleigh-Taylor instability as the interface decelerates. This resembles the hydrodynamics of the He-H interface of a Type II supernova at intermediate times, up to a few ×10³ s. The experiment is modeled using the hydrodynamics codes HYADES and CALE, and the supernova code PROMETHEUS. We are designing experiments to test the differences in the growth of 2D vs. 3D single mode perturbations; such differences may help explain the high observed velocities of radioactive core material in SN1987A. Results of the experiments and simulations are presented.

I INTRODUCTION

Observations of SN1987A, a core collapse supernova (SN) in the Large Magellanic Cloud, strongly suggested the occurrence of material mixing driven by the Rayleigh-Taylor (RT) instability [26,30,5]. Radioactive \(^{56}\)Co from the explosively burned oxygen layer was observed much sooner after the explosion

---
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than predicted by spherically symmetric explosion models, implying that the $^{56}\text{Co}$ had been mixed well into the outer layers. Doppler broadening of the gamma-ray and optical lines from $^{56}\text{Co}$ implied velocities in excess of 3000 km/s [32,31,22], whereas modeling to date predicts maximum velocities of $\leq 2000$ km/s. Also, the 'Bochum event' [29,17,8] showed spectroscopic features suggesting enhanced heating of the envelope, presumably due to mixing from the radioactive core.

Given the fundamental role played by the RT instability in SN evolution, it is desirable to develop the means of testing the hydrodynamics of the SN codes. We report here on first results of an experiment using the Nova laser at Lawrence Livermore National Laboratory (LLNL) to test the modeling of compressible RT instabilities at relevant pressures. We use the SN code PROMETHEUS to model the experiment, and for comparison, the LLNL code CALE.

### II 1D SN SIMULATIONS

**FIGURE 1.** PROMETHEUS 1D SN simulation. a) The heavy line is density as a function of mass coordinate, and the other lines show the mass fractions of C, He, and H. The arrow indicates the inner radius of our simulation, at $\approx 5\ M_\odot$, where the mass fraction of He is maximum and the C mass fraction is negligible. b) Pressure and density versus radius at 4000 s. The dashed curve is the mass fraction of H, ranging from zero for $R \leq 0.9 \times 10^{12}$ cm, to 0.8 for $R \geq 1.3 \times 10^{12}$ cm, with the He-H 'interface' occurring at $R \approx 1.0 \times 10^{12}$ cm. We do not simulate the core collapse or the passage of the shock through the lower layers; we simply deposit the explosion energy ($1.5 \times 10^{51}$ ergs) as half thermal and half kinetic energy (the later results are insensitive to the exact ratio) at the radius shown by the arrow in a). We replace the 'core' (below the arrow,) by a reflecting boundary. The equation of state (EOS) used here is fully ionized ideal gas plus radiation pressure. c) He-H interface velocity versus time.

Fig. 1a shows a $20\ M_\odot$ model for the progenitor of SN 1987A [4]. After core collapse, a strong shock moves radially out through the star, providing the velocity impulse to the He layer less than a minute after collapse [5]. The one dimensional (1D) hydrodynamics of the SN are shown in Figs. 1b and c,
with results from a 1D PROMETHEUS calculation of the He and H layers. PROMETHEUS is a multi-dimensional Eulerian code based upon the PPM method [33]. Fig. 1b shows the density and pressure profiles of the exploding star at 4000 s. At this point, the shock has traveled almost halfway out of the star. Fig. 1c shows the velocity of the He-H 'interface' as a function of time; the arrival of the shock at the inner radius of the He layer defines time t=0. At the He-H interface, the pressure and density gradients are crossed (Fig. 1b), that is, \( \nabla P \cdot \nabla \rho < 0 \), so the He layer is decelerated by the outer, lower density H layer. This configuration of a heavy He layer decelerated by a low density H layer is expected to exhibit strong RT instability, with the interface evolving well into the nonlinear regime [6,13,24].

### III LASER EXPERIMENT AND 1D SIMULATIONS

The experimental configuration is illustrated in Fig. 2. For extensive discussions of the experimental techniques see [25,12,9,21,19], and see [10] for discussion of the framing camera. Eight of the ten Nova laser beams at a wavelength of \( \lambda_L = 0.351 \mu m \), energy of 1.5 kJ/beam, and duration of 1 ns are focused into a 3.0 mm long, 1.6 mm diameter Au hohlraum (cylindrical radiation cavity,) converting to an \( \sim 190 \) ev, approximately thermal x-ray drive. The experimental package is planar: a 85 \( \mu m \) thick Cu (\( \rho = 8.9 \) g/cm) foil backed by 500 \( \mu m \) of CII \( (\rho = 0.95 \) g/cm). A sinusoidal ripple, of wavelength \( \lambda = 200 \mu m \), and amplitude \( \eta_0 = 20 \mu m \), is imposed at this embedded interface. The package is mounted across a 750 \( \mu m \) diameter hole in the hohlraum.
wall, so that the inner, smooth side of the Cu sees the x-ray drive. Diagnosis of the interface is by side-on radiography. Two Nova beams at $\lambda_L = 0.528 \mu$m, energy of 3 kJ, and duration of 5 ns are focused onto a backlighter disk, a separate disk of Fe, which generates He-\(x\) x-rays at 6.7 keV. The foil, illuminated by the backlighter source, is then viewed along the length of the ripples by a gated x-ray framing camera, so that the opaque Cu appears as a shadow, and the CH\(2\) is essentially transparent.

We model the laser experiment using a combination of codes: HYADES, CALE and PROMETHEUS. The HYADES code [20] is a 1D Lagrangian code with multigroup radiation transport and tabular EOS, and CALE is a 2D Arbitrary Lagrangian Eulerian (ALE) code [7] with tabular EOS and interface tracking. PROMETHEUS was described above. Ideal gas EOS is used for all the PROMETHEUS simulations of the laser experiments. We use the measured radiation temperature, $T_x(t)$, as the energy input to HYADES, and the versions of CALE and PROMETHEUS that we are using do not have radiation transport.

In Figs. 2a and b we illustrate the results at 20 ns for density and pressure versus position for the simulated experiment, for all three codes. For the CALE and PROMETHEUS calculations, we map the results from HYADES as the starting conditions at 2.45 ns. By design, the laser drive turns off at 1 ns and the x-ray drive is rapidly diminishing by 2.45 ns. Hence, the hydrodynamics at the Cu-CH\(2\) interface 85 \(\mu\)m in from the ablation front is decoupled from the radiation drive. This mapping works well, as is illustrated in Figs. 2a and b by comparing the full 20 ns HYADES profiles for $P$ and $\rho$ with those from CALE and PROMETHEUS. Figure 2c shows the velocity of the Cu-CH\(2\) interface as simulated in HYADES. Note the impulsive shock acceleration, followed by a protracted deceleration, qualitatively similar to the He-H interface in the SN (see Fig. 1c).

Consider the different scales of the SN and the Nova experiment, assuming the RT instability to dominate the mixing. In the nonlinear regime, the fluid flow can be characterized by a spatial scale of order the perturbation wavelength $\lambda$ and velocity of order the perturbation terminal bubble velocity $v_b \propto \sqrt{g\lambda}$, where $g$ corresponds to the acceleration and assuming constant Atwood number $A \equiv (\rho_{\text{heavy}} - \rho_{\text{light}})/(\rho_{\text{heavy}} + \rho_{\text{light}})$. A hydrodynamic time scale is then $\tau = \lambda/v_b \propto \sqrt{\lambda/g}$, and the hydrodynamic equations are invariant under the scale transformation $\lambda \rightarrow a_1 \lambda$, $g \rightarrow a_2 g$, and $\tau \rightarrow \sqrt{a_1/a_2} \tau$ [1,11]. At 4000 s for the SN, the deceleration of the He-H interface is $g_{SN} = -1.5 \times 10^4$ cm/s\(^2\), the density gradient scale length is $L_{SN} = \rho/\nabla \rho = 8 \times 10^{10}$ cm, and a characteristic perturbation wavelength is roughly $\lambda_{SN} \approx 10L_{SN} = 8 \times 10^{11}$ cm. For the Nova experiment at 20 ns $g_{Nova} = -2.5 \times 10^{13}$ cm/s\(^2\), $\lambda_{Nova} = 2 \times 10^{-2}$ cm, and $\tau_{Nova} \approx 5$ ns. The hydrodynamically equivalent time interval for the SN is then $\tau_{SN} = \sqrt{a_1/a_2} \tau_{Nova} = 1.3 \times 10^3$ s, a reasonable RT time scale for SN instability evolution at intermediate times.
IV RESULTS AND 2D SIMULATIONS

FIGURE 3. Experimental radiograph and 2D simulations at 33.2 ns, showing the nonlinear RT growth of a $\lambda = 200 \mu m$ perturbation. Dark shadows of Cu stand out against bright regions of CH$_3$. The left sides of the simulations have been smeared to simulate the experimental radiograph. Top left: data. Top right: PROMETHEUS, using only and ideal gas equation of state. Bottom left: CALE, ALE mode using tabular equations of state. Bottom right: CALE run the same as PROMETHEUS, in Eulerian mode with ideal gas equation of state.

Fig. 3 (top left) shows a 2D image from the experiment at $t = 33.2$ ns. The other panels show results of 2D simulations of the experiment; in each of those other panels the right side shows the mass fraction of Cu with no instrument smearing, and the left side is a simulated radiograph, including the instrument resolution function of the gated x-ray framing camera [14,28]. In the data image, the Cu foil, which appears as a dark shadow, shows the classic nonlinear RT bubble-and-spike shape, and there are faint indications of a roll-up at the very tip of the spike. We initiate our 2D simulations in the same manner as in 1D: we map the conditions from the HYADES calculation at 2.45 ns, just prior to the arrival of the shock at the thinnest part of the Cu. The result from a CALE ALE mode simulation at 30 ns is shown in the bottom left panel. The initial perturbation first inverts phase (not shown) and grows due to the Richtmyer-Meshkov instability [27,23], and then continues to grow because of the RT instability. The top right panel shows the same from 2D PROMETHEUS but here using an ideal gas EOS. The gross features of the experiment are well reproduced by both simulations, however the shapes differ. The spikes are broader in PROMETHEUS, and there is more fine
structure. When CALE is run in pure Eulerian mode with ideal gas EOS (bottom right panel), i.e. in the same manner as PROMETHEUS (except for interface tracking in CALE), the codes give very similar results, but more fine structure for PROMETHEUS. The data is not yet of sufficient resolution or quality to be able to differentiate such details. In the Eulerian simulations, zones were 1 μm square. Initial zoning was similar in the CALE ALE mode simulations, in that zones were 1μm wide (in the direction parallel to the interface) but the depth of zones was feathered upwards into the CH$_2$ in the direction away from the interface (this is efficient and works very well because of the natural compression of zones in ALE mode.)

![Bubble and spike position versus time. Characteristic error bars are shown for the experiment for one bubble position (+25μm) and one spike position (+35μm).](image)

**FIGURE 4.** Bubble and spike position versus time. Characteristic error bars are shown for the experiment for one bubble position (±25μm) and one spike position (±35μm).

Fig. 4 compares spike and bubble position from the experiment, CALE, and PROMETHEUS. The observed spike and bubble fronts are well reproduced by both hydrodynamics codes. Also shown is the position of an unperturbed interface as calculated by CALE and PROMETHEUS. In the rest frame of the unperturbed interface, the bubble and spike velocities (not shown) appear to be very nearly constant, $v_b \approx v_s = 3.5 - 4.0$ μm/ns. To crudely interpret this result, we use a nonlinear RT theory for incompressible semi-infinite fluids [2], which predicts that both the spike and bubble have terminal velocities given by

$$v_{bs} = \sqrt{(1/6\pi)(2A/(1 \pm A))g\lambda}.$$  \hspace{1cm} (1)

The Atwood number is $A$, the + (–) in the denominator refer to bubble (spike), and the velocities are in the frame of the unperturbed interface. Applying equation (1) at 20 ns gives $v_b \approx 1.4$ and $v_s \approx 3.1$ μm/ns. Our spike velocities are in reasonable agreement with the Alon et al. semi-infinite fluid theory, but our bubble velocities are considerably higher. The simulations show, however, that the Cu layer is actually a thin shell, 35-70 μm wide (see Fig. 2a), compared to the 200 μm perturbation wavelength. For a low-density bubble of CH$_2$ rising through a thin layer of Cu, the nonlinear bubble velocity is expected to be larger than that from semi-infinite fluid theories [18], qualitatively in agreement with our simulation. We are now beginning a more careful analysis in which we account for the decompression of the materials.
V 2D-3D COMPARISONS

FIGURE 5. PROMETHEUS simulations of 2D vs. 3D growth in planar experiments where light foam decelerates dense CHBr. a) 2D: CHBr-foam interface at 30 ns. Thin ridges of heavy CHBr penetrate between wide troughs of low density foam. Initial perturbation is $\eta_0 \cdot \sin(k_3 y)$. b) 3D at 30 ns: Thin spikes penetrate between wide bubbles. Initial perturbation is $\eta_0 \cdot \sin(k_3 y) \sin(k_z z)$, with $k_z = \sqrt[3]{2} \cdot k_3$. Bottom panel: bubble and spike velocities in the rest frame of an unperturbed interface.

Observed velocities of $^{56}$Co in SN1987A are at least 50% higher than any 2D simulation is able to produce [16,13,3,15]. Differences in growth of 2D and 3D perturbations may help explain this discrepancy. Experiments have already been done at Nova to test 2D vs. 3D growth in acceleration when the same wave number is used for both 2D and 3D [21]. We are now designing Nova experiments to test 2D vs. 3D growth in deceleration. Initial simulations (Fig. 5) show that 3D spike growth is 50% higher than 2D growth. The less dramatic difference in bubble growth may be due to thin-layer effects.

In conclusion, we have started experiments to benchmark aspects of the nonlinear hydrodynamics of the SN code PROMETHEUS. In the first tests, we examined the modeling of the nonlinear evolution of single-mode $K1$ instability in 2D planar geometry. The experimental conditions are hydrodynamically similar to those at the He-H interface of a Type II SN at intermediate times ($10^3 - 10^4$ s.) The experimentally observed bubble and spike fronts were well reproduced by the simulations, though questions about the exact shape of the
perturbation in the deep nonlinear regime require further investigation. We are now designing experiments to examine the difference in growth of 2D and 3D perturbations.
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