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Abstract

In this paper we investigate the evolution of molecular structures by random point mutations. We will consider two types of molecular structures: (a) (RNA) secondary structures and (b) random structures. In both cases structure consists of (i) a contact graph and (ii) a family of relations imposed on its adjacent vertices. The vertex set of the contact graph is simply the set of all indices of a sequence, and its edges are the bonds. The corresponding relations associated with the edges are viewed as secondary base pairing rules and tertiary interaction rules respectively. Mappings of sequences into secondary and random structures are modeled and analyzed. Here, the set of all sequences that map into a particular structure is modeled as a random graph in the sequence space, the so called neutral network and we study how neutral networks are embedded in sequence space.

A basic replication-deletion experiment reveals how effective secondary and random structures can be searched by random point mutations and to what extent the structure effects the dynamics of this optimization process. In particular we can report a non-linear relation between the fraction of tertiary interactions in random structures, and the times taken for a population of sequences to find a high-fitness target random structure.

1 Introduction

Evidently, the term “structure” can reflect different levels of coarse graining. In biophysics “structure” is defined in terms of some physical conditions, for example minimum free energy or kinetic parameters; it can also be defined as the set of all affine coordinates of the atoms in a molecule. Alternatively, a structure can be described as a list of all pairs of coordinates of the sequence that are joined by means of chemical bonds. In this paper we will consider “structure” as such a correlation scheme. In particular we will not assume that this scheme has to fulfill constraints that might arise from an embedding in the three dimensional space. In order to investigate different aspects of the process, we consider the following two types of mappings from RNA sequences: first, mappings into RNA secondary structures, and second, into random structures which are described below. For both RNA secondary structures and random structures, the structure consists of (i) a graph (the contact graph), in which the vertices correspond to the indices of the nucleotides and the edges correspond to the bonds, and (ii) a set of relations that represent the base-pairing rules.

2 Structures and compatible sequences

Definition 1 A secondary structure $s$ is a vertex-labeled graph on $n$ vertices $\{1, \ldots, n\}$ with an adjacency matrix $A = (a_{i,k})_{1 \leq i,k \leq n}$ such that

- $a_{i,i+1} = 1$ for $1 \leq i \leq n - 1$
- for each $i$ there is at most a single $k \neq i - 1, i + 1$ such that $a_{i,k} = 1$
- if $a_{i,j} = a_{k,l} = 1$ and $i < k < j$ then $i < l < j$.

We call an edge $\{i,j\}, |i-j| \neq 1$ a bond or base pair. A vertex $i$ connected only to $i-1$ and $i+1$ is called unpaired. The number of base pairs and the number of unpaired bases in a secondary structure $s$ is $n_p(s)$ and $n_u(s)$ respectively. Let $A = \{a_1, \ldots, a_m\}$ be an finite alphabet. A pairing rule $\Pi$ over $A$ is a symmetric, binary relation over $A$. Let $s$ be a secondary structure and $\Pi(s) = \{(i,k) | a_{i,k} = 1, k \neq i - 1, i + 1\}$ its set of contacts. The graph $(\{1, \ldots, n\}, \Pi(s))$ is called the contact graph of the secondary structure $s$. It neglects the backbone bonds that are listed in the corresponding adjacency matrix. Suppose an alphabet $A$ and a base pairing rule $\Pi$ is fixed. A secondary structure induce a partition of sequence space as follows: a vertex $P \in \Omega_A^m$ is compatible to $s_n$ if and only if
V\{i,j\} \in \Pi(s) : (x_i, x_j) \in \Pi$ i.e. the coordinates $x_i$ and $x_j$ are in $\Pi$ for all pairs $(i,j) \in \Pi(s)$. Let $C[s_n]$ be the set of all compatible sequences, it exhibits a graph structure as follows:

$$C[s_n] = \Omega^a_n \times \Omega^b_n (s). \quad (2.1)$$

Accordingly, in $C[s_n]$ two sequences are adjacent if and only if they differ in (i) in a single position $i$ which is unpaired in $s$ or (ii) in two positions $i$ and $j$ which form a base pair $(i, j) \in \Pi(s)$. Secondary structures have no tertiary bonds. Hence generalized structures have been introduced [3]. Random structures allow for a probabilistic analysis of structural properties which is not feasible for secondary structures. Random structures allow for two types of contacts; first the secondary bonds with probabilities $1-\mu_1$ and is called the random structure. Writing a sequence $V \in \Omega^a_n$ as $V = (P_1, \ldots, P_n)$, let $X_1$ be a partial 1-factor graph on $2m(n)$ indices, say, $\{i_1, \ldots, i_{2m}\} \subset \{1, \ldots, n\}$. $X_1$ is the contact graph formed by all secondary interactions. Next let $X_2$ be the random graph obtained by selecting all possible edges between the $n$ nucleotides except the secondary edges with probability $c_0/n$. Clearly, the graphs $X_1$ form a finite probability space by assigning to each 1-regular graph uniform probability. Analogously, the graphs $X_2$ form a finite probability space where a graph $(X_2)$ with $k$ edges has probability $\mu_2\{X_2\} = p^k(1-p)^{(2)-m-k}$ with $p = c_0/n$. The graphs $X_1 \otimes X_2$ induce the random graph $X_1 \otimes X_2$ whose vertex set is $\{1, \ldots, n\}$ and whose edge set $e(X_1 \otimes X_2)$ is the (disjoint) union of all $X_1, X_2$-edges. $X_1 \otimes X_2$ has probability $\mu\{X_1 \otimes X_2\} = \mu_1\{X_1\} \mu_2\{X_2\}$ and is called the random contact graph. The probability space formed by the graphs $X_1 \otimes X_2$ will be referred to as $G_{m,c_2}$.

**Definition 2** A random structure (r.s.), $s_n$, on $n$ nucleotides over a finite alphabet $A$ consists of the following pieces of data: (i) a contact graph $X_1 \otimes X_2$ and (ii) a family of symmetric relations $(R_*, R_y)_{y \in X_2}$, where $R_*, R_y \subset A \times A$, such that for all $a \in A$ there exists one $b \in A$ such that $aR_y b$.

The relation $R_*$ is motivated by Watson-Crick base-pairing rules observed in RNA secondary structures. For $y \in X_2$ the relation $R_y$ corresponds to a specific (tertiary) interaction rule that might be context dependent.

Analogous to secondary structures a vertex (sequence) $V \in \Omega^a_n$ is called compatible to $s_n$ if and only if (i): for all bonds $y$ of the partial 1-factor graph $X_1$ its nucleotides indexed by the extremities $\{i, k\}$ have the property $P_i R_y P_k$ and (ii): its nucleotides fulfill for all tertiary bonds $y \in X_2: P_x R_y P_k$. Again we denote the set of compatible vertices of the r.s. $s_n$ by $C[s_n]$. The contact graph $X_1 \otimes X_2$ induces a partition of its vertex set $\{1, \ldots, n\}$ into the vertex sets of its components $(C_{\ell}^{(i)})$, where $C_{\ell}^{(i)}$ denotes component $i$ of $X_1 \otimes X_2$ containing exactly $\ell$ indices. Let $V = (P_1, \ldots, P_n)$ be a compatible sequence. Each component of the contact graph $X_1 \otimes X_2$, $C_{\ell}^{(i)}$, induces a multi-set $(P_{ii}, \ldots, P_{i\ell})$, consisting of nucleotides whose indices belong to $C_{\ell}^{(i)}$. This multi-set can be viewed to be an element of a new alphabet, $A_{ii}$, whose elements are all possible multi-sets $(P_{ii}, \ldots, P_{i\ell})$ induced by compatible sequences. Accordingly we can rewrite a compatible sequence as (c.f. (2.1))

$$(A_{i1}, \ldots, A_{ii}), \quad (2.2)$$

$I$ being the number of components of the contact graph. We next analyze the graph structure of the contact graph of random structures [3].

**Theorem 1** Let $0 \leq c_2, c_1 \leq 1, \frac{2m(n)}{n} > c_1$ and let $T$ be the r.v. representing the number of vertices of a random graph $\Gamma_{m,c_2}$ that are contained in tree components. Then for $[c_1 + c_2] < 1$ asymptotically almost all vertices of $\Gamma_{m,c_2}$ are in tree components, i.e.

$$\lim_{n \to \infty} \left[ E[T]/n \right] = 1. \quad (2.3)$$

There exists a constant $C(c_1, c_2) > 0$ such that a.s. all paths in $\Gamma_{m,c_2}$ have length $\leq C \ln(n)$.

For $c_2 < 1/4$ and arbitrary $c_1$ there exists a constant $C(c_2) > 0$ such that a.s. all tree components in $\Gamma_{m,c_2}$, $T$, have the property $|T| \leq C \ln(n)$.

Accordingly, contact graphs of r.s. decompose with probability 1 into small components and it might in this context be of interest to state the typical ranges for $c_1, c_2$ that are observed in RNA and protein structures: $0.4 \leq c_1 \leq 0.7, 0 \leq c_2 \leq 0.2$. In this parameter range Theorem 1 guarantees that a.s. almost all nucleotides of the contact graph $(X_1 \otimes X_2)$ are contained in small components.
3 Neutral Networks as Random Graphs

In this section we introduce a probabilistic model of sequence to structure mappings in secondary and random structures as introduced in [6]. The model is formulated in the language of random graph theory and can be sketched as follows: a secondary structure or random structure \( s_n \) determines a set of compatible sequences, as described in (2.1) and (2.2). For each compatible sequence we probabilistically decide whether or not it maps into a secondary structure by selecting it with independent probability \( \lambda \). The resulting random subset of the set of compatible sequences induces a random subgraph to which we refer to as \( \Gamma_n \).

The above modeling of preimages of structures as random graphs bases to large extent on properties of random induced subgraphs of generalized n-cubes. In the following we state some basic properties of random graphs bases to large extent on properties of random induced subgraphs of generalized n-cubes.

Theorem 2 Let \( \Omega_n^a \) be a generalized n-cube and \( \Gamma_n \) an induced subgraph with \( \mu_n(\Gamma_n) = \lambda^{\{\Gamma_n\}}(1 - \lambda)^{\{\Gamma_n\} - |\Gamma_n|} \) and let \( \lambda^* = 1 - a\sqrt{\alpha^{-1}}. \) Then

\[
\lim_{n \to \infty} \mu_n(\Gamma_n \text{ is } \Omega_n^a \text{-dense and connected}) = \begin{cases} 1 & \text{for } \lambda > \lambda^* \\ 0 & \text{for } \lambda < \lambda^*. \end{cases}
\]

The next result shows that for \( \lambda_n \geq c \text{ in } (a) \) there exists a unique giant component in random induced subgraphs of \( \Omega_n^a \) [5].

Theorem 3 Let \( \Omega_n^a \) be a generalized n-cube, \( \lambda_n = c \text{ in } (a), c > 0 \) and \( \mu_n \) a measure such that \( \mu_n(\Gamma_n) = \lambda_n^{\{\Gamma_n\}}(1 - \lambda_n)^{\{\Gamma_n\} - |\Gamma_n|} \). Then there exist \( c > 0, h \in \mathbb{N} \) such that the largest \( \Gamma_n \)-component, \( C_n^{(1)} \), is the induced subgraph of all \( \Gamma_n \)-vertices that are contained in \( \Gamma_n \)-components of size \( \geq n^h \), and

\[
\forall \varepsilon > 0 \quad \lim_{n \to \infty} \mu_n(\Gamma_n | C_n^{(1)} \geq [1 - \varepsilon] | \Gamma_n |) = 1.
\]

Accordingly, for remarkably small picking probabilities, asymptotically with probability 1, for a pair of \( \Gamma_n \)-vertices there exists a \( \Gamma_n \)-path connecting them. The next result investigates paths in random induced subgraphs of generalized n-cubes further. It shows, that for the slightly larger picking probability \( \lambda_n \geq n^a, 0 < a < 1/2 \) the random graph distance of two vertices \( P, Q \) scales linearly with the corresponding distance of \( P, Q \) in \( \Omega_n^a \) [4].

Theorem 4 Let \( \Omega_n^a \) be a generalized n-cube, \( \lambda_n \) a probability such that

\[
\exists n_0 \in \mathbb{N}, \forall n \geq n_0 : \quad \lambda_n \geq n^{-a} \quad \text{where } 0 < a < 1/2,
\]

and \( \mu_n(\Gamma_n) = \lambda_n^{\{\Gamma_n\}}(1 - \lambda_n)^{\{\Gamma_n\} - |\Gamma_n|} \) a measure on the set of all induced \( \Omega_n^a \)-subgraphs. Then, for \( k \in \mathbb{N} \) such that \( k > \frac{1 + 3a}{1 - 2a} \)

\[
\lim_{n \to \infty} \mu_n(\Gamma_n | \text{ for } P, Q \subset C_n^{(1)} : \quad \text{a.s. } d_{\Omega_n^a}(P, Q) \leq [2k + 3] d_{\Omega_n^a}(P, Q) = 1.
\]

4 Sequence to Structure Maps

The intuitive idea of defining probabilistic sequence to structure mappings in combinatorial structures \( f : \Omega^a \to \{s_n\} \) is quite simple: one labels a given set of structures, \( \{s_n\} \) and constructs iteratively the neutral networks as random graphs over the remaining sequences. That is, we fix a mapping \( r : \{s_n\} \to \mathbb{N} \) having the property \( j \leq i \implies r(s_j) \geq r(s_i) \) and set

\[
f_r^{-1}(s_0) = \Gamma_n[s_0] \quad f_r^{-1}(s_i) = \Gamma_n[s_i] \setminus \bigcup_{j<i} [\Gamma_n[s_i] \cap \Gamma_n[s_j]] .
\]

One central property of the probabilistic sequence to structure mappings is the embedding of two neutral networks, i.e. what is the Hamming distance between two neutral networks in sequence space? For secondary structures the following is the key result regarding this question [6]:

Theorem 5 Let \( II \) be a nonempty pairing rule on \( A \) and \( s_n \) and \( s'_n \) be arbitrary (nonempty) secondary structures. Then

\[
C[s_n] \cap C[s'_n] = \emptyset .
\]

Theorem 5, combined with Theorem 2, guarantees that for secondary structures with large neutral networks \( \Gamma_n[s_n], \Gamma_n[s'_n] \) there are some sequences \( P \in \Gamma_n[s_n], Q \in \Gamma_n[s'_n] \) with pairwise small Hamming distances \( d_{\Omega_n^a}(P, Q) \). With random structures, we can also study the minimum distance between neutral networks analytically in terms of a new graph, which is obtained by taking the superposition of all edges of the contact graphs of two random structures. Let \( X_1 \otimes X_2 \) and \( X'_1 \otimes X'_2 \) be the contact graphs with respect to two random structures. Then their union
Theorem 6 Let \( X_1 \otimes X_2 \) and \( X'_1 \otimes X'_2 \) be two random contact graphs with \( \lim_{n \to \infty} \frac{2m}{n^2} = c_1 > 0 \) and \( 0 \leq c_2 \leq 1 \). Then for \( c_1 < 1 \) and \( c_2 = 0 \) almost all \( (X_1 \cup X'_1) \otimes (X_2 \cup X'_2) \)-vertices are contained in line-graph components. Further, there exists a constant \( C > 0 \) such that a.s. components of \( (X_1 \cup X'_1) \otimes (X_2 \cup X'_2) \) have size \( \leq C \ln(n) \).

Suppose that \( 8c_1(2 - c_1)c_2 > 1 \) and that \( \xi \neq 0 \) solves \( 1 - x = e^{-8c_1(2 - c_1)c_2 \pi^2 \xi} \). Then \( (X_1 \cup X'_1) \otimes (X_2 \cup X'_2) \) has a.s. components \( C^{(n)} \) with the property

\[
|C^{(n)}| \geq (1 - \xi)n^{4m - \frac{2m^2}{n^2}}. \quad (4.3)
\]

According to Theorem 6 there is a distinct change in the graph-structure of \( (X_1 \cup X'_1) \otimes (X_2 \cup X'_2) \). Below the critical value for \( c_2 \) (for \( c_1 \approx 0.6 \) \( c^{\text{crit}}_1 \approx 0.13 \)) the largest component is \( \leq C \ln(n) \), \( C > 0 \), and above the critical value a giant component emerges.

5 Discussion

In some sense random structures are generalizations of biomolecular secondary structures, which are formally planar knot-free graphs together with rules associated with their bonds. Both, random structures and secondary structures \([2]\), induce neutral networks in sequence space, i.e. extended, mostly connected subgraphs consisting of all sequences that are all mapped into the random structure. However, random structures differ from secondary structures in two important regards. First, they may include tertiary interactions, and secondly, they need not satisfy such a knot-freeness condition. Random structures induce a natural, tractable probability space, \( \Gamma_{m,c_2} \), and accordingly allow for the formulation of “almost surely” results, like Theorem 6. They also enable investigation of the influence of tertiary contacts. For the biologically-realistic parameter range, contact graphs of random structures exhibit a similar graph structure to the contact graphs of RNA secondary structures \((\text{Theorem 1})\); their largest component scales with the logarithm of sequence length. The computer generated statistics of contact graphs of random structures illustrate the assertions of Theorem 1. These findings imply that RNA secondary structures and random structures exhibit a significant robustness with respect to point-mutations. As noted in the introduction, the stability of these molecular structures with respect to mutations in the sequences that form them is important in the context of \([1]\), since it provides an explanation for the neutrality of many point mutations at the genomic level. It also explains how diffusion on neutral networks by the accumulation of neutral mutations can, at some later stage, allow novel functionality to emerge (i.e. the population discovers a new neutral network). In the above we have used RNA molecules as the model because of the availability of folding algorithms and formal structural descriptions, because of the clear relationship between structure and function, and the history of \textit{in vitro} RNA experiments. But of course many of the same arguments apply to proteins. In the mapping between DNA or RNA sequences and proteins there is an additional source of neutrality, which is the redundancy in the codon–amino acid coding. The robustness of RNA secondary structures and random structures is the key observation for the modeling of their neutral networks. Neutral networks consist of a few components, whose size depends on the fraction of neutral point mutants (with respect to the structure). Key properties of neutral networks are connectivity and path-structure. For random induced subgraphs of generalized \( n \)-cubes there exists a threshold value for connectivity 2 and a giant component exists already for \( \lambda_n \geq \frac{\ln(n)}{n} \) \( \text{Theorem 3} \). In the case of RNA secondary structures connectivity can be formulated with respect to their corresponding graph of compatible sequences \( C[s] \equiv \Omega^\alpha \otimes \Omega^\beta \) \((2.1)\). Accordingly, connectivity is defined with respect to (i) point-mutations and (ii) base pair-mutations. Since the graph \( \Omega^\beta \) is simply a generalized \( n \)-cube over the alphabet of base pairs all results of random induced subgraphs derived so far \((\text{Theorems 2, 3 and 4})\) apply accordingly. An extension of the connectivity properties is the computation of the length of actual paths between two sequences of a neutral network 4. The main result is that for \( \lambda_n \geq n^{-a} \), \( 0 < a < 1/2 \) the random graph distance scales linearly with the distance in the generalized \( n \)-cube. Because random structures form a probability space, it becomes possible to analyze in detail the graph structure of the union of two contact graphs, which can only be done for RNA secondary structures with a group theoretic argument \([3]\). This union of two contact graphs contains information about how close the neutral networks of the two constituent structures come. Considering the edges of the contract graphs as constraints that have to be fulfilled for a sequence to be compatible with a particular structure, the union graph encodes those constraints.
for two structures simultaneously; a sequence must fulfill all those constraints to be bicompatible. It is in the region of bicompatible sequences that transitions between neutral networks take place, and the more base pairs in a sequence that are incompatible with the union graph, the greater the number of mutations a sequence must undergo to move between the two networks. We have shown (Theorem 6) that the structure of this union graph changes dramatically while varying the fraction of tertiary interactions $c_2$ in the two constituent graphs, and shows a phase transition phenomenon at certain critical threshold $c_2$ with the sudden emergence of a giant component in the union graph. This giant component is very likely to contain cycles, which make it unlikely that bicompatible sequences will exist, and will increase the distance between the neutral networks. Thus, we expect that populations will find it increasingly difficult to make transitions between neutral nets at higher $c_2$ values. Larger structures, in which the phase transition is more marked, would show even stronger effects of $c_2$. For $c_1 = 0.6$ the critical fraction of tertiary interactions for the emergence of a giant component in the union graph of two random structures has $c_2 = 0.15$ as an upper bound (eq. (2)). For $c_1 = 1$ a lower bound on the critical fraction would be $0.125$. Known 3D-structures (for example t-RNA) have values of $c_2$ which are well below this critical threshold, with about 4-6% nucleotides involved in tertiary interactions. In order to investigate the effects of structure on the ability of populations to search, we induce dynamics over a population of sequences using a replication–deletion process which is described above. In these simulations, sequences are assigned a fitness according to the structure they form, reflecting the assessment of fitness at the phenotypic level. The replication–deletion process is a simple scheme in which sequences are replicated according to their fitness, with a constant population size, in a flow reactor-type process. It should be noted that the only genetic operator that is being used here is point mutation—sequences make only local moves in the sequence space, via their mutant offspring. Yet because of the guarantee that for biologically realistic parameter values neutral networks are dense and connected (Theorem 2), populations of sequences evolving in this way are able to search a large proportion of the shape space. The results demonstrate this—populations of 2000 sequences rapidly find the neutral network of one of the few high-fitness structures in a landscape of 10000 structures.
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