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Abstract

We are developing low-temperature detectors for optical, ultraviolet, X-ray, and gamma-ray spectroscopy, and for biomolecular mass spectrometry. We present here a survey of our recent work in developing these detectors and some of the first results in applying these detectors for materials analysis and biomolecular mass spectrometry. We have measured thin-film Nb/Al/Al2O3/Al/Nb superconducting tunnel junction (STJ) X-ray detectors in the 0.2 to 1 keV band with a range of different junction sizes and aluminum film thicknesses. In one case, we have achieved the statistical limit to the energy resolution in this band. We have measured the performance of these STJ detectors as a function of count rate and demonstrated a resolution of 13 eV FWHM at 277 eV with an output count rate of 20,600 cts/s. Using X rays from a synchrotron light source to study composite materials, we have demonstrated that we can resolve the L lines of transition metals from the nearby K lines of light elements. We describe the first use of a low-temperature X-ray detector to measure X-ray fluorescence from the dilute metal component in a protein. We describe the development of X-ray and gamma-ray spectrometers using small crystals of Ta with STJ and superconducting transition-edge sensors (TES). We present a new model for TES microcalorimeter that includes both the temperature and current dependence of the TES.

1 STJ detectors

We have developed a Nb/Al/Al2O3/Al/Nb STJ production process at Conductus Inc. that allows us to fabricate detectors with very thin and very uniform Al2O3 tunnel barriers [1]. Using these devices and a dc SQUID-array current amplifier, we measured a resolution of 29 eV FWHM at 6 keV [2, 3]. The SQUID amplifier also allowed us to obtain a resolution of 21 eV FWHM at 2.6 keV with a detector 282 × 282 µm2 [4]. Measurements between 1 and 8 keV show a very linear response [5]. These detectors, however, perform best at X-ray energies below 1 keV. At these energies the detectors are nearly 100% efficient, and we previously obtained a resolution of 12.5 eV FWHM at 1 keV [6]. This device was measured with a standard FET-based current amplifier, and used a thin 50 nm aluminum "trapping" layer which allowed operation at temperatures up to 600 mK.

In Fig. 1 we show a schematic cross section of our STJ detectors. The detectors consist of a 265 nm thick Nb base layer and a 165 nm thick Nb counter electrode separated by a thin (~20 Å) Al2O3 tunnel barrier with Al "trapping" layers on each side of the barrier. The thickness of the Al trapping layers range from 35 to 200 thick. The detectors are diamond-shaped with sizes ranging from 20 × 20 µm2 to 200 × 200 µm2. These detectors were fabricated at Conductus, Inc., using a modified photolithographic Nb trilayer process [1]. The SiO2 layer covering the devices was removed to allow low-energy X-rays to reach the detector. During operation a small magnetic field (B ~ 10 mT) is applied parallel to the tunnel barrier in order to suppress the dc Josephson current in the device. This suppression is necessary to allow stable operation of the device when biased near zero voltage.

![Cross section of STJ X-ray detector](image-url)
During operation the detector is cooled to well below the critical temperature of the superconducting layers such that nearly all conduction electrons are bound into Cooper pairs and the number of thermal excitations is small. For the 50 nm-thick Al trap devices, this is the case below ~500 mK. The detectors with 200 nm-thick Al traps operate best below 300 mK. The absorption of an X-ray photon in one of the superconducting electrodes breaks Cooper pairs creating quasiparticles, which can quantum-mechanically tunnel through the $\text{Al}_2\text{O}_3$ barrier. When a small bias voltage is applied across this tunnel barrier the tunneling of the quasiparticles creates a measurable current signal. The amplitude of the current pulse is proportional to the number of quasiparticles produced and thus to the energy of the absorbed X-ray photon.

We refer to the Al layers as quasiparticle traps. The process of "quasiparticle trapping" \[7\] relies on the fact that the Al layers have a lower superconducting energy gap than the Nb layers. Therefore, when the quasiparticles diffuse to one of the Al layers they can relax energetically by emitting a phonon. With a correspondingly lower energy they cannot return into the Nb and thus become trapped in the Al. This concentrates quasiparticles near the tunnel barrier increasing the tunnel rate and hence the signal. The traps also reduces quasiparticles losses because the quasiparticle loss rate tends to be higher in Nb than in Al.

A schematic of the experimental setup used for the measurements discussed here is shown in Fig. 2. The STJ detector was housed in a pumped liquid helium cryostat equipped with an adiabatic demagnetization refrigerator (ADR) unit with a base temperature of ~50 mK \[8, 9\]. During the experiments the temperature was not regulated and allowed to drift up freely.

As described below, we measured a series of 16 different detectors with four different sizes and four different Al trapping layer thickness. Of the 16 detectors measured for this study, the best overall resolution was obtained with the $50 \times 50 \mu\text{m}^2$ detector with 200 nm-thick Al trapping layers. The spectra are very clean and free of artifacts, and the detector response is almost linear. An example of a spectrum is shown in Fig. 3.
This spectrum shows three very narrow peaks. The middle peak shows the response to 700 eV X rays, the other two peaks are due to the test pulser. Below the X-ray peak, some counts are seen which are due to white light scattered from the grating of the monochromator. In spectra up to 650 eV the shape of the X-ray peaks are very Gaussian. For X-ray energies of 700-1000 eV, the central part of the lines are very Gaussian, but additional wings were present on both the low and the high energy sides of the lines.

In Fig. 4 we show the resolution of this detector as a function of energy. The solid squares in Fig. 4 indicate the line widths obtained by measuring the width of the actual line at half the observed maximum height. Neither fitting, nor continuum or tail subtractions were used. The resolution ranges from 4.4 eV FWHM at 200 eV to 11.6 eV FWHM at 1 keV. Some of the measured width at energies above 700 eV is due to the energy width of the monochromator. This contribution is indicated by the dotted line in Fig. 4.

To fit the central peak to a Gaussian profile we first subtract off any white light which scatters through the monochromator, and then we subtract off any non-Gaussian wing structure. A Gaussian profile then fits quite well to the central peak. We find that by varying how the wing structure is subtracted gives a variation in the width of about 4%. The widths derived from fitting just the central part of the peak are indicated by circles in Fig. 4.

Now to determine the intrinsic resolution of the counter electrode, we subtract in quadrature the electronic noise and the intrinsic energy width of the X-ray beam. The electronic noise for this detector was 3.9 eV FWHM, and is shown by the dashed line in Fig. 4. For the monochrometer slit settings used, the energy width of the X-ray beam increases quadratically with energy reaching 5.2 eV at 1000 eV, as shown by the dotted line in Fig. 4.

The intrinsic resolution, indicated by triangles in Fig. 4, varies with the square root of the energy. Fitting the width as a function of energy we find

$$\Delta E_{FWHM} = (0.170 \pm 0.014)\sqrt{E}$$

with $\Delta E$ and $E$ in eV.

The theoretical resolution of a symmetric junction without quasiparticle multiplication is:

$$\Delta E_{FWHM} = 2.35 \sqrt{\varepsilon (F + F')} E$$

where $\varepsilon$ is the average energy required to produce one quasiparticle, $F$ is the Fano factor describing the statistical distribution in the number of quasiparticles created. The $F'$ term, which was originally described by Mears et al. [12] and later expanded by Goldie et al. [13], accounts for the additional statistical fluctuations due to multiple tunneling of the quasiparticles back and forth through the tunnel barrier. For Nb we assume $F = 0.2$ and $\varepsilon = 1.7$ meV so

$$\Delta n = 0.2$$

and

$$\varepsilon = 1.7$$

For symmetric junctions $F' = 1 + 1/n$ where $n$ is the average number of times each quasiparticle tunnels through the barrier. For this detector $n = 13$ so the theoretical resolution without quasiparticle multiplication is:

$$\Delta E_{FWHM} = 0.134 \sqrt{E}$$

which is plotted as a solid line in Fig. 4.

The measured result in Eq. 1 is very close to the calculated resolution in Eq. 3. Moreover the remaining small difference can be explained by the fact that for the detectors with 200 nm of Al, the measured gap in the Al $\Delta_{Al} = 0.34$ meV is less than a third of the Nb gap $\Delta_{Nb} = 1.5$ meV. When a quasiparticle is trapped from the Nb into the Al, a phonon as large as 1.16 meV may be produced, which is energetic enough to break up another Cooper pair in the Al producing two more quasiparticles. Since not every quasiparticle that gets trapped will multiply, statistical fluctuations in the number of quasiparticles produced during this multiplication will further broaden the resolution [16]. We find this multiplication can increase the expected resolution up to

$$\Delta E_{FWHM} = 0.157 \sqrt{E}.$$
This is shown by the solid line in Fig. 4 which is within the error of the measured resolution. We therefore conclude that the intrinsic resolution we measured for this detector is well described by the theory including the statistical fluctuations in the number of quasiparticles that are created, the fluctuations in the number of quasiparticles produced in multiplication and the fluctuations in the number of quasiparticles tunneling through the barrier.

3 Resolution at High Count Rates

One of the advantages of superconductor insulator superconductor STJ X-ray detectors is their fast response. The length of the current pulse we observe is determined by the quasiparticle lifetime in the device. For the junctions with 50 nm-thick Al trapping layers, this was about 4.5 μs. This fast response allows operation at much higher count rates than thermal microcalorimeters [17-20].

To explore the count rate capability of these detectors, we measured a detector 141 × 141 μm² with 50 nm thick Al trapping layers. We irradiated this detector with 277 eV X rays which corresponds to the energy of carbon K. The count rate was adjusted to the desired values by adjusting the cryostat position and moving the detector closer to the center of the synchrotron beam. The Canberra 2020 spectroscopy amplifier was used including its automatic baseline restorer. For count rates up to 10,000 cts/s optimal results were achieved with shaping times of 3-4 μs, above 10,000 cts/s with 1.5 μs. No pile-up rejection was applied.

At the low count rate of 375 cts/s the resolution was 5.9 ± 0.1 eV (FWHM), as shown in Fig. 5. The electronic noise in this measurement was 4.5 ± 0.1 eV (FWHM).

In Fig. 6 we show an X ray spectrum measured at a count rate of 23,300 cts/s. The count rate quoted here was the output count rate of the pulse height analyzer as determined from the total number of counts in the spectrum and the active time of the pulse height analyzer excluding the dead time, which was 13 % in this measurement. The 277 eV line is resolved with a FWHM energy resolution of 13.0 eV ± 0.1 eV. The energy calibration was performed using the second-order X-ray line at 554 eV resolved with 15.7 ± 0.2 eV (FWHM). The resolution was largely dominated by the electronic noise of 11.9 ± 0.1 eV as measured from the width of the pulser line. The increase of this electronic noise compared to the electronic noise measured at low count rate was caused by baseline fluctuations resulting from the large count rate, pulse pile-up and imperfect baseline restoration. The contribution of the intrinsic energy width of the beam was negligible.

Fig 5. X-ray spectrum at 277 eV obtained with 141 × 141 μm² STJ detector with 50 nm-thick Al trapping layers. Count rate was 375 cts/s

In Fig. 6 we show an X ray spectrum measured at a count rate of 23,300 cts/s. The count rate quoted here was the output count rate of the pulse height analyzer as determined from the total number of counts in the spectrum and the active time of the pulse height analyzer excluding the dead time, which was 13 % in this measurement. The 277 eV line is resolved with a FWHM energy resolution of 13.0 eV ± 0.1 eV. The energy calibration was performed using the second-order X-ray line at 554 eV resolved with 15.7 ± 0.2 eV (FWHM). The resolution was largely dominated by the electronic noise of 11.9 ± 0.1 eV as measured from the width of the pulser line. The increase of this electronic noise compared to the electronic noise measured at low count rate was caused by baseline fluctuations resulting from the large count rate, pulse pile-up and imperfect baseline restoration. The contribution of the intrinsic energy width of the beam was negligible.

Fig 6. Same as Fig 5. but with count rate of 23,300 cts/s

In Fig. 7 the measured FWHM energy resolution at 277 eV incident X-ray energy (filled circles) and 554 eV (2nd order X-rays, filled squares) is plotted together with the measured electronic noise (open circles) as function of the count rate. Increasing the count rate from low rates of several 100 Hz , the resolution at 277 eV remained nearly constant at 6-8 eV FWHM up to a several 1000 cts/s.

Fig. 7. Total FWHM energy resolution at 277 eV.
The resolution at 277 eV remained below 10 eV for count rates up to ~10,000 cts/s and then degraded to 13 eV at 23,000 cts/s and 20 eV at 50,000 cts/s. At 50,000 cts/s the PHA dead time approached 30%. Above 50,000 cts/s the resolution seemed to degrade rapidly, presumably due to significant pulse pile up. These results could probably be improved further by applying additional signal processing techniques such as pile-up rejection. The high count rate measurements are discussed in more detail in Frank et al. [21].

4 STJ Performance as a Function of Al Thickness and Junction size

To better understand the behavior of these devices, we fabricated a series of detectors with similar tunnel barrier characteristics but with different aluminum "trapping" layer thicknesses. Previous measurements of this type have been performed with 6 keV X rays and similar detectors [22], and with detectors that have thinner Al layers [23]. Here we describe measurements of detector response to soft X-rays from 0.2 to 1 keV, using detectors with both a range of aluminum trapping layer thickness, and a range of junction sizes.

We measured detectors with four different Al trapping layer thicknesses: 35 nm, 50 nm, 100 nm and 200 nm. For each Al trap thickness, we measured detectors of four different sizes: 20×20 μm², 50×50 μm², 70×70 μm² and 141×141 μm² making up for a total of 16 junctions. We illuminated each of these detectors with X rays ranging from 200 eV to 1000 eV in 50 eV steps. For all measurements similar conditions were used as much as possible. The X-ray pulses were filtered using the Ithaco 4302 with a 1 MHz low pass filter and a 3.15 kHz high pass filter. These settings appear to work reasonably well for all junctions even though the pulse length varied from 1.2 to 9 μs. We did not optimize the filter settings for each detector. Instead, we chose a relatively large band pass of 3.15 kHz to 1 MHz for the pulse shaping in order to not distort the pulse shape too much. While this way of pulse shaping is not optimal for achieving best energy resolution it allows us to compare the pulses from different STJs with decay times ranging from 1.2 to 9 μs.

The bias voltage was roughly optimized for each junction, ranging from 0.2-0.3 mV for the junctions with 200 nm Al traps, up to about 0.5 mV for the devices with 35 nm Al traps. The bias current varied strongly from junction to junction and not always proportional to the junction area, indicating either some residual trapped flux or variations in the quality of the junctions. For these measurements the current amplifier had a feed back time of 1 μs and the detector count rate was limited to 200 cts/s where the effect of count rate on energy resolution was negligible.

Each peak arising from X rays absorbed in the counter electrode was fit to a Gaussian. When necessary to achieve a reasonable fit, the extra wing structures were subtracted before fitting a Gaussian to the central part of the line. To find the line width intrinsic to each detector, the electronic noise and any contribution from the monochromator were subtracted in quadrature from the measured width.

All junctions showed a fairly linear response. The pulse height as a function of energy is well described by a second order polynomial with only a small quadratic correction:

\[ I_{ch} = A_0 + A_1 E + A_2 E^2 \]  

(5)

where \( I_{ch} \) is the current pulse height in channels and \( E \) is the X-ray energy. The offset \( A_0 \) comes from the analog to digital converter and is of no consequence. As the nonlinearity is only a few percent, the detector response is mainly characterized by \( A_1 \). The \( A_2 \) term indicates the degree of nonlinearity in the detector.

The width of the peaks were then analyzed as a function of energy. For each junction we fit the width to a linear function of the energy and to a square root function of the energy. We examined \( \chi^2 \) for each fit to determine which type of dependence better characterized each detector. If the resolution of a junction is proportional to the energy, then we infer that response varies with the location of the X-ray absorption. If the resolution is proportional to the square root of the energy, then we infer a statistical process is involved.

The response term \( A_1 \) is shown as a function of Al trap thickness in Fig. 8.

Fig 8. The STJ response \( A_1 \) as a function of Al trap thickness. The size of the symbols relates to the size of the junctions.

The highest response is from the detectors with Al trapping layers 50 nm thick. For the detectors with 35 nm-thick Al layers, the response is considerably smaller. This is most likely due to the large energy gap in the thin Al layer and the slower trapping that results. The junctions with 100 nm-thick Al traps show less signal than the devices with Al 50 nm thick. This is due to the
lower tunneling rate. The junctions with Al traps 200 nm thick show again a larger signal. This is most probably caused by quasiparticle multiplication, as discussed in Section 2 above.

In Fig. 9 we plot the $A_1$ response term as a function of junction size. There is a tendency of increasing signals with increasing size. This is true except for the junctions with Al trapping layers 200 nm thick. The effect is strongest for the $20 \times 20 \mu m^2$ junctions. For this size the self recombination of quasiparticles may be strong. This is supported by the fact that these devices are also strongly nonlinear (see below). Also the proximity of edges and leads may provoke a decrease of the signal with decreasing size. We do not yet understand the strong deviation in the behavior observed for the junctions with 200 nm thick Al trapping layers. This may be due to magnetic flux trapped in the devices, although great care was taken to avoid trapped flux.

As evident in Fig. 10, the response of the $20 \times 20 \mu m^2$ junctions is significantly nonlinear. This is due to self-recombination. For most of the $50 \times 50 \mu m^2$ junctions the signal is still slightly nonlinear. For the larger junctions the response is linear, with $A_2$ close to zero.

For most of the detectors the intrinsic resolution was best fit to a linear function of energy. For some of the better junctions with 50 or 200 nm-thick Al layers, the square root dependence is a much better fit. In Fig. 11 we show the intrinsic resolution of each detector at 1 keV. The resolution of the $20 \times 20 \mu m^2$ detectors is particularly bad because of the proximity of the lead and the edges. The junctions with 35 nm-thick Al trapping layers also show poor resolution. This is probably because the thin trapping layers are not very efficient at trapping quasiparticles, which means the quasiparticles will spend more time in the Nb layers where we expect a higher quasiparticle loss rate. The resolution of the junctions with 100 nm-thick Al traps is slightly worse than the junctions with 50 and 200 nm-thick Al traps. This is probably because of the small signals these junctions produce. A more detailed discussion of these measurements is in preparation [24].
In Fig. 12 we show the X-ray fluorescence spectrum obtained with a sample consisting of boron nitride covered partially with titanium powder excited by 500 eV X rays. This sample was chosen to simulate B and TiN, which are important materials in semiconductor fabrication. The K lines of B, N and the L line of Ti are well separated in this spectrum. Also present in this spectrum are K lines from C and O, presumably from oxides and contamination in the sample, and an X-ray line at 500 eV from scattered incident X rays. The FWHM energy resolution of the X-ray lines ranges from 9.6 eV for C K to 13.1 eV for Ti L. The electronic noise in this measurement was 6.7 eV as indicated by the width of the pulser line. For comparison, the resolution of Si(Li) detectors in this energy range is about a factor 10 worse and not sufficient to separate the Ti L line from N K.

![Fig. 12](image1.png)

Fig. 12. Fluorescence spectrum obtained with a BN sample coated with Ti powder.

The K lines of B, C and N in Fig. 12 are each accompanied by a "hump" of events at the low-energy side of the line labeled "surface layer events." These humps probably originate from events caused by X-rays absorbed in a less responsive surface layer of our detector. Such a surface layer may be composed of niobium oxide, residues of SiO2 from the detector fabrication process or other surface contamination. These surface layers predominantly affects the lower energy X rays. We have found that detectors from some wafers do not show these artifacts. The exact origin of these surface layer events and the other background seen at the low-energy end of the spectrum is still under study.

In Fig. 13 we show part of a fluorescence spectrum measured with a sample from a magnetic storage disk fabricated by IBM with 1000 eV incident X-rays. The Cr L lines are well resolved from each other and indications for some substructures of the lines are visible. The resolution in the energy range shown was 10–15 eV. With these L lines resolved one can, in principle, determine the composition and thickness of the various layers in the sample using the measured fluorescence intensities for the various elements and the fundamental parameter method [25].

![Fig. 13](image2.png)

Fig. 13. Fluorescence spectrum from a magnetic storage disk with 1 keV incident X-rays.

In Fig. 14 we show part of a fluorescence spectrum measured with a manganese oxide sample and an incident beam energy of 700 eV. The Mn L lines are well resolved from the large O K line. The F K and Fe L lines are probably due to contamination of the sample. The energy resolution of the O K line is 9.6 eV FWHM and the electronic noise was 4.6 eV. With the measured resolution of 11.2 eV at 640 eV the line splitting between Mn L α and L β is visible. The ability to measure Mn fluorescence in the presence of large amounts of O is interesting for various biological studies, e.g. the study of photosystem II which is a protein containing Mn [26]. These measurements are very difficult with conventional detectors because of significant line overlap between O K and Mn L.

![Fig. 14](image3.png)

Fig. 14. Fluorescence spectrum of MnO sample with incident beam energy of 700 eV

In Fig. 15 we show the first X-ray fluorescence spectrum using an STJ detector to measure the L lines from a metalloprotein. Here we used a 200 × 200 μm² detector with 50 nm-thick Al traps. The sample was ferredoxin, a protein containing iron. The incident energy was 780 eV with an energy width of about 20 eV. The resolution of the O K line was 11 eV FWHM.

![Fig. 15](image4.png)
Fig. 15. Fluorescence spectrum of ferredoxin sample with incident beam energy of 780 eV.

6 Mass spectrometry

At LTD-6 Twerenbold [27] proposed using low-temperature detectors to measure the arrival of large biomolecules in a time-of-flight mass spectrometer (TOF-MS). The Human Genome Center Instrumentation Group at Lawrence Berkeley National Laboratory (LBNL) have been working for many years on improving the performance of TOF-MS systems. They had considered using "cryogenic bolometers" for TOF-MS back in 1991 [28] but at the time they only had access to thermal microcalorimeters which were too slow to be useful for this type of application. Our STJ detectors, however, are ideally suited for TOF-MS.

Working with LBNL group, we installed a small pumped-liquid helium cryostat with STJ detectors on their Matrix-Assisted Laser Desorption/Ionization (MALDI) TOF-MS system [29]. We used a 200 × 200 μm² Nb/Al₂O₃/Nb STJ detector with no Al trapping layers operating at 1.3 K. A pair of collimators cooled to 1.3 K, each with a 2 mm hole was placed in front of the STJ detector to limit its exposure to infrared radiation emitted from the flight tube at 300 K. The TOF MS was also equipped with a standard microchannel plate (MCP) detector to allow direct comparisons between STJ and MCP efficiencies [30].

A schematic of our dual-detector mass spectrometer is shown in Fig. 16. In our MALDI process, a nitrogen laser emitting 3 ns pulses of 335 nm light desorbs and ionizes molecular components embedded in a UV-sensitive matrix. The resulting ions are accelerated by a high voltage and propagate ballistically through the flight tube. Deflection plates in the flight tube afford the opportunity to aim ions either toward the STJ detector or a dual 25 mm diameter MCP mounted off axis. Measuring the ion flight time, \( \Delta t \), through the evacuated flight tube from launch to arrival at the STJ detector or the MCP provides a way to calculate the ion mass, \( M \). Neglecting the short time and distance for the initial acceleration, \( M = 2qU (\Delta t/L)^2 \) where \( L \) is the length of the flight path of a molecular ion of charge \( q \) accelerated by a voltage \( U \). The rise times of the ion-induced tunneling current pulses were limited to \( \sim 500 \) ns by the slow rise of the FET-based preamplifier. The onset of a pulse, i.e., the arrival time of an ion, could be determined with an accuracy better than 200 ns, which in principle, provides a mass resolution of 0.2 % at 66 kDa.

In Fig. 17 we show a time-of-flight spectrum of human serum albumin (HSA). The singly-charged and doubly-charged albumin peaks can easily be identified. The \( \sim 3 \) μs width of the albumin peaks of is much larger than the time resolution of our detector and possibly is caused by straggling of the ion energy due to ion drag in the MALDI plume and electrical field inhomogeneity [31] or by fragmentation of the ions during acceleration [32].

Our data indicate that the detection efficiency per unit area of the STJ detector for 25 keV albumin ions is about two to three orders of magnitude higher than that of the MCP. To estimate the number of events registered by each detector we co-added a large number of single shot spectra obtained with each detector and measured the total area of each HSA⁺ peak. The average pulse heights and decay times are known for each detector. Thus, for each detector the number of events in the HSA⁺ peak can be estimated from the peak area. After 500 single-shot spectra measured with the STJ detector were summed we estimated that the total number of ions in the singly
charged albumin peak was 1400. A similarly summed time-of-flight spectrum obtained with the MCP contained an estimated 11,700 pulses in the singly-charged albumin peak for 100 laser shots. Note that the active area of our STJ detector is 12,500 times smaller than that of the MCP. Normalizing the numbers of pulses to detector area we find a 300 times larger detection efficiency per unit area for the STJ detector. In deriving this number we neglected the effects of sample inhomogeneity, the 40% longer distance to the STJ detector which produces ion beam expansion and reduces the flux at the STJ detector, and a minor change of the ion beam profile when it is deflected towards the MCP. We estimate that these effects may cause an uncertainty in the derived detection efficiency by as much as a factor three, a small factor relative to the estimated 300-fold difference in sensitivity. Conservatively we conclude that at 66 kDa the STJ detector is between 2 and 3 orders of magnitude more sensitive per unit area than the MCP.

We have also demonstrated experimentally for the first time that the energy dependent response of the STJ detector provides a way to discriminate ions of different charge [33]. Doubly-charged ions, for example, carry twice the kinetic energy of singly-charged ions of equal mass and generate pulses with about twice the height. In Fig. 18 we show a scatter plot of pulse height versus flight time (for the same data as used for Fig. 17). Every point in this plot corresponds to a single ion striking the detector.

The "dark band" of events with pulse heights smaller than about 250 mV can be assigned to singly charged ions. This can be seen if a pulse height cut is made at 250 mV along the indicated line in this figure. The time-of-flight spectrum for a collection of ions with pulse heights < 250 mV (Fig. 19) shows peaks that are assigned mostly to singly-charged ions. Peaks assigned to multiply-charged ions are removed or at least strongly suppressed in Fig. 19 by removing pulses larger than 250 mV. In contrast, the time-of-flight spectrum of events with pulse height > 250 mV (Fig. 20), contains mostly multiply-charged ions. These plots of energy-segregated pulses clearly demonstrate that an energy-resolving STJ detector helps to facilitate peak assignments.

The pulse height cut at 250 mV does not discriminate perfectly singly-charged ions from multiply-charged ones as evidenced by the presence of the HSA$^{2+}$ ion peak in Fig. 19 and 2HSA$^+$ in Fig. 20. Imperfect discrimination occurs for two reasons. First, this STJ detector shows a poorer energy resolution for macromolecular ions than for X rays. The energy resolution of this STJ detector appears to be only 20 keV (FWHM) for macromolecules and therefore pulse height distributions from singly and doubly-charged ions overlap and cannot be perfectly separated. This rather poor resolution for macromolecules is in contrast to the observed FWHM resolution of 300 eV for 6 keV X rays. Second, the top of the dark band comprising singly-charged pulses (Fig. 18) is not flat and perhaps the height of the cut should increase with flight time.

There are several possible reasons for the poor energy resolution and rising pulse height with flight time. Fragmentation of the molecules during the acceleration might explain both effects [32]. We modeled this fragmentation and found that if the molecules break apart near the beginning of the acceleration, the energy of the fragments will vary with mass, resulting in a distribution of pulse heights rising with flight time. We also find that when fragmentation occurs near the final accelerating
grid, a large variation in measured energy will result. This will make the resolution for molecules appear very broad as observed.

We have also measured the much heavier protein macroglobulin, which is a tetramer with a total mass of 700 kDa. Initial measurements of macroglobulin showed a peak corresponding to a mass of 350 kDa, but very little of the full molecule appeared to survive the MALDI process. We then used chemical cross-linking to stabilize the full molecule. The spectrum of the cross-linked macroglobulin is shown in Fig. 21. As can be seen in Fig 21, we have a significant detection of a 750 kDa molecule. No signal at this high a mass was detectable with the MCP detector. We also can see the effect of the cross-linking which has added an additional 50 kDa to the macroglobulin, presumably two units of a 25 kDa protein present in the original sample before cross-linking.

![Mass spectrum of macroglobulin](image)

Fig. 21. The mass spectrum of macroglobulin after chemical cross linking.

We plan to continue studying how STJ detectors work in TOF-MS systems. We have found that the energy sensitivity of the STJ detector is an extremely useful tool both for separating different charge states, and for understanding and improving the launching mechanism. We are also beginning to use TOF-MS with STJ detectors to study molecule complexes like DNA repair proteins and understand how they operate.

### 7 Ta Crystal Detectors

We are also developing detectors based on ultra-pure single crystals of Ta. In such crystals the mean free path of the quasiparticles can be very long, allowing diffusion over distances much longer than possible with thin films.

We usually calculate this mean free path from the residual resistance ratio (RRR) which is the ratio of the resistance at room temperature to the resistance at a temperature low enough that the resistance is dominated by impurities and no longer varies with temperature. We have measured RRR values as high as 2000 for some of our ultra-pure Ta crystals [34]. By contrast, the best RRR values obtained for thin films grown epitaxially is about 100 [35]. In principle, one can use superconducting crystals to scale up the absorber size considerably while maintaining the same diffusion time across the device. These crystal-based detectors therefore have the potential to provide high spectral resolution and high efficiency throughout the X-ray band and even into the lower-energy gamma-ray band, perhaps as high as 500 keV. These detectors can in principle be much larger than any of the current cryogenic X-ray detectors [20].

Photons absorbed in the Ta break up the Cooper pairs and create large number of quasiparticles and phonons. By attaching quasiparticle traps and thin-film sensors to the surface of the crystals we can measure both the quasiparticles and phonons and thus determine the energy of the absorbed photons. By measuring signals from different sensors at different locations on the crystal, we can unfold the position where the photon was absorbed [36, 37].

We are exploring the use of sensors based on superconductor insulator superconductor (SIS) tunnel junctions, superconductor insulator normal metal (SIN) tunnel junctions and superconducting transition-edge sensor (TES) for our crystal-based detectors. There are different fabrication issues for each sensor, as well as different operating characteristics. It is not yet clear which one will work best for this application. We therefore plan to test all three types in optimizing this detector.

To prepare the Ta crystals, we first cut slices of a few mm thick by EDM (spark erosion). We then polish the surface of the crystals mechanically, and then chemically etch the surface to remove damage from polishing and to further reduce the roughness. The etching solution is as follows: 25 ml HF (40%) : 25 ml HNO3 (65%) : 25 ml H2SO4 (96%) : 2 ml H2O [38]. We found that the surface roughness after the chemical polish depended very strongly on the exact composition of the etchant. The initial removal rate with this recipe is about 20 μm per minute, but quickly drops to a lower level. After eight minutes of etching, a total of 100 μm is removed from the surface. Typical samples have a roughness of 4.3 Årms for a 10 × 10 μm² area. After the chemical polishing the surface is covered with a thin layer of photoresist and rectangular pieces are cut from the disks using an EDM. These samples are then cleaned and again chemically etched with the same etchant for 2-3 minutes to remove the crystal damage due to the EDM. In the future we will also re-anneal the crystals to remove interstitial gases that were introduced in processing. We have recently completed an ultra-high vacuum annealing furnace for this purpose.

We have tried several different approaches to fabricating Al/Al2O3/Al tunnel junctions on the surface of superconducting crystals [34, 39]. A schematic cross-section of our successful Al/Al2O3/Al tunnel junctions on the surface of a 2 × 6 × 12 mm³ Ta crystal is shown in Fig. 22. All the metal films were deposited by dc magnetron
sputtering and structured using BeCu shadow masks. A 200 nm-thick Al base film was deposited and then oxidized for 30 minutes at 1.0 Torr, after which a 200 nm thick Al counter electrode was deposited. A 750 nm thick layer of SiO$_2$ is then deposited by rf magnetron sputtering with contact holes defined by means of lift-off. Al wiring layers are then deposited and the junctions are contacted by ultra-sonic wire bonding.
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Fig. 22. SIS junction fabrication on Ta crystal.

The area of the junction is $100 \times 100 \ \mu$m$^2$, and the measured normal resistance $R_N$ is 1.21 $\Omega$. We use the ratio of $R_p$, the dynamic resistance in the sub gap region, to $R_N$, the normal state resistance of the tunnel junction, to parameterize the junction quality. This junction had a quality factor of $2 \times 10^5$, comparable to that of similar junctions fabricated on a Si substrate.

Due to the proximity effect of the Ta crystal on the 200 nm-thick Al base electrode, we measured a sum-gap voltage of 440 $\mu$eV, compared to the 170 $\mu$eV for the Al counter electrode. We measured the I-V characteristics at different applied magnetic fields and found that the critical field of the Al base electrode was 20 mT, compared to 10 mT for the Al counter electrode. Thus, for applied magnetic fields between 10 mT and 20 mT the Al/Al$_2$O$_3$/Al junction on a Ta crystal behaves as an SIN tunnel junction with a superconducting base electrode and a normal counter electrode. To suppress the supercurrent a magnetic field of about 5 mT was needed.

For the fabrication of the TES devices we prepared the Ta crystals in the same way described above. The TES films were deposited by DC magnetron sputtering and structured by means of lift-off. They are $0.5 \times 2.0 \ \text{mm}^2$, and positioned on the edges of the crystal. The thicknesses of the Cu and Al films are 35 and 55 nm respectively. The TES films have a normal resistance $R_N$ of 1.3 $\Omega$ and a transition temperature of 90 mK. The transition width was less than 1 mK.

The structures described above demonstrate that we have successfully fabricated high-quality TES and SIS sensors on the surface of small Ta crystals. These structures, however, do not yet have all the proper trapping layers to operate as actual detectors. Now that our fabrication techniques have been defined, we will begin fabricating more complete detectors with several different designs. Quasiparticles will be trapped by either an Al or normal-metal layer. For the largest devices, we intend to diffusion bond thin Al crystals to the Ta crystal. The quasiparticles would then be trapped further in a thin-film of normal metal. The resultant heating of the normal metal films would be measured TES or SIN sensor.

8 Transition-Edge Sensors

A TES is typically made of a thin film of low $T_c$ superconductor which is operated in the transition between the superconducting and normal states. In the phase transition, resistance increases sharply with increasing temperature. This makes the TES a very sensitive thermometer that can be used to measure the hot electrons in a normal metal [40]. The sensitivity of the TES is usually described in terms of the parameter $\alpha$, which is the normalized resistance change for a temperature change at the operating point.

$$\alpha = \frac{T}{R} \frac{dR}{dT}.$$  \hfill (6)

In practice, $\alpha$ is typically measured with very low currents where the resistance rises sharply with temperature. In operating a sensor, however, one typically biases the device with much more current, often enough to raise the temperature of the device significantly above the bath temperature.

We have developed a new model describing the TES. This model includes the current dependence of the TES resistance in addition to its temperature dependence [41, 42]. Based on our model, we derive new expressions for the theoretical limiting energy resolution of TES calorimeters and the pulse shape. We describe conditions under which the devices operate in a stable, unstable, or oscillatory fashion. Our theory is a generalization of bolometer theory, but the derivation is simpler than that presented by Jones [43], Mather [44] and Moseley et al. [45] because we proceed more directly by linearizing the differential equations, rather than using complex impedance formalism.

A TES is held at equilibrium on the transition by applying a dc voltage across it and by thermally grounding it to a cold bath so that Joule heating balances cooling into the bath. An illustration of the thermal and electrical circuits is shown in Fig. 23. Under a voltage bias, the electrical current through the device decreases with increasing resistance. Therefore, heating of the device drives the current down. The decrease in current is measured with a sensitive dc SQUID ammeter, and the pulse heights are approximately proportional to the energy in the events. Excellent performance has been demonstrated.
with an X-ray microcalorimeter based on a TES coupled to a normal metal film [19].
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Fig. 23. The thermal (left) and electrical (right) circuit.

The TES is typically connected to a bias circuit as illustrated in Fig. 23. If the resistance of the shunt resistor, $R_s$, is chosen to be small compared to resistance of the TES, $R(J, T)$, the circuit biases the TES with a voltage bias. And, if $R_s$ is large resistor in series with the voltage source, this part of the circuit functions as a voltage divider, reducing the applied voltage to a voltage suitable to bias the TES. If $R_s \gg R(I, T)$ the TES is current biased.

In practice, the inductance of the circuit, $L$, is dominated by the inductance coil of the dc SQUID array current amplifier, which is in series with the TES. The SQUID measures the current, $I$, through the TES. The electrical circuit is described by the following equation:

$$L \frac{dI}{dT} = \frac{V_{in}R_s}{R_s + R_s} - I \left( \frac{R_s}{R_s + R_s} + R(I, T) \right). \quad (7)$$

We have assumed that the wires connecting the SQUID to the TES are superconducting. For simplicity, we have neglected parasitic resistances.

The thermal circuit is also illustrated in Fig. 23. The TES is thermally connected to an absorber and to a cold bath at a temperature, $T_{bath}$. In this model, we assume that the TES and absorber can be regarded as having a common temperature, $T$, and heat capacity, $C(T)$. This is true if the TES and absorber thermally equilibrate on a time scale that is fast compared to the cooling time of the TES, and fast compared to the characteristic time constant of the electrical circuit, $\tau_{el}$ (defined in Eq. 10). In this case, the TES and absorber can be regarded as equilibrating instantaneously.

In this model, the thermal circuit is described by the following equation:

$$C(T) \frac{dT}{dt} = P_J(I, T) - P_c(I, T) + P_{abs}(t) \quad (8)$$

where $P_J(I, T) = I^2R(I, T)$ is the Joule Heating due to the voltage bias. And, $P_c(I, T)$ is the power of the cooling into the cold bath. $P_{abs}(t)$ is the input power caused by an event deposing an energy $E$, at time $t = t'$, giving a power $P_{abs}(t) = E \delta(t - t')$.

The cooling of the TES is typically limited by the electron-phonon coupling, which is described by a power law: $P_e(T) = \Sigma \Omega_{T_E S}(T^N - T_{bath}^N)$ where $\Omega_{T_E S}$ is the volume of the film where electron-phonon interaction is dominant. The constants $\Sigma$ and $N$ are material dependent parameters; for a normal metal like silver, $N = 5$ in the 50 to 100 millikelvin range [46].

In order to derive simple analytical expressions for pulse shape, noise, and energy resolution, it is necessary to simplify the differential equations that describe the TES microcalorimeter. Near equilibrium, $(I_0, T_0)$, Eqs. 7 and 8 can be approximated by coupled linear partial differential equations:

$$\frac{d}{dt} \left( \delta I \right) = \left( \frac{\tau_{el}^{-1} - A}{B} \right) \delta I - \frac{\tau_{th}^{-1}}{B} \delta T \quad (9)$$

where $\delta I = I - I_0$, and $\delta T = T - T_0$. The linearized equations are obtained by taking the Taylor expansion of the Eqs. 7 and 8 about the equilibrium point, and then neglecting terms with order higher than first order. The matrix contains a number of constants, which represent coefficients in the Taylor expansion. We now define these coefficients and describe their physical meaning.

The electric time constant, $\tau_{el}$, gives the response time of the electrical circuit, which is limited by the inductance $L$. It measures how quickly the electric circuit can respond to changes in the TES.

$$\tau_{el} = \frac{1}{L} \left( \frac{R_R}{R_R + R_0} + I_0 \right) \left[ \frac{\partial R(I, T)}{\partial I} \right]_0 \quad (10)$$

The thermal time constant $\tau_{th}$, gives the time scale of thermal changes in the TES.

$$\tau_{th} = \tau_{j} - \tau_{el}^{-1} \quad (11)$$

The thermal time constant in turn depends on two other time constants. The cooling time constant, $\tau_{cool}$, represents the characteristic time scale of the cooling into the cold bath.

$$\tau_{cool} = \left[ \frac{\partial}{\partial T} \left( \frac{P_c(T)}{C(T)} \right) \right]_0 \quad (12)$$

The Joule heating time constant, $\tau_j$, measures the time scale of changes in the Joule heating due to temperature perturbations.

$$\tau_{j} = \frac{1}{I_0^2} \left[ \frac{\partial}{\partial T} \left( \frac{R(I, T)}{C(T)} \right) \right]_0 = \tau_{cool} \frac{\alpha'}{N} \left( 1 - \frac{T_{bath}^N}{T_0^N} \right) \quad (13)$$

where the approximation holds in the case when $C(T)$ is constant, and $\alpha'$ is the steepness of the transition at the operating point.

$$\alpha' = \frac{1}{R_0} \left[ \frac{\partial R(I, T)}{\partial T} \right]_0 \quad (14)$$

Note that $\alpha'$ in Eq. 14 is not the same as commonly used $\alpha$ in Eq. 6. The constant $\alpha'$ is the partial derivative of the TES resistance with respect to temperature and evaluates at the operating current $I_0$. Typically $\alpha'$ will be smaller than $\alpha$. 

B6
The thermal time constant may be either positive or negative, depending on whether or not Joule heating effects dominate over the cooling. If \( \alpha' \) is much larger than one, then the Joule heating time usually dominates.

The cross terms in Eq. 9 are defined as follows:

\[
A = \frac{I_0}{L} \left[ \frac{\partial R(L,T)}{\partial T} \right]_0 = \frac{I_0}{L} \frac{R_0}{T_0} \alpha' \tag{15}
\]

\[
B = \frac{1}{C(T_0)} \left[ \frac{\partial P_j(L,T)}{\partial t} \right]_0 \tag{16}
\]

The product of the cross terms describe the strength of the coupling between the electrical and thermal parts of the system. So we define the electro-thermal feedback time constant \( \tau_{el}^2 = AB \).

The coupled equations in Eq. 9 can be solved by standard methods. The solution can then be used to describe the reaction of the system to a sudden temperature rise \( \Delta T = E/C(T) \). The eigenvalues of the matrix in Eq. 9 give the negative reciprocal of the rise time and decay time of the measured current pulse. The eigenvectors indicate the path of the recovery in the \( I, T \) plane, as is shown in Fig. 24. The eigenvalues must both be negative for the device to operate in a stable fashion. If \( \tau_{sh} > 0 \), i.e. \( \tau_{cool} > \tau_J \), this results in the following constraints:

\[
\tau_{sh} > \tau_{el} \tag{17}
\]

\[
\tau_{sh} \tau_{el} > \tau_{eff} \tag{18}
\]

And to avoid oscillations, the eigenvalues must be real requiring:

\[
\left( \tau_{sh}^{-1} + \tau_{el}^{-1} \right)^2 > 4 \tau_{eff}^2 \tag{19}
\]

The thermal time constant \( \tau_{th} \) is much larger than \( \tau_{el} \), and the power spectra of the Johnson and thermal noise \( \text{NEP}(\omega) \) are

\[
\Delta F_{FWHM} = 2.35 \sqrt{\tau_{sh} \text{NEP}_{JN}(0) \text{NEP}_{PN}(0)} \tag{24}
\]

In the ideal case, the Johnson noise and the phonon noise dominate over other forms of noise due the experimental set up: \( \text{NEP}(\omega) = \text{NEP}_{JN}(\omega) + \text{NEP}_{PN}(\omega) \). The energy resolution of device, when optimally filtered, is given by an integral of the noise equivalent power [47]. This yields

\[
\Delta E_{FWHM} = 2.35 \frac{1}{\alpha'} \sqrt{\frac{N}{2}} \left( 1 + \frac{T_{bath}^2}{T_0^2} \right) \tag{25}
\]

The limiting energy resolution in Eq. 25 is similar in form to the expression derived previously by Irwin [48]. There are, however, several differences. The most important difference is that \( \alpha' \) (Eq 14) appears here rather than \( \alpha \) (Eq. 6). As described above, \( \alpha' \) is evaluated at the operating current with the current held fixed, and is typically smaller than \( \alpha \) measured at very low currents. In practice measuring \( \alpha' \) is not easy it requires a second sensitive thermometer coupled strongly to the TES. The result in Eq. 25 holds over a large range in bias conditions as the stability conditions in Eqs. 17, 18 and 19 are met. For large values of \( \alpha' \), this will generally require \( R_s < R(I, T) \). A more complete description of this model, including the full dynamical solution and the effects of amplifier noise is in preparation [49].

Acknowledgments

We would like to thank Henry Benner, David Horn, Feng Zhong and Joe Jaklevic at LBNL for their assistance with the mass spectrometer measurements. We also wish to thank Jan Batteux, Dennis Carr, Steve Cramer, Jeff
Moore and Curtis Troxel for advice and expert technical support.
This work was performed under the auspices of the U.S. Department of Energy by Lawrence Livermore National Laboratory under contract no. W-7405-ENG-48. Some experiments were performed at the Stanford Synchrotron Radiation Laboratory (SSRL) which is operated by the Department of Energy, Office of Basic Energy Sciences under contract number is DE-AC03-76SF00515. This work was also supported by NASA SBIR contract NAS5-32805, NASA UV detector development grant NAGW 3907 and NASA Innovative Research Program contract W-18,868. JBlG acknowledges additional support from the Dutch Scientific Organization NWO.

References