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Abstract

Microdefects and Self-Interstitial Diffusion in Crystalline Silicon

By

William Barthélémy Knowlton

Doctor of Philosophy in Engineering-
Materials Science and Mineral Engineering

University of California, Berkeley

Professor Eugene E. Haller, Chair

In this thesis, a study is presented of D-defects and self-interstitial diffusion in silicon using Li ion (Li\(^+\)) drifting in an electric field and transmission electron microscopy (TEM). Obstruction of Li\(^+\) drifting has been found in wafers from certain but not all FZ p-type Si. Incomplete Li\(^+\) drifting always occurs in the central region of the wafers.

This work established that interstitial oxygen is not responsible for hindering Li\(^+\) drifting. The O\(_i\) concentration was measured (\(-2\times10^{15}\) cm\(^{-3}\)) by local vibrational mode Fourier transform infrared spectroscopy and did not vary radially across the wafer.

TEM was performed on a samples from the partially Li\(^+\) drifted area and compared to regions without D-defects. Precipitates were found only in the region containing D-defects that had partially Li\(^+\) drifted. This result indicates D-defects are responsible for the precipitation that halts the Li\(^+\) drift process. The precipitates were characterized using selected area diffraction (SAD) and image contrast analysis. The results suggested that the precipitates may cause stacking faults and their identity may be lithium silicides such as Li\(_{12}\)Si\(_5\) and Li\(_{13}\)Si\(_4\). TEM revealed a decreasing distribution of Li
precipitates as a function of Li$^+$ drift depth along the growth direction. A preliminary model is presented that simulates Li$^+$ drifting. The objective of the model is to incorporate the Li precipitate density distribution and Li$^+$ drift depth to extract the size and capture cross-section of the D-defects.

Nitrogen (N) doping has been shown to eliminate D-defects as measured by conventional techniques. However, Li$^+$ drifting has shown that D-defects are indeed still present. Li$^+$ drifting is able to detect D-defects at concentrations lower than conventional techniques.

Li$^+$ drifting and D-defects provide a useful means to study Si self-interstitial diffusion. The process modeling program SUPREM-IV was used to simulate the results of Si self-interstitial diffusion obtained from Li$^+$ drifting experiments. Anomalous results from the Si self-interstitial diffusion experiments forced a re-examination of the possibility of thermal dissociation of D-defects. Thermal annealing experiments that were performed support this possibility. A review of the current literature illustrates the need for more research on the effects of thermal processing on FZ Si to understand the dissolution kinetics of D-defects.
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1. D-defects as Studied by Li Ion Drifting and Transmission Electron Microscopy

1.1 Introduction

Ultra large scale integration (ULSI) technology requires ultra-thin device oxides with excellent breakdown integrity. Incorporation of native defects from the Si substrate during oxide growth has been shown to affect the integrity of the oxide [Abe and Kato, 1992, 4; Ammon, et al., 1994, 10; Suga, et al., 1993, 102] Deterioration of the gate oxide due to defects in the Si substrate has been presented by Itsumi and Kiyosumi, [Itsumi and Kiyosumi, 1982, 58] Recent studies of DRAM devices have indicated degradation of the dielectric breakdown voltage of thermally grown ultra-thin oxides [DiMaria, et al., 1993, 26; Dumin, 1995, 28; Ling, 1994, 67; Triplett, 1994, 106]

Several studies have correlated D-defects, believed to be vacancy clusters, with poor gate oxide integrity. D-defects exist mostly in the central region of some floating zone (FZ) and Czochralski (CZ) grown Si crystals. [Abe, et al., 1982, 1; Roksnoer and van den Boom, 1981, 91] Abe and Kato as well as others have shown a relationship between the presence of D-defects and the degradation of the dielectric breakdown voltage of gate oxides. [Abe and Kato, 1992, 4; Ammon, et al., 1994, 10; Suga, et al., 1993, 102] Furthermore, the crystal originated particle (COP) technique was used to show that poor gate oxide integrity is indeed related to D-defects. [Ravi and Wijaranakula, 1996, 88; Suga, et al., 1993, 102; Yamagishi, et al., 1992, 114] Detected by laser scattering tomography (LST), COPs are D-defects which evolve into etch pits created during cleaning in the standard cleaning solution NH₄OH:H₂O₂:H₂O (i.e., the SCI
clean).[Ravi and Wijaranakula, 1996, 88; Ryuta, et al., 1990, 92; Suga, et al., 1993, 102; Yamagishi, et al., 1992, 114] Park et al. and others have found D-defects incorporated into thermally grown gate oxides using transmission electron microscopy (TEM) studies.[Itsumi, et al., 1995a, 57; Itsumi, et al., 1995b, 59; Park, et al., 1995, 79; Park, et al., 1994, 80] Most recently, Ueki, Itsumi and Takeda [Ueki, et al., 1997, 107] have found D-defects in untreated (i.e., neither oxidized or annealed) bulk CZ Si. In all cases in which D-defects have been found in CZ Si, either in the bulk or at the Si/SiO₂ interface, they consist of octahedral voids of 100 to 300 nm in diameter with their walls coated with SiO₂.

The Li ion (Li⁺) drift process is sensitive to D-defects.[Walton, et al., 1993, 109; Walton, et al., 1994, 110] In the first part of this thesis, a study is presented of D-defects in floating zone (FZ) Si with many of the same characteristics described above. The D-defects are studied using Li ion (Li⁺) drifting, transmission electron microscopy (TEM) and process modeling. In the first section, a general background on D-defects is presented. This is followed by a description of Li⁺ drifting. The following three sections encompass the experimental procedures, results and discussion. First, the delineation of the D-defects by Li⁺ drifting is described. Then, D-defect reduction by silicon self-interstitial injection into the bulk and nitrogen (N) doping is discussed, and finally a TEM study of the delineated D-defects is presented. The experimental results show that D-defects can be reduced by Si self-interstitial injection. Furthermore, they indicate that N-doping does not completely eliminate D-defects and that Li⁺ drifting is a sensitive means to delineate D-defects in N-doped Si crystals. TEM results show that Li precipitation is
caused by D-defects and that precipitation halts the Li⁺ drift process. Also, the TEM results show that a precipitate density distribution exists.

1.1.1 Li ion drifting and compensation in silicon

Background

When acceptor or donor elements diffuse into n-type or p-type Si, respectively, p-n (or n-p) junctions are formed. Knowing the doping concentration in the Si and the distance of the junction from the surface, the diffusivities and concentrations of the diffusing dopant species can be determined.[Fuller, 1952, 35] Severiens and Fuller [Severiens and Fuller, 1953, 93] found diffusivities of certain ions can be determined when applying an electric field (i.e., ion drifting). Ion drifting is limited to species that are fast diffusers in the given matrix. Ion drifting experiments have been reported for Li in Si or Ge and Cu in Ge. The diffusivities (i.e., drift mobilities) are a function of temperature, p-n junction distance from the surface, electric field, and time. Each of these parameters is easily measured to within a few percent. Since interstitial Li⁺ is a donor in Si, Li⁺ drifting is used in p-type Si to compensate acceptors and form intrinsic regions. Furthermore, Li⁺ diffuses rapidly in p-type Si and Ge which allows a good diode to be formed at relatively low diffusion temperatures and in short times.[Pell, 1961, 84; Walton, et al., 1993, 109]

Li⁺ drifting has since been used extensively as a sensitive probe to determine the diffusivity of Li⁺ and to understand Li⁺ pairing interactions with various impurities including the acceptors (i.e., acceptor passivation) B, Al, Ga, and In and O.[Pell, 1960b,
Li\textsuperscript{+} also interacts with interstitial O (\(O_i\)) forming immobile LiO\textsuperscript{+} donor complexes. Therefore, only floating zone (FZ) Si crystals can be used for the Li\textsuperscript{+} compensation process because the O\(_i\) concentration in the crystals is relatively low (\(10^{15}\) to \(10^{16}\) \(cm^{-3}\)). CZ Si crystals are grown in SiO\(_2\) crucible causing an O\(_i\) concentration to be at least two orders of magnitude higher than in FZ Si crystals. With the subsequent realization that thick semiconductor (both Si and Ge) regions could be made nearly intrinsic by acceptor compensation or passivation by interstitial Li\textsuperscript{+}, a variety of wide depletion layer semiconductor devices, Si:Li and Ge:Li, were developed for the detection of energetic radiation (X- and \(\gamma\)-rays) and particles. Currently, the principal application of the Li\textsuperscript{+} compensation technique is the fabrication of Si:Li X-ray detectors. Throughout this thesis, Li\textsuperscript{+} drifting implies Li\textsuperscript{+} compensation, which is a misnomer since it is passivation that is occurring.

**Si:Li device fabrication and Li\textsuperscript{+} drift process**

The Li\textsuperscript{+} drifting process begins with the thermal evaporation of Li metal onto a lapped surface and subsequent diffusion forming a \(n^+\) region. A \(p-n\) junction is formed within the bulk where the Li\textsuperscript{+} concentration is equal to that of the original net acceptor concentration. On the opposite side of the Si wafer, the surface is etched and a thin film of Au is thermally evaporated forming a Schottky barrier. A reverse bias is applied to this \(p-n\) structure which induces an electric field across the \(p-n\) junction forcing the Li\textsuperscript{+} to drift from the Li\textsuperscript{+} rich \(n^+\) layer to the Li poor \(p^-\) region. The optimal temperature for Li\textsuperscript{+} drifting is approximately 100\(^\circ\)C. At this temperature, the \(p-n\) Si diodes still exhibit good
current voltage characteristics. The drifting Li\(^{+}\) passivate shallow acceptors producing an intrinsic region of width \(W\). The Li\(^{+}\) drifting process is shown in figure 1.1.

**Figure 1.1:** This plot shows the Li concentration profile versus the drift depth from the surface into the bulk. The initial Li diffusion profile is shown by the solid curve and the solid gray line of constant concentration denotes the acceptor concentration represented by boron. As the drift time, \(t\), increases the intrinsic region, \(W\), increases in width. After a long enough time, the intrinsic region extends across the entire wafer thickness.
Li\(^+\) drift theory

The intrinsic region growth rate is described by:

\[
\frac{dW}{dt} = \frac{\mu V}{W} \frac{W}{\tau_L}
\]

(1.1)

where \(\mu\), \(\tau_L\), and \(V\) are the Li\(^+\) mobility, the Li\(^+\) lifetime, and the applied bias, respectively. [Sher and Coleman, 1970, 94] The last term, which includes the Li\(^+\) lifetime, is a "loss term" to account for Li\(^+\) precipitation. The solution to equation 1.1 for constant \(V\), \(\tau_L\), and \(\mu\) is given by:

\[
W = W_{\text{max}} \left(1 - e^{-2t/\tau_L}\right)^{1/2}
\]

(1.2)

where

\[
W_{\text{max}} = (\mu V \tau_L)^{1/2}
\]

(1.3)

is the maximum width of the intrinsic region reached for \(t\) approaching infinity. For \(t \ll \tau\), equation 1.3 simply becomes a function of the drift time. The Li\(^+\) mean free drift time is on the order of 300 hours. This is typical for most FZ Si with acceptor concentrations of about \(10^{13}\) cm\(^{-3}\). For drift times of about 100 hours at 1 kV potential, intrinsic regions of several millimeters can be obtained.

For the case of small \(\tau_L\), \(W_{\text{max}}\) may be smaller than the physical thickness of the Si wafer resulting in incomplete Li\(^+\) drifting. Li\(^+\) drifting ceases before the full width of the wafer is passivated. This result is typical of CZ Si or FZ Si doped with large oxygen concentrations. [Pell, 1961, 84] However, this can also be the case due to microdefects as
Walton et al. have found.[Walton, et al., 1993, 109] The following section discusses this in detail.

1.1.2 D-defects in crystalline silicon

During the growth of bulk single crystal silicon intrinsic point defects are created. The point defects can agglomerate during growth into microdefects. Such microdefects present in Si include the A-defect, the B-defect, and the D-defect. The A-defect and B-defects are also referred to as “swirl” defects because of their striated distribution. The A-defects were identified by Bernewitz et al. [Bernewitz, et al., 1974, 14] and Föll and Kolbesen [Föll and Kolbesen, 1975, 33] using TEM analysis and found to be extrinsic dislocations surrounding an extrinsic stacking fault formed by the agglomeration of silicon self-interstitials. The B-defects have not been identified but they are generally believed to be the embryonic nuclei of A-defects.[Chikawa, et al., 1986, 23]

D-defects were first discovered by Roksnoer and van den Boom [Roksnoer and van den Boom, 1981, 91] using X-ray topography on FZ Si which had been decorated with Li or Cu. By performing X-ray topography on the decorated wafers cut from a FZ grown Si ingot, they found that D-defects were homogeneously distributed within the inner two-thirds of the crystal diameter. Swirl defects were distributed in the area near the periphery as shown in figure 1.2. They found that the formation of swirl and D-defects strongly depends on the growth rate and the diameter of the Si ingot. They determined that the swirl defect formation is enhanced at low growth rates and is suppressed at high growth rates. However, when they grew crystals with higher growth rates to suppress swirl defect
formation, they found that D-defect formation occurred. The results of this experiment are shown in figure 1.3.

Roksnoer and van den Boom [Roksnoer and van den Boom, 1981, 91] also performed in situ annealing by halting the pulling of the crystal during growth. They found that D-defect dissolution occurred at the liquid/solid interface at 1140°C. Furthermore, A-defects formed in the former D-defect region. TEM of the D-defect region revealed a strain-free environment without strain-induced defects (e.g., extrinsic stacking faults). Electrical characterization of the same region showed that deep level states in the band gap did not exist. Roksnoer and van den Boom postulated that dopant atoms did not initiate D-defects, since D-defects are homogeneously distributed. Doping with impurity atoms during FZ crystal growth causes the dopants to be distributed in a striated pattern due to heat convection currents apparent during crystal growth. Based on their results, they concluded that the most likely microdefect candidate is the vacancy cluster.

Following Roksnoer and van den Boom’s discovery, other investigators have provided further evidence that D-defects are vacancy agglomerates. Chikawa et al. [Chikawa, et al., 1986, 23] found that the D-defect region decreased when certain substitutional shallow dopants, that are assisted by Si self-interstitials during diffusion, were introduced into the crystal (see chapter 2). This result was attributed to Si self-interstitials recombining with vacancy clusters thereby reducing their concentration. Also, when doping with antimony, whichdiffuses via the vacancy assisted mechanism, the D-defect density increased. Chikawa et al. proposed that supersaturation of vacancies resulted in an increase in D-defect density.
Correlating with the aforementioned findings, Abe et al. [Abe and Kimura, 1990, 5] found that oxidation of FZ Si, which leads to Si interstitial injection (see appendix 4.1) into the Si lattice, decreases the D-defect region. Conversely, the nitridation of FZ Si, which causes the injection of vacancies into the Si lattice, increases the extent of the D-defect region.

D-defects have been delineated by Li\textsuperscript{+} drifting in some FZ Si crystals. This effect has been seen by Walton et al.[Walton, et al., 1993, 109; Walton, et al., 1994, 110] They found that in certain FZ Si crystals, the Li\textsuperscript{+} drifting would cease after the Li\textsuperscript{+} drifted approximately 1 mm in a 3 mm thick FZ Si wafer. That is, the Li\textsuperscript{+} did not fully or completely drift through the wafer. Although Li\textsuperscript{+} drifting ceased in the inner two-thirds of the Si wafer, the outer one-third of the wafer, near the periphery, Li\textsuperscript{+} drifted as normally occurs in the entire wafer. They found that Li\textsuperscript{+} drifting for drift times longer than the standard Li\textsuperscript{+} drift time (i.e., ~100 hrs at 1kV) did not increase the Li\textsuperscript{+} drift depth in the central region of the wafer. This indicates the Li\textsuperscript{+} mean free drift time, \( \tau \), is less than the drift time, \( t \), which would lead to a \( W_{max} \) (equation 1.3) less than the thickness of the wafer.

Walton et al. have shown that wet oxidation (see appendix 4.1) eliminates the D-defect region in \( p \)-type FZ Si. In their experiment, they performed Li\textsuperscript{+} drifting before and after oxidation. The wet oxidation was performed at 950\(^\circ\)C for about 100 min. The wafers that were Li\textsuperscript{+} drifted prior to oxidation did not fully Li\textsuperscript{+} drift, indicating the presence of D-defects. The thermally oxidized wafers fully Li\textsuperscript{+} drifted indicating that the D-defects were eliminated.
Walton et al. [Walton, et al., 1993, 109; Walton, et al., 1994, 110] have used the POCl₃ process on FZ Si crystals that contain D-defects which hinder Li⁺ drifting. Analogous to thermal oxidation, the POCl₃ process injects Si self-interstitials into the Si bulk. They found that the defective FZ Si completely Li⁺ drifted following the POCl₃ process. They concluded that the Si self-interstitials injected during the POCl₃ process recombined with vacancies forming the D-defects. The D-defects were eliminated and the Li⁺ drifted completely through the entire bulk.

The results presented above suggest that D-defects are vacancy agglomerations. In order for D-defects to form in Si, experiments have shown that the growth rate has to be high, suggesting that D-defects are quenched or frozen into the lattice. Vacancies have a higher concentration at high growth rates and are in quasi-equilibrium. Studies have shown that the D-defect region in both FZ and CZ Si wafers can be reduced or eliminated by both in situ and ex situ thermal annealing. In situ annealing (T>1000°C) decreases the D-defect region indicating that the defects are frozen in the lattice and thus are in a state of quasi-equilibrium analogous to vacancies.

Abe et al. [Abe, et al., 1982, 1] have shown that in situ annealing during crystal growth eliminates the D-defect region. Gräf et al. [Gräf, et al., 1996, 45] indicated that annealing CZ wafers in Ar, grown using a fast cooling rate typical of a high D-defect density, decreased the COP density. The annealing also improved the gate oxide integrity (GOI) in that the time zero (i.e., time independent) dielectric breakdown voltage of gate oxides increased.[Dumin, 1995, 28] However, since the O₁ concentration is at least two orders of magnitude greater in CZ than FZ silicon, the authors believe oxygen plays a role in COP formation. Moreover, the temperature at which annealing was performed was
not reported. Several groups have shown that a 1200°C anneal for two hours removes D-
defects. [Park, et al., 1995, 79; Ravi and Wijaranakula, 1996, 88] However, annealing was
performed in a dry oxygen ambient, so Si self-interstitial injection is most likely reducing
the D-defect concentration rather than thermal dissolution. Walton et al. [Walton, et al.,
1994, 110] have shown that thermal annealing at 950°C for 100 minutes without
oxidation or P diffusion does not reduce the D-defect concentration. Since 950°C is much
lower than 1200°C, thermal dissolution of vacancy clusters at 950°C temperature is
improbable.

Striations, usually caused by dopant atoms, are not apparent in the D-defect
region providing further evidence that D-defects are not related to dopant impurities but
are vacancy clusters. Also, vacancies produce minimal lattice distortion and TEM studies
of the D-defect region show no lattice distortion in FZ Si. The introduction of dopants
which diffuse via the interstitialcy mechanism (see chapter 2) shrinks the D-defect region
indicating that Si self-interstitials annihilate vacancies and reduces the vacancy cluster
concentration. Similarly, doping with antimony, which is vacancy assisted while
diffusing, gives rise to an increase in the D-defect region supporting the theory that the
vacancies, assisting in the diffusion process, combine with the vacancy clusters thus
increasing the D-defect region. Lastly, the effect of oxidation and nitridation,
respectively, shrinking and expanding the D-defect region, substantiates the vacancy
cluster theory since oxidation injects Si self-interstitials and nitridation injects vacancies.

Although the aforementioned experiments were performed using floating zone
(FZ) silicon, the same defects and growth rate-effects occur in Czochralski (CZ) grown
silicon. [Abe, et al., 1982, 1; Abe and Takeno, 1992, 6] D-defects have recently been
detected with TEM in CZ Si after nearly 20 years of searching. Since they have not been observed by TEM in FZ Si, it is postulated that D-defects in CZ Si are larger. [Ueki, et al., 1997, 107] Furthermore, the walls of D-defects are coated with SiO$_2$ in CZ Si inducing strain into the lattice resulting in strain contrast. Strain contrast is readily observed by TEM. This is most likely not the case in FZ Si since the oxygen concentration is two to three orders of magnitude less than in CZ Si.

**Figure 1.2:** X-ray topograph after Cu decoration of a FZ Si wafer containing both swirl (region marked "A") and D (region marked "D") defects. The "N" region is defect-free. [Abe and Kimura, 1990, 5]
Figure 1.3: The concentration of growth-induced defects as a function of FZ Si ingot growth rate for a 23 mm diameter Si ingot. The nucleation and growth of D-defects occurs at a higher growth rate than for swirl defects. As the diameter increases, the growth rate for defect formation decreases.[Roksnoer and van den Boom, 1981, 91]
1.2 Experiment and Results

Using Li\(^+\) drifting and FZ Si for the study of D-defects has several distinct benefits. The Li\(^+\) drifting process is a low temperature process, thus contamination by impurity diffusion is negligible. Furthermore, Li\(^+\) drifting can be performed in p-type Si doped as low as \(10^{12} \text{ cm}^{-3}\). Therefore, D-defect formation or decoration with dopant atoms is limited. Lastly, FZ Si has a low concentration of oxygen relative to CZ Si, and oxygen has been shown to pair with Li\(^+\) [Watkins, 1991, 111] and hinder Li\(^+\) drifting.[Pell, 1961, 84; Young, et al., 1969, 116] Hence, D-defects can be studied in a relatively clean environment with minimal interference or interaction from impurity or dopant atoms.

Li\(^+\) drifting is a very sensitive technique for delineating D-defects.[Knowlton, et al., 1995, 65] The Li\(^+\) flux and concentration in the intrinsic region are directly proportional to the acceptor concentration, \(N_a\).[Pell, 1960c, 83] Since such a low flux of Li drifts within the intrinsic region, low concentrations of defects can have a profound effect on the Li\(^+\) drift process.

For this study, a number of FZ p-type Si (<100> and <111> orientation) ingots were chosen based on previous work in which Li\(^+\) drifting was shown to be incomplete in the central region of wafers indicating the presence of D-defects. [Walton, et al., 1993, 109; Walton, et al., 1994, 110] The ingots used in this study are listed in table 1.1.

Wafers are cut from the ingots and processed into 3 mm thick wafers. After lapping with 1900 mesh alumina grit Li is evaporated on one side. The Li is diffused at 400°C for 15 minutes into the p-type wafers. After diffusion, a \(n^+p\) junction has formed. A Schottky barrier is created on the opposite side by evaporating Au on a polish etched.
surface. The Li\textsuperscript{+} ions are drifted under a reverse bias at a temperature of \(~110^\circ\text{C}\). Following Li\textsuperscript{+} drifting, the wafers are cross-sectioned and copper stained to delineate the extent of the Li\textsuperscript{+} drifted region. The copper plates out onto surfaces of regions that have been Li\textsuperscript{+} drifted. That is, the copper precipitates in the intrinsic region. The reaction is given by:

\[
\text{Cu}^+ + 1\text{e}^- \rightarrow \text{Cu}_s
\]  

(1.4)

where the subscript \(s\) denotes a solid. As seen from equation 1.4, the copper plates out in regions that provide electrons. Since the Li\textsuperscript{+} drifted region (i.e., intrinsic region) has a larger concentration of electrons than the undrifted p-type region, then the copper plates out onto the Li\textsuperscript{+} drifted region. A schematic of the copper staining method is shown in figure 1.4.

A Li\textsuperscript{+} drift profile characteristic of D-defect free wafers is shown in figure 1.5. The Li\textsuperscript{+} drift profile for the wafers containing D-defects indicates that Li\textsuperscript{+} drifting ceases approximately 1 mm from the lithiated surface. Only the central region of the wafer does not Li\textsuperscript{+} drift. Near the periphery of the wafer Li\textsuperscript{+} can be drifted through the full thickness of the wafer. This result is typical of the effect that D-defects have on Li\textsuperscript{+} drifting. It is interesting to note the similarity in the radial distribution of D-defects when comparing figure 1.5 to figure 1.2.
Table 1.1: Ingot and wafer properties of Si crystals that could not be fully $Li^+$ drifted.

<table>
<thead>
<tr>
<th>wafer properties</th>
<th>wafer position*</th>
<th>crystal growth direction</th>
<th>$Li^+$ drift direction</th>
<th>diameter (mm)</th>
<th>thickness (mm)</th>
<th>growth rate (mm/min)</th>
<th>$\tau$ (\mu s)</th>
<th>$\rho$ (\Omega\cdot cm)</th>
<th>$[B]$ cm$^3$</th>
<th>$[C]$ cm$^3$</th>
<th>$[N]$ cm$^3$</th>
<th>$[O]$ cm$^3$</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>9 mm</td>
<td>&lt;100&gt;</td>
<td>&lt;100&gt;</td>
<td>103</td>
<td>3</td>
<td>2.5</td>
<td>900</td>
<td>660</td>
<td>$\sim2\times10^{13}$</td>
<td>$&lt;2\times10^{15}$</td>
<td>$1\times10^{14}$</td>
<td>$2.2\times10^{15}$</td>
</tr>
<tr>
<td></td>
<td>41 mm</td>
<td>&lt;100&gt;</td>
<td>&lt;111&gt;</td>
<td>103</td>
<td>3</td>
<td>2.5</td>
<td>900</td>
<td>1060</td>
<td>$\sim1.5\times10^{13}$</td>
<td>$&lt;3\times10^{15}$</td>
<td>$1\times10^{14}$</td>
<td>$1.5\times10^{15}$</td>
</tr>
<tr>
<td></td>
<td>unknown</td>
<td>&lt;111&gt;</td>
<td>&lt;111&gt;</td>
<td>125</td>
<td>3</td>
<td>unknown</td>
<td>unknown</td>
<td>1200</td>
<td>$\sim1\times10^{13}$</td>
<td>$\leq5\times10^{15}$</td>
<td>unknown</td>
<td>unknown</td>
</tr>
<tr>
<td></td>
<td>unknown</td>
<td>&lt;111&gt;</td>
<td>&lt;111&gt;</td>
<td>78.74</td>
<td>3</td>
<td>unknown</td>
<td>unknown</td>
<td>1100</td>
<td>$\sim1.5\times10^{13}$</td>
<td>$\leq5\times10^{15}$</td>
<td>unknown</td>
<td>unknown</td>
</tr>
<tr>
<td></td>
<td>unknown</td>
<td>&lt;111&gt;</td>
<td>&lt;110&gt;</td>
<td>100.4</td>
<td>3</td>
<td>unknown</td>
<td>unknown</td>
<td>1700</td>
<td>$\sim7\times10^{12}$</td>
<td>$\leq5\times10^{15}$</td>
<td>unknown</td>
<td>unknown</td>
</tr>
</tbody>
</table>

*from seed end of ingot
1. Li$^+$ drift

2. X-section & Cu stain

Figure 1.4: A schematic illustration of the process of cross sectioning and copper staining of the cut face of a partially Li$^+$ drifted wafer. The copper plates out on the Li$^+$ drifted region leaving the undrifted regions stain-free. As can be seen, the central region does not copper stain indicating the presence of D-defects.
Figure 1.5: Li⁺ drift profile showing the Li⁺ drift depth as a function of distance across the 3 mm thick wafer, from the left to right wafer edge. The wafer contained D-defects and only partial Li⁺ drifting occurred within the central region of the wafer. This is shown by the circles (O). This indicates that D-defects are present in the central region of the crystal, which is similar to figure 1.1. Li⁺ drifted all the way (fully) through the peripheral region of the wafer, which indicates that D-defects are not present in this region of the crystal. In FZ p-type Si that does not contain D-defects, Li⁺ drifting occurred completely through the 3 mm thick wafer as indicated by the triangles (Δ).
1.2.1 Si self-interstitial injection by diffusion of phosphorus at high concentrations

Another method of Si self-interstitial injection is phosphorus (P) doping via diffusion from a phosphorosilicate glass formed by oxidation using the POCl$_3$ process. The POCl$_3$ process involves bubbling N$_2$ and O$_2$ gas through a liquid POCl$_3$ source. The POCl$_3$ vapor is carried into the furnace by the N$_2$ gas and reacts with O$_2$ forming phosphorus pentoxide (P$_2$O$_5$) in the vapor phase as shown in the following reaction:

$$4\text{POCl}_3(l) + 3\text{O}_2(g) \rightarrow 2\text{P}_2\text{O}_5(g) + 6\text{Cl}_2(g)$$  \hspace{1cm} (1.5)

where (l) and (g) denote the liquid and gas phase, respectively. The P$_2$O$_5$ reacts with Si which oxidizes and introduces P into the Si. This reaction is given by:

$$2\text{P}_2\text{O}_5(g) + 5\text{Si} \rightarrow 4\text{P} + 5\text{SiO}_2$$ \hspace{1cm} (1.6).

The wafer is then annealed at a temperature of 950°C for 100 min to diffuse the P from both wafer faces and into the bulk (~1 µm).

Several groups have firmly established that this process injects Si self-interstitials.[Ourmazd and Schröter, 1984, 75; Strunk, et al., 1979, 101] The reason for injection has been explained by Hu. [Hu, 1991, 53; Hu, 1994, 54] It involves the diffusivity of P and its solid solubility (i.e., the thermal equilibrium concentration of P). Hu has shown that during impurity diffusion at high concentrations, the fraction of concentration above the saturation concentration of Si self-interstitials is given by:

$$\frac{C_i(x)}{C_i^{eq}} = \frac{\frac{D_s C_i^f f_i^* + C_A(0)}{D_A}}{\frac{D_s C_i^f f_i^* + C_A(x)}}$$ \hspace{1cm} (1.7)

where $C_i^{eq}$ is the thermal equilibrium concentration of Si self-interstitials, $D_s$ is the Si self-diffusion coefficient, $f_i^*$ is its fractional interstitialcy component, $D_A$ is the effective
diffusivity of dopant atoms, $C_i$ is the concentration of Si atoms, and $C_d$ is the concentration of dopant atoms. Inspection of equation 1.9 reveals that as $C_d$ and $C_d(0)$ increase the Si self-interstitial supersaturation increases. At POCl$_3$ process temperatures (~950°C), the diffusivity of P is greater than the diffusivity of B, Ga, Sb and As, respectively and nearly that of Al. The solid solubility of P is greater than that of As, B, Sb, Ga, and Al (see for instance [Muller and Kamins, 1986, 72]). Indeed, Hu [Hu, 1994, 54] has pointed out that the number of Si self-interstitials injected during the POCl$_3$ process is an order of magnitude larger than the number injected during the thermal oxidation process.

Using the procedure outlined above, the POCl$_3$ process was performed on all crystals shown in table 1.1. After the POCl$_3$ process, the P doping layer (> 1 um) was removed from the 3 mm thick FZ $p$-type Si wafers. The wafers were processed for Li$^+$ drifting and Li$^+$ drifted. Another set of control wafers was cut from the same ingots and was Li$^+$ drifted but was not POCl$_3$ processed. The wafers were cross-sectioned and Cu stained. Typical results for the POCl$_3$ processed wafers and the control wafers are illustrated in figure 1.6. In the control wafers, only partial Li$^+$ drifting occurred within the central region verifying the presence of D-defects. In the region at the periphery of the wafer, the Li$^+$ drifts fully through the wafer thickness indicating that D-defects are not present in this region. In the wafers on which the POCl$_3$ process was performed, Li$^+$ drifting occurred completely through the 3 mm thick wafer. This result indicates that the D-defects were eliminated throughout the wafer thickness. These results have been reproduced repeatedly (see chapter 2).
Figure 1.6: A Li⁺ drift profile of a cross-sectioned and copper stained 3mm thick wafer showing the Li⁺ drift depth as a function of distance across the wafer, from the left to right wafer edge. The control wafers did not completely Li⁺ drift as shown by the circles (O). However, for the POCl₃ processed wafers, Li⁺ drifted completely through the wafer as depicted by the triangles (Δ). Hence, the D-defects have been eliminated such that Li⁺ drifting is unhindered.
1.2.2 The effect of oxygen on Li⁺ drifting

To ensure that no defects except D-defects are responsible for impeding Li⁺ drifting, the effect of oxygen on Li⁺ drifting is explored. In principle, the results mentioned above may be explained if the oxygen concentration in the central region of the wafers is sufficiently large to hinder Li⁺ drifting. Interstitial oxygen (Oi) and lithium form immobile LiO⁺ donor complexes.[Pell, 1961, 84; Watkins, 1991, 111] Local vibrational mode spectroscopy (LVM) has been used to measure the oxygen concentration across the wafers before Li⁺ drifting.

Wafers, 3 mm thick, were cut from several ingots and were lapped with 1900 grit alumina. A 2 mm wide strip was cut from central region of the wafer across the diameter. The 2 mm wide, 3 mm thick, diameter long strip was cut into approximately 2 mm long sections. These quadratic samples were chemomechanically polished. The Oi concentrations was assumed to exhibit a radial dependence.[Ammon, et al., 1994, 10; Ono, et al., 1995, 73] The LVM measurements were performed at low temperatures (~10 K) using a high resolution (~0.2 cm⁻¹) Bomem or Digilab FTIR instrument and a liquid He cooled cryostat. The Oi concentration was determined from the calculated absorption line area and the temperature dependent calibration constant.[Pajot, 1977, 76; Pajot, 1995, 77]

The results showed that the Oi concentration did not vary measurably across the wafer. A typical transmittance spectrum is shown in figure 1.7. The arrow points to the vibrational mode line of Oi. The inset shows an enlarged view of the vibrational spectrum. This spectrum is representative of all the samples measured. The Oi concentration was calculated for each sample using the method outlined in appendix 4.1.
Figure 1.7: The transmittance spectrum of a FZ Si sample is plotted as a function of wavenumber (proportional to photon energy, $h\nu$). The arrow indicates the position of the local vibrational mode of interstitial oxygen. The inset plot shows the spectrum magnified over a narrower frequency range. The temperature of the sample at which the measurements were taken was about 9.5 K. The resolution of the spectrometer used in this experiment was 0.2 cm$^{-1}$. ($8.06$ cm$^{-1} = 1$ meV; $1$ cm$^{-1} = 10^4/\lambda$(\mu m))
Figure 1.8: The oxygen interstitial concentration is shown as a function of radial position across several 100 mm in diameter FZ Si wafers. The concentrations were calculated from the measured vibrational spectra of samples taken from the wafers. The same temperature and resolution were used as stated in figure 1.7. For information concerning the Si crystals listed in the legend, refer to table 1.1.
Figure 1.8 is a plot of the $O_i$ concentration with respect to the radial position of each sample. The results for several wafers are included on the plot. As can be seen, the $O_i$ concentration is about $2 \times 10^{15}$ cm$^{-3}$ and does not vary radially.

Since the $O_i$ concentration in the central region of the wafers is the same as in the wafer periphery as shown in figure 1.8, then oxygen is not responsible for hindering Li$^+$ drifting. Hence, the only currently viable explanation for hindering Li$^+$ drifting in the central region of the wafers is the presence of D-defects. In fact, many researchers have reported an accumulation of D-defects in the central region of Si crystals.[Abe and Kimura, 1990, 5; Abe and Takeno, 1992, 6; Ammon, et al., 1996, 9; Chikawa, et al., 1986, 23; Kitano, 1991, 63; Roksnoer, 1984, 90; Takeno, et al., 1992, 104; Yamagishi, et al., 1992, 114] In summary, this result indicates that the defects responsible for hindering Li$^+$ drifting are most likely D-defects.

### 1.2.3 The effect of nitrogen doping on D-defects

Several authors have suggested that nitrogen (N) doping of Si during crystal growth inhibits the formation of D-defects. [Abe, et al., 1986, 2; Ammon, et al., 1994, 10; Yamagishi, et al., 1992, 114] In this section, results are presented from a study using Li$^+$ drifting to test this hypothesis.
Background

In N-doped Si in which N – O interaction is minimal, N interstitial pairs (N'\text{\textsubscript{i}}) having C\textsubscript{2h} symmetry are the dominant defect.[Jones, et al., 1994, 60; Rasmussen, et al., 1995, 87; Stein, 1985, 97] In the D-defect rich region, N pairs are thought to be incorporated into vacancies forming complexes.[Abe, et al., 1986, 2] It has been suggested that the apparent disappearance of the D-defect region in N doped Si is attributed to the interaction between Si self-interstitials with the N-vacancy (N-V) complexes forming N\textsubscript{i} pairs and annihilating vacancies.[Abe and Kimura, 1990, 5; Ammon, et al., 1994, 10]. The reactions are given by:

\[ N'_i + V \rightarrow N'_{\text{sub}} \]  \hspace{1cm} (1.8)

and

\[ N'_{\text{sub}} + I \rightarrow N'_i \] \hspace{1cm} (1.9)

where \( N'_i \) and \( N'_{\text{sub}} \) are the interstitial and substitutional nitrogen pairs, respectively. From the overall reaction, it can be seen that the vacancy is annihilated by a Si self-interstitial.

To better understand the results of the various authors, it is important to understand the methods used to detect D-defects and their limitations. Cu decoration in conjunction with X-ray topography and X-ray absorption fine structure (XAFS) of FZ Si wafers has been successfully used to reveal a region of A-defects near the wafer periphery and D-defects in the central region of the wafer.[Kitano, 1991, 63; Roksnoer and van den Boom, 1981, 91] However, Cu decoration requires high temperature processing (~1000°C), potentially giving rise to unwanted thermally activated processes.
For this reason, other techniques, not requiring high temperature cycles, have been developed to identify the distribution of point defect agglomerates in Si wafers.

Yamagishi *et al.* have demonstrated that clusters of point defects can be revealed in Si wafers by using a Secco etch and examining the surface morphology of the resultant patterns with optical microscopy.[d'Aragona, 1972, 25; Yamagishi, et al., 1992, 114] The surface morphology of the A-defect region is striated while the D-defect region shows flow-like patterns called flow pattern defects (FPDs). The FPD region has been shown to correlate well with the D-defect regions revealed by the Cu decoration technique. The Secco etch technique depends on careful etching of the wafer and some interpretation of the observed FPDs.

Regions with a high concentration of crystal originated particles (COPS) have been well correlated with the D-defect regions revealed by Cu decoration. The COPS test originated from the observation that extended cleaning of Si wafers in the SC1 solution (section 1.1) led to an increased particle count as detected by laser particle counting (LPC). The use of the COPS test for detecting D-defects is dependent on the etching process, wafer cleanliness, and a well calibrated LPC system.[Ryuta, et al., 1990, 92]

The three diagnostic techniques described above give indirect evidence of the poor gate oxide integrity (GOI) of devices, indicating poor device yield, noted earlier. A direct approach to the question of device yield is to actually fabricate and test simple MOS devices. The GOI test does this by determining the dielectric breakdown voltage (DBV) of simple MOS diodes (e.g., [Triplett, 1994, 106]). Abe and Kimura [Abe and Kimura, 1990, 5] have shown that a possible correlation exists between FPDs and poor GOI. They postulated that a low DBV in SiO₂ was caused by D-defects. This result was
collaborated by other researchers.[Armon, et al., 1994, 10; Yamagishi, et al., 1992, 114; Yamagishi, et al., 1994, 115] A correlation between COPS and poor GOI was found to support the suggestion that D-defects cause poor gate oxide integrity.[Abe and Takeno, 1992, 6; Yamagishi, et al., 1992, 114] Finally, the GOI procedure also requires high thermal processing and therefore suffers from the same difficulty as the Cu decoration technique.

Experimental procedure, results and discussion

To explore the effects of N used during crystal grown on Li+ drifting several 3 mm thick, 103 mm diameter, B and N doped <111> p-type FZ Si wafers were cut from an ingot grown by Wacker-Chemitronic which successfully passed their GOI tests. To test GOI, the time zero dielectric breakdown voltage (DBV) of MOS devices is measured. A range of time zero DBVs exist which corresponds to various mode failures. For instance, a DBV of greater than 8MV/cm corresponds to a C mode failure. Table 1.2 lists the failure modes coinciding with DBVs.

In the wafers used in this experiment, the concentration of N, C, and O was \(3 \times 10^{14} \text{ cm}^3\), \(\leq 5 \times 10^{15} \text{ cm}^3\), \(2 \times 10^{15} \text{ cm}^3\), respectively (see table 1.1). Furthermore, the resistivity was 1250 \(\Omega \text{ cm}\), the lifetime was 900 \(\mu\text{s}\), and the growth rate was 2.5 mm/min. Each wafer was cut radially through the center into several 11 mm\(^2\) square samples. To determine the radial driftability of the wafer, four pairs of samples, with each pair spatially equivalent, were taken starting at the center and moving to the wafer edge as shown in figure 1.9. Sample pairs were used to assess reproducibility. Following the
thermal evaporation of a Li metal film, diffusion of Li was performed. Each sample was
Li\^+ drifted. The regions in which Li drifting was performed in the cut samples are shown
as shaded squares in figure 1.9. The samples were cut in half and copper stained to
measure the Li\^+ drift depth profile (i.e., drift depth with respect to the radial distance
from the wafer center).

| Table 1.2: Types of time zero DBV failures [Ammon, et al., 1994, 10] |
|---|---|---|---|---|
| Failure Mode | A mode | B\(^-\) mode | B\(^+\) mode | C mode |
| \(E \text{ (MV/cm)}\) | \(<1\) | 1-5 | 5-8 | \(>8\) |

\(^*\)Note: C\(^-\) and C\(^+\) mode failures exist with the range of \(E\) that C has, but their hold times
differ.

The results of copper staining of the cut samples are shown in figure 1.10. The Li\^+ drift depth is given as a function of radial distance across the wafer. For the sample pairs from the central region, the Li\^+ drifts less than half of the way through the sample. Approximately 22 mm from the wafer edge, the Li\^+ drift depth increases significantly. Li\^+ drifting is complete about 12 mm from the edge. Reproducibility is apparent between sample pairs.

From figure 1.10, a correlation between Li\^+ drift depth and radial distance from the wafer center becomes evident. The abrupt increase in Li\^+ drift depth 12 mm from the wafer edge indicates a circular border separating an outer driftable from an inner predominantly undriftable region. This same pattern was seen in wafers containing D-defects as described in the preceding section. Comparing the results in the preceding section to those reported here, good agreement exists between the undrifted region in figure 1.10 relative to figures 1.5 and 1.6. The undrifted regions of both the N doped and
undoped FZ Si are similar indicating that the N doping has not completely removed the D-defects. Furthermore, these results correlate well with the poor GOI regions reported by von Ammon et al. on similar non-N doped FZ Si wafers.[Ammon, et al., 1994, 10]

The results indicate that, although N reactions following equations 1.8 and 1.9 may take place, the D-defect regions are still present. In other words, the concentration of D-defects has been reduced below the detection limits of typical detection techniques used to determine the presence of D-defects. These techniques include X-ray topography or XAFS of Cu decorated Si wafers, optical microscopy of a Secco etched Si surface, LPC of a Si surface after an extended SC1 clean, and voltage stressing of patterned oxidized Si wafers. Although X-ray topography of Cu decorated crystals and GOI tests are more sensitive than the etching techniques that reveal D-defects via the creation of FPD and COPS, they are not nearly as sensitive as the Li⁺ drifting method.

Subsequent to the results reported here, several companion samples from this N doped crystal were subjected to the POCl₃ procedure discussed in the previous section. These samples could be Li⁺ drifted through the entire wafer with the results similar to those obtained in the section on the POCl₃ process. Two points can be made in response to the cessation of Li⁺ drifting in the central region of N doped FZ Si and the success of the POCl₃ process of N doped FZ Si. First, Li⁺ drifting is a more sensitive means to detect D-defects than other techniques used to delineate D-defects, and second, a very likely cause for the undriftability of the central region in the N doped FZ Si are D-defects. Transmission electron microscopy results of Li⁺ drifted N doped samples are presented in section 1.3.2.
Figure 1.9: The pairs of samples which were drifted are labeled 1 through 4. Due to detector fabrication restraints, the shaded areas are the regions that are Li$^+$ drifted.
Figure 1.10: $\text{Li}^+$ drift depths shown for samples pairs 1-4 as illustrated in figure 1.9. The results are analogous to figure 1.5 and 1.6.
1.3 Preliminary TEM Study of the Partially Li\textsuperscript{+} Drifted D-defect Region

Although D-defects are known to impede Li\textsuperscript{+} drifting, it is not known how or why they hinder the Li\textsuperscript{+} drifting process. Precipitation of Li\textsuperscript{+} is a reasonable hypothesis since vacancy clusters provide a suitable site for precipitates to form. To examine this hypothesis, an exploratory TEM study was conducted. In this section, general background information on TEM is given first. Next, the experimental procedure, results and discussion are presented.

1.3.1 General TEM background

TEM is a powerful analytical tool used in the characterization of a wide variety of materials. The great strength of TEM is that it provides access to information down to the atomic level in real and reciprocal space using the same instrument. Furthermore, it offers the ability to filter the information in one space and observe the effect in the other space.

In TEM, electrons are accelerated to an energy between a few tens of keV to over 1 MeV and pass through the thin sample (~100 Å to 10 μm thick) to be investigated. The electrons are focused electromagnetically. The electron image is filtered in real and reciprocal space with apertures placed in the electron beam at appropriate foci. The wave-like nature of the incident electrons (and all electrons) gives rise to diffraction effects from periodic potentials in the material. A crystal will therefore act like a diffraction grating resulting in well defined maxima in reciprocal space. The transmitted beam and diffracted beams can be used to form an image in several ways.
The two types of imaging that can be used are low magnification (< x100,000) diffraction contrast and high magnification (≥ x100,000) phase contrast. In low magnification diffraction contrast, usually either the transmitted or a single diffracted beam is used to form the image. Bright field (BF) images are formed using the transmitted beam while dark field (DF) images are formed with the diffracted beam. These images contain information about crystal orientation and perfection, and they are commonly used to investigate the structure of extended crystal defects (e.g., dislocations, stacking faults, precipitates, etc.). Diffraction contrast images are obtained from crystals as thick as several micrometers.

In phase contrast, many diffracted beams are used together with the transmitted beam to generate an image. The image contains periodic fringes corresponding to the projected planar spacings of the crystal. Phase contrast images are usually taken along high symmetry directions containing several low index planes. Phase contrast is applicable only to very thin (~ 100 Å) specimens. For a full discussion of phase contrast imaging, refer to the references of Loretto and Thomas.[Loretto, 1984, 68; Thomas and Goringe, 1979, 105]

Understanding image contrast requires knowledge of diffraction theories. If multiple scattering of a diffracted electron beam occurs, then dynamical theory must be used. The much simpler kinematic theory is used if single scattering of an electron beam can be assumed. Kinematic theory is valid for thin specimens and weak scattering (diffraction) of electrons. If the crystal is oriented with respect to the incident electron beam such that only one diffracted beam is excited, then the two beam approximation (two beam condition) is presumed.[Hull and Bacon, 1984, 55] This further simplifies the
analysis of diffraction contrast images. A full discussion of diffraction contrast is beyond the scope of this thesis.

1.3.2 Experimental procedure, results and discussion

TEM was performed on samples taken from the region in which Li$^+$ drifting was hindered. These results were compared to TEM results obtained from wafers that are D-defect free that have and have not been Li$^+$ drifted. Furthermore, comparisons were made to TEM results acquired from samples taken from the Li$^+$ drifted near periphery region of wafers containing D-defects. Recall that the near periphery region of D-defect containing wafers fully Li$^+$ drift indicating that D-defects do not exist near the crystal periphery (see figure 1.5).

Sections were cut from a wafer in the partially Li$^+$ drifted region caused by D-defects and also the near periphery fully Li$^+$ drifted region. Sections were also cut from both undrifted and Li$^+$ drifted wafers that did not contain D-defects. Samples, 3 mm in diameter, were cored with an ultrasonic cutting tool from the sections. TEM samples were prepared from the cores by etching with a HF:HNO$_3$:H$_2$O solution until they were electron transparent. TEM was performed on samples from each region using bright field (BF) imaging conditions. The results from each region were compared.

The TEM results from the samples taken from the region in which Li$^+$ drifting was impeded show the presence of precipitates. The precipitates are readily discernable in the BF micrograph in figure 1.11. This is not the case for the samples taken from the Li$^+$ drifted near periphery region of wafers containing D-defects. TEM results on these
samples do not show precipitates. The BF micrograph (figure 1.12) is typical of the TEM results obtained from Li\(^+\) drifted, as well as undrifted, wafers that are D-defect free. Precipitates were not observed in these samples either.

The results indicate that D-defects inhibit the Li\(^+\) drifting process by Li precipitation. The flux of Li\(^+\) is proportional to the acceptor concentration (~5x10\(^{12}\) cm\(^{-3}\)) and thus is very small. Therefore, the halting of drifting Li\(^+\) at such small concentration by precipitation is indeed plausible.

Nitrogen (N) doping of single crystalline Si is a technique that has been shown and utilized to suppress the D-defects in the central region of the Si ingot. Experiments were previously described in which the Li\(^+\) drifting process on N doped FZ Si was carried out. The results indicated that D-defects were present, but perhaps at concentrations below the sensitivity of the other techniques used to determine their existence. TEM was subsequently performed on N doped FZ Si using the same experimental procedure described above. Again, precipitates were seen in the central region after Li\(^+\) drifting but were not found in the peripheral regions of the wafers. This further establishes the presence of D-defects in N doped FZ Si and that D-defects hinder the Li\(^+\) process via precipitation.

Further TEM studies are needed to determine the structure of the precipitate through contrast and diffraction analysis. Moreover, a TEM study of precipitation density distribution may provide information on D-defects.
Figure 1.11: A bright field TEM micrograph of the samples taken from the region in which Li⁺ drifting was hindered. Note the presence of precipitates. The alternating dark and bright bands, called thickness fringes, are due to the change in thickness brought about by the wedge-like shape of the sample. The change in the thickness fringes by the precipitates is caused by strain.
Figure 1.12: The bright field TEM micrograph represents results obtained from wafers that are D-defects free and that both have and have not been Li⁺ drifted. The micrograph is also representative of results obtained from samples taken out of the Li⁺ drifted periphery region of wafers containing D-defects. For comparison, the inset shows a micrograph taken at the same magnification as figure 1.11 since the micrograph above was taken at a higher magnification.
1.4 Selected Area Diffraction and Contrast Analysis of Precipitate-Like Defects

As described in the previous section, Li+ drifting is impeded by D-defects via precipitation. In this section, a study of the precipitates is conducted using selected area diffraction (SAD) and contrast analysis. The TEM techniques required for this study, such as selected area diffraction, the two-beam condition, and double diffraction effects, are described in appendix 4.4. In this section, the experimental procedure and results are presented and discussed and conclusions are formulated.

1.41 Experimental procedure

Samples were taken from various regions of wafers containing D-defects following Li+ drifting. Most of the samples examined came from regions where Li+ drifting was incomplete. Thin and thick regions with a particularly high concentration of precipitates were chosen for analysis. SAD was performed on both regions. However, emphasis for the analysis was placed on the thin region. SAD was done in three zone axes orientations: [111], [110], and [322], and micrographs were taken for each zone axis. Additionally, image contrast analysis was performed in the thin region for the three zone axes orientations. For these zone axes orientations, the two-beam condition was met for several reciprocal lattice vectors (g's). Both BF and DF image micrographs were taken for the selected g's. On only a few occasions were -g two-beam conditions performed and recorded on film. Finally, TEM calibrations were performed to properly interpret the data. The background and results of the calibrations are presented in appendix 4.3.
1.42 Results and discussion

The results of the TEM indicate the presence of precipitates within the matrix and are shown in figure 1.13. Non-matrix reflections were obtained for the [-233] (figures 1.14 and 1.15) and [111] (figures 1.16 and 1.17) matrix zone axes when performing SAD but no new reflections were seen for the [110] zone axis (figures 1.18 and 1.19). The new reflections for the [111] zone axis have three-fold symmetry (figures 1.16 and 1.17). The new reflections for the [-233] zone axis (figure 1.15) have two-fold symmetry. Streaks were not seen in the DPs indicating that microtwinning or thin platelet precipitates were not present.

Image contrast results show symmetric reversal of contrast and the absence of fringes and lines of no contrast when going from BF to DF for several g's of several zone axes. For the [111] zone axis, two-beam conditions were set for the (20-2), (-202), (2-20), and (02-2) reciprocal lattice vectors as shown in figures 1.20-1.21, 1.22-1.23, 1.29-1.30, and 1.31-1.32, respectively. Image contrast was sharp and contrast reversal was complimentary. Also for the [111] zone axis, a 2g was accomplished for the (2-20) giving a (4-40) g. In the BF case, contrast was poor for this g and the DF could not be recorded due to long exposure times and sample drift.

For the [-233] zone axis, two-beam conditions were chosen for contrast analysis of the (-3-31), (33-1), and (3-13) reciprocal lattice vectors. When comparing (-3-31) g to (33-1) g (i.e., figures 1.24-1.25), no differences in contrast could be seen. A symmetric reversal of contrast was seen between the BF and DF (33-1) g as shown in figures 1.25 and 1.26. The sharpness of the image contrast was reduced for both the BF and DF of the (3-13) g; however, a contrast reversal was seen between the two in figures 1.27 and 1.28.
Contrast analysis was performed for several $g$'s of the [110] zone axis including (111) and (2-20). In general for the [110] $g$'s, the contrast was diminished, relative to $g$'s of other zone axes. Contrast reversal occurred between the BF and DF with (111) $g$ as shown in figures 1.33 and 1.34. Although a reduction in contrast occurred for the 2g (222), contrast reversal did occur between BF and DF which is exhibited in figures 1.35 and 1.36. This was also the case for 3g and 4g (444). This is illustrated for the 4g in figure 1.37 and 1.38 where the two-beam condition in the inset of both figures is the DF 4g. For the (2-20) $g$, reversal of the contrast was apparent between the BF and DF images as depicted in figures 1.39 and 1.40, respectively.

Because the drifting of Li$^+$ in certain types of FZ $p$-type Si is inhibited Li$^+$ only partially drifts through these types of Si samples. Li$^+$ precipitation at grown-in defects was thought to be one explanation of partial drifting. The presence of precipitates in figure 1.13 supports this conclusion. However, the chemical identity of the precipitates has not been absolutely determined.

The extra reflections in the selected area diffraction pattern along the Si [-233] and [111] zone axes can provide information on the identity of the precipitates. Diffraction pattern reflections may be indexed by using vector addition. In figures 1.15 and 1.17 the Si reflections nearest the incident beam are {022} reflections. By vector addition, the extra reflections (indicated by the arrows) must be assigned to the {111} type. The lattice constant of Si is 5.431 Å and the crystal structure is diamond cubic (dc). In Si, the $g_{111}$ magnitude is ~0.32 Å$^{-1}$. The distance from the incident reflection to the nearest extra reflection in figure 1.15 is measured using the camera constant calibration (see appendix). The calculated magnitude of the reciprocal lattice vector representing the
extra reflection is 0.28 Å⁻¹. Although the magnitude of the reciprocal lattice vectors is very similar to the \( g_{111} \) magnitude, reflections from \{111\} are forbidden along the [-233] and [111] zone axes. [Edington, 1976, 30] The allowed reflections of Si cannot account for the new reflections, therefore they cannot be formed by double diffraction due to the Si.

In certain orientations, the \{110\} planes in cubic and hexagonal crystal structures produce reflections with three-fold symmetry. The three-fold symmetry of the extra reflections in figure 1.17 suggests indexing these reflections as \{110\} type planes. The magnitude of the \( g \) for the extra reflections nearest the incident reflection in figure 1.17 is 0.29 Å⁻¹, which is nearly the same as the magnitude of the \( g \) measured in figure 1.15. Therefore, it is probable that the extra reflections in both SAD patterns are created by the same type of planes. Metallic Li has a body centered cubic (bcc) structure and a lattice constant of 3.5101 Å. In the bcc structure, the \{111\} reflections are forbidden but \{110\} reflections are allowed. In Li, the \( g_{110} \) has a magnitude of ~0.4 Å⁻¹. A metallic Li precipitate would have reflections beyond the \{220\} reflections in figure 1.17. Thus, the extra reflections are not from metallic Li.

Another explanation for the extra reflections is that the precipitates may be a lithium silicide. \( \text{Li}_2\text{Si}_5 \) is listed in the powder diffraction file as having a cubic crystal structure. The Bragg angle (actually \( 2\theta \)) for the \{440\} is 26.83° resulting in a magnitude of \( g_{440} \) of 0.30 Å⁻¹ which is nearly the same magnitude of \( g \) for the extra reflections in figure 1.17. However, the relative intensity of the \{440\} is only 6%. Another possibility is \( \text{Li}_{13}\text{Si}_4 \), which has an orthorhombic crystal structure. The planes and lattice constants of an orthorhombic crystal system can be transformed into the hexagonal system. The
magnitude of \( g_{220} \) in \( \text{Li}_3\text{Si}_4 \), is 0.28 Å\(^{-1}\), is approximately the same magnitude of \( g \) for the extra reflections in figure 1.17. Again, the \{220\} has a low relative intensity of 1%.

The extra reflections seen for the SADP along the Si [111] zone axis in figure 1.17 may be explained in another way. The extra reflections can be indexed as \( 1/3\{422\} \) Si type reflections. The magnitude for \( g_{1/3(422)} \) for Si is \( \approx 0.3\text{Å}^{-1} \) which is close to that of the extra reflections. John Spence [Spence, 1996, 96] explained that they may be due to stacking faults. Along the [111], introduction or elimination of a half-plane would create a stacking fault. In a thin crystal, stacking faults normal to the electron beam produce forbidden \( 1/3\{422\} \) Bragg reflections.[Alexander, et al., 1986, 8] This may allow for new reflections to be formed of the type seen in figure 1.17.

Extra reflections are not seen for the SADP along the Si [110] zone axis in figure 1.19. Also, displacement of the reflections is not occurring for each of the zone axis orientations examined. However, streaking of the diffraction spots is apparent which suggests that the precipitate-like defects may induce strain into the crystal.

The contrast analysis of the precipitate-like defects does not reveal any indication of Moiré patterns. Furthermore, displacement fringes are absent as is interface contrast. Although small misfit precipitates creating strain fields may produce images consisting of lobes of contrast, this effect is not seen. This indicates that the defects may not be misfit precipitates. Additionally, lines of no contrast are not seen within the defect suggesting the absence of spherical coherency of the precipitate-like defect with the matrix.

Contrast analysis shows, in all cases, that contrast reversal occurs when changing from BF to DF. Using a matrix two-beam condition, DF imaging shows a sharp reversal of contrast. This indicates that the primary contrast occurring is structure factor contrast.
Precipitate-like defects in Si:Li were seen by TEM. The extra reflections observed in the SADP taken along the Si [-233] zone axis are not produced by Si nor by metallic Li. Furthermore, the extra reflections are most likely produced by a material with a lattice constant greater than that of metallic Li. The presence of extra reflections in the SADP taken along the Si [111] zone axis may be from stacking faults produced by the precipitates. They may also be due to lithium silicides such as Li$_{21}$Si$_5$ and Li$_{13}$Si$_4$, which produce $g_{220}$ and $g_{440}$, respectively, of similar magnitudes. Contrast analysis shows only that structure factor contrast dominates indicating that the predominant contrast type is precipitate rather than matrix type contrast. This suggests that the precipitate-like defects are precipitates.
Figure 1.13: The presence of precipitates are apparent in this bright field micrograph taken along the [111] zone axis.
Figure 1.14: The selected area diffraction aperture is shown placed around several precipitates. The bright field image is taken along the [-233] zone axis. The diffraction pattern of figure 1.15 corresponds to this image and aperture.
Figure 1.15: SAD pattern of precipitates along the [-233] zone axis of Si. The main reflections of the two-fold symmetric diffraction pattern are labeled. The dark pointer is masking the brightest reflection, which is caused by the incident beam. Notice the dimmer reflections closer to the incident reflection, which are indicated by the arrows. They are not allowed for the diamond cubic crystal structure.
Figure 1.16: The selected area diffraction aperture is shown placed around several precipitates. The bright field image is taken along the [111] zone axis. The diffraction pattern of figure 1.17 corresponds to this image and aperture.
Figure 1.17: A selected area diffraction pattern from the region shown in figure 1.16. As in figure 1.15, reflections not allowed for diamond cubic lattice are seen near the incident beam as indicated by the arrows. These extra forbidden reflections cannot be described by double diffraction.
Figure 1.18: The selected area diffraction aperture is shown placed around several precipitates. The bright field image is taken along the [110] zone axis. The diffraction pattern produced from this image is shown in figure 1.19.
Figure 1.19: A selected area diffraction pattern along the [110] zone axis from the region shown in figure 1.18. Note that extra reflections are not present in this [110] zone axis orientation.
Figure 1.20: A bright field image for the two beam condition, $g=20\cdot2$. The inset is the two beam condition for the $g$ shown in figure 1.21. The two beam condition was achieved with a slight tilt from the [110] zone axis.
**Figure 1.21:** A dark field image of the same region, $g$, and magnification as in figure 1.20. Note that the precipitates have opposite or reversed contrast as compared to figure 1.20. The tail of the arrow in the inset is the reflection from the diffracted beam rather than the incident beam as it is for bright field conditions.
Figure 1.22: A bright field image for the two beam condition, \(-g=-202\). A Tilt in the opposite direction from the \(g\) in figure 1.20 was performed. Note the change in contrast in the precipitates when compared to figure 1.21.
Figure 1.23: A dark field image for the two beam condition, $-g=-202$. A tilt in the opposite direction from the $g$ in figure 1.21 was performed. Note the change in contrast in the precipitates when compared to figure 1.22.
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Figure 1.24: A bright field image for the two beam condition, \( g=3\cdot3\cdot1 \), shown in the inset. The contrast does not change relative to \( g=3\cdot3\cdot1 \) depicted in figure 1.25. The two beam condition was performed with a slight tilt from the \([-231]\) zone axis.
Figure 1.25: A bright field image for the two beam condition, $g=33-1$, shown in the inset illustrates a change in contrast for the precipitates relative to figure 1.26. The two-beam condition in the inset is the dark field diffraction condition for figure 1.26. However, the magnitude of $g$ is the same as the bright field $g$. 
Figure 1.26: A dark field image for the two beam condition, \(g=33-1\), shown in the inset. A change in contrast occurs for the precipitates relative to figure 1.25.
Figure 1.27: A bright field image for the two-beam condition, $g=3-13$, shown in the inset. A change in contrast occurs for the precipitates relative to figure 1.28. The two-beam condition was obtained by tilting from the [-233] zone axis. Note that $s$ is slightly negative.
Figure 1.28: A dark field image for the two beam condition, $g=3-13$, shown in the inset. A change in contrast occurs for the precipitates relative to figure 1.27.
Figure 1.29: A change in precipitate contrast, relative to figure 1.30, can be seen in this bright field image. The reciprocal lattice vector for the two-beam condition is $g=2\cdot20$ which was obtained by tilting from the [111] zone axis.
Figure 1.30: The precipitate contrast changes relative to figure 1.29 in this dark field image. The reciprocal lattice vector for the two-beam condition is $g=2-20$. 
Figure 1.31: The bright field image was obtained for the two-beam condition, \( g=02-2 \), shown in the inset. A change in contrast occurs for the precipitates relative to figure 1.32. The two-beam condition was obtained by tilting from the [111] zone axis. Note that \( s \) is slightly negative. The circular patches in the lower left of the image is damage created by the electron beam at higher magnification.
Figure 1.32: The bright field micrograph was obtained for the two-beam condition, $g=02-2$, shown in the inset. A change in contrast occurs for the precipitates relative to figure 1.31.
Figure 1.33: A bright field image of the precipitates is shown for the two-beam condition in the inset. A reversal of contrast occurs for the precipitates relative to figure 1.34. The two beam condition was obtained with a slight tilt away from the [110] zone axis.
Figure 1.34: For the two-beam condition shown in the inset, the precipitate contrast changes relative to figure 1.33 in this dark field image. The two-beam condition was attained by tilting a few degrees from the [110] zone axis.
Figure 1.35: A bright field image for the $2g$ two-beam condition $2g=222$ shows that a change in contrast occurs with respect to figure 1.36. The two-beam condition was obtained by tilting from the [110] zone axis. The black pointer was inadvertently left in the field of view during the exposure.
Figure 1.36: The two-beam condition, depicted in the inset, for this dark field image gives rise to the contrast change of the precipitates relative to figure 1.35. The out of focus appearance is due to sample-drift because of the long exposure times necessary for obtaining dark field images at high magnifications. The black pointer was inadvertently left in the field of view during the exposure.
Figure 1.37: The bright field image was obtained using a 4g two-beam condition. Large g's decreases the contrast due to strain thereby maximizing the contrast due to the precipitates. A change in contrast of the precipitates, indicated by the black arrow, continues to be observed relative to the dark field image (figure 1.38) for such a large g. The two-beam condition was obtained by tilting from the [110] zone axis.
Figure 1.38: For the large \( g \) two-beam condition shown in the inset, the precipitate contrast changes relative to figure 1.37 in this dark field image. The white arrow indicates the location of the precipitate. The two-beam condition was obtained by tilting from the \([110]\) zone axis. The circular patches in the lower left of the image are damage created by the electron beam at higher magnifications. The out of focus appearance is due to sample-drift because of the long exposure times necessary for obtaining dark field images at high magnifications.
Figure 1.39: For the two-beam condition shown in the inset, the precipitate contrast changes relative to figure 1.40 in this bright field image. The black arrow indicates the location of one precipitate. The two-beam condition was obtained by tilting a few degrees from the [110] zone axis.
Figure 1.40: The two-beam condition, depicted in the inset, for this dark field image gives rise to the contrast change of the precipitates relative to figure 1.39. The black arrow indicates the location of one precipitate.
1.5 Precipitate Density Study Using TEM and Process Modeling

1.5.1 TEM precipitate density study

Another subject of interest resulting from the study described in this thesis is the manner in which the Li\(^+\) and D-defects interact leading to precipitation. Presuming that the precipitation causes Li\(^+\) drifting to cease, then determining the mechanism behind the precipitation kinetics may lead to more information concerning the D-defect. The mechanism can be studied by the evolution of precipitation. A density distribution of Li precipitates will exist if trapping of Li\(^+\) by D-defects is a transient effect with respect to position. To investigate the depth density distribution of precipitates, a TEM study was performed.

Li ions drift about 1 mm before the process is terminated by D-defects. Within this 1 mm, the precipitate density will vary as a function of Li\(^+\) drift distance from the Li\(^+\) reservoir. For this TEM study, the Li\(^+\) reservoir of most samples was removed by lapping. Chemomechanical polishing was used to remove Si in the 1 mm partially Li\(^+\) drifted region to the desired depth. This technique was used because it is slow and therefore more precise. Electron transparent samples were prepared using dimpling and ion milling techniques.

The results from TEM on all samples indicated that precipitates were present in the three samples that were examined. The precipitates were spherical in geometry. This was determined by examining them in different tilt configurations. For example, figure 1.41 shows precipitates along the <111> zone axis, while figure 1.42 was taken along the <110> zone axis. The two-dimensional shape of the precipitates is nearly the same. The
Figure 1.41: The bright field TEM micrograph of precipitates was taken along the [111] zone axis as shown by the diffraction pattern in the inset. Note the similarity to figure 1.42 with regard to the shape and size of the precipitates.
Figure 1.42: The bright field TEM micrograph of precipitates was taken in the same area as in figure 1.41, but along the [110] zone axis as the diffraction pattern in the inset indicates. The shape and size of the precipitates in this orientation is very similar to the shape and size of the precipitates in figure 1.41.
density distribution of the precipitates in the samples examined may be seen in figures 1.43, 1.44 and 1.45. The depths, from the surface on which Li was thermally deposited (i.e., lithiated surface) to where the samples were taken, are 160 μm, 302 μm, and 336 μm, with respect to figures 1.43 through 1.45. The areal density is calculated by counting the number of precipitates in a given area. An average distance is determined by averaging the measured distances between the strain fields of neighboring precipitates. This average distance was used to calculate the volume in which the precipitates exist (i.e., product of average length and areal density). The density of the precipitates with respect to depth from the Li reservoir for the three samples is plotted in figure 1.46. As can be seen from the plot, the density of the precipitates does vary with distance from the Li reservoir. A comprehensive list of the data is given in table 1.3.

<table>
<thead>
<tr>
<th>Data</th>
<th>figure 1.1</th>
<th>figure 1.2</th>
<th>figure 1.3</th>
</tr>
</thead>
<tbody>
<tr>
<td>sample depth (μm)</td>
<td>160</td>
<td>302</td>
<td>336</td>
</tr>
<tr>
<td>average distance between</td>
<td>0.86</td>
<td>1.2</td>
<td>1.8</td>
</tr>
<tr>
<td>precipitates (μm)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>areal density (cm²)</td>
<td>1.2x10⁸</td>
<td>8.3x10⁷</td>
<td>4.8x10⁷</td>
</tr>
<tr>
<td>volume density (cm⁻³)</td>
<td>1.4x10¹²</td>
<td>7.0x10¹¹</td>
<td>2.7x10¹¹</td>
</tr>
</tbody>
</table>

Figure 1.43, shows heavy precipitation. The driving force for precipitation of this intensity may be a solubility issue. The depth from which the sample was taken is only 160 μm from the surface into which diffusion of Li occurred. If the sample is within the Li reservoir, then precipitation may simply be due to supersaturation of Li.
**Figure 1.43:** A bright field TEM image showing heavy precipitation. The TEM sample was taken from a depth of approximately 160 μm from the lithiated surface (i.e., surface from which Li diffusion occurred).
Figure 1.44: A bright field TEM image showing a precipitate density that is lower than the density shown in figure 1.43. The TEM sample was taken from a depth of approximately 302 μm from the lithiated surface (i.e., surface from which Li diffusion occurred).
Figure 1.45: A bright field TEM micrograph showing a precipitate density that is lower than the densities shown in figures 1.43 and 1.44. The TEM sample was taken from a depth of approximately 336 μm from the lithiated surface (i.e., surface from which Li diffusion occurred). The smaller and more circular precipitate-like defects are not precipitates. They are caused by residual syton particles (i.e., SiO₂ colloid) that shadow-masked the sample during ion milling.
Figure 1.46: A plot of the precipitate density as a function of depth from the lithiated surface.
To determine whether or not the sample was taken from the reservoir region, the depth of the Li reservoir in the bulk Si must be determined. The depth of the boundary between the Li reservoir and the undiffused region is given by one of two conditions. One condition is the depth at which the Li concentration is equal to the solid solubility limit at the Li\textsuperscript{+} drift temperature (\textasciitilde 110\textdegree C). The other boundary condition is the depth at which the Li\textsuperscript{+} concentration is equal to the B\textsuperscript{-} concentration. The reaction (i.e., compensation) between the Li\textsuperscript{+} and the B\textsuperscript{-} will easily reduce the unpaired Li concentration to below the solid solubility limit. The depth of the reservoir is the larger value of the two conditions. Hence, the \textit{p}-type Si dopant concentration and the solid solubility at the Li\textsuperscript{+} drift temperature must be known.

The dopant concentration in the FZ Si is about 5x10\textsuperscript{13} cm\textsuperscript{-3} (see table 1.1). Solubility data for Li in Si do not exist for the temperature range in which the Li diffusion and drift processes are performed. The data was obtained from higher temperature solubility data [Madelung and Schulz, 1989, 69] by extrapolating a “best fit” curve into the temperature range of interest as shown in figure 1.47. The solubility data for 400\textdegree C and 100\textdegree C are marked on the plot and are approximately 6x10\textsuperscript{17} cm\textsuperscript{-3} and 3x10\textsuperscript{14} cm\textsuperscript{-3} respectively. Since the solid solubility is larger than the acceptor concentration, it will be used to determine the depth to which the Li reservoir formed. This may be accomplished by using a Li diffusion profile.

A complimentary error function (erfc) was used to determine the distance the Li\textsuperscript{+} diffused into the Si bulk to form the Li reservoir. To plot the Li concentration as a function of diffusion depth, both the solid solubility at 400\textdegree C and 100\textdegree C (i.e., Li\textsuperscript{+} drift temperature) and the Li diffusivity needed to be determined. The solid solubility at
Figure 1.47: Solid solubility of Li in Si as a function of temperature. [Madelung and Schulz, 1989, 69]
400°C, which is used for the initial Li concentration in the erfc plot, is approximately $7 \times 10^{18}$ cm$^{-3}$ as obtained from figure 1.47. The Li diffusivity as a function of temperature was established by Pell in 1960. [Pell, 1960a, 81] The function is plotted in figure 1.48. From figure 1.48, the Li diffusivity at 400°C is about $1 \times 10^{-8}$ cm$^2$/s. Using these values, the Li diffusivity profile is plotted in figure 1.49 for several annealing times at 400°C. Using the solid solubility data at 100°C ($\sim 3 \times 10^{14}$ cm$^{-3}$), the depth to which the Li reservoir extends is about 200 μm for a diffusion time of 10 minutes.

Since the sample was taken from within the Li rich reservoir (i.e., the n$^+$ reservoir), supersaturation of Li may have caused the heavy precipitation. To address this issue, a comparison was made between samples taken from areas within the Li reservoir, but free of D-defects, and the sample shown in figure 1.43. If the results are similar, then supersaturation is the probable cause of precipitation – not D-defects.

Samples were taken from areas within the Li reservoir and in the regions free of D-defects. This region can be seen in the Li$^+$ drift profile shown in figures 1.5, 1.6 and 1.10 of section 1.2. The Li$^+$ drift profile of each defective wafer shows that the central area of each wafer contains D-defects. Li$^+$ drifts completely through the wafer in the near periphery region of the wafer indicating the absence of D-defects. It is from this region that the samples were taken. TEM sample preparation, as explained previously, was carried out and TEM was performed.

A representative TEM micrograph is shown in figure 1.50. No precipitates are seen. Hence, precipitation by supersaturation does not occur in this region of the Li reservoir. This result clearly shows that D-defects, not supersaturation, are responsible for the heavy precipitation that is seen in figure 1.43. Therefore, supersaturation is not an
Figure 1.48: Li diffusivity as a function of temperature. [Pell, 1960a, 81]
Figure 1.49: A complimentary error function of the Li diffusion profile at 400°C for several diffusion times. The initial Li concentration was obtained from figure 1.47.
Figure 1.50: A bright field TEM micrograph of a sample taken from a D-defect free region from within the Li reservoir. As can be seen, no precipitation has occurred ruling out the possibility that supersaturation is the driving force for precipitation.
issue. This is supported by studies performed by Haller et al. [Haller, 1998, 48] in which resistivity measurements were taken of a Li diffused layer in ultra-pure germanium over a period of time. The maximum Li concentration was larger than \(10^{18} \text{ cm}^{-3}\). The resistivity measurements remained constant over time periods of months indicating that the Li donor concentration remained unchanged. This result again suggests that precipitation of the Li does not occur since precipitation would cause a decrease in the donor concentration that would lead to an increase in resistivity. Higher supersaturation is required to initiate precipitation.

1.5.2 Preliminary process modeling of precipitation density results

In order to obtain more information concerning D-defects, the density distribution of the precipitates can be introduced into a model of Li\(^+\) drifting which would simulate precipitation due to D-defects. The size and capture cross-section of the precipitation centers can be determined by adjusting their values to correspond to the experimentally determined Li\(^+\) drift depth. This model is in the process of being developed, but the Li\(^+\) drift model is presented below.[Knowlton, et al., 1998, 64]

The physics of Li\(^+\) drifting was described by Pell [Pell, 1960c, 83]. He begins with Poisson’s equation:

\[
\frac{d^2\nabla}{dW^2} = \frac{dE}{dx} = \frac{\rho}{\varepsilon}
\]  

(1.10)

where the charge neutrality, neglecting electrons and holes, is given by:

\[
\rho = q([Li^+]-[N_A])
\]  

(1.11)

The Li\(^+\) concentration before drifting is given by:
\[ [\text{Li}^+] = [\text{Li}^+]_0 \text{Erfc} \left( \frac{x}{\sqrt{4D_{\text{Li}}t}} \right) \]  

(1.12)

Substituting this expression into Poisson's equation and arranging it such that the derivative of the electric field is proportional to the differential of the intrinsic region width, the following equation is obtained:

\[ dE = \frac{q}{\varepsilon} \left( [\text{Li}^+]_0 \text{Erfc} \left( \frac{x}{\sqrt{4D_{\text{Li}}t}} \right) - [N_A^-] \right) dW \]  

(1.13)

This is the extent of Pell's model. The model may be further developed by integrating equation 1.13, which yields:

\[ E = \frac{q}{\varepsilon} \left( [\text{Li}^+]_0 \left( \frac{-1}{\pi} e^{-\left(\frac{x}{x'}\right)^2} + x' \text{Erfc}(x') \right) - [N_A^-] \right)_0 \]  

(1.14)

where

\[ x' = \frac{x}{\sqrt{4D_{\text{Li}}t}} \]  

(1.15)

Assuming that Li\(^+\) is the only mobile ion (B\(^-\) and LiB are immobile), the flux of Li\(^+\) is given by:

\[ J = -D_{\text{Li}^+} \frac{\partial C_{\text{Li}^+}}{\partial x} - \mu_{\text{Li}^+} \frac{\partial V}{\partial x} \]  

(1.16)

where \( \mu_{\text{Li}} \) is the lithium ion mobility. The first term is the diffusion flux and the second is the drift flux. Since Li\(^+\) drifting occurs at low temperatures, the first term can be ignored. Furthermore, equation 1.14 is just the negative of the derivative in the second term and is substituted into equation 1.16 where:

\[ J = \mu_{\text{Li}^+} E \]  

(1.17)

The continuity equation for the Li\(^+\) is given by:
\[ \frac{\partial C_{Li^+}}{\partial t} = -\frac{\partial J}{\partial x} \]  

(1.18).

Substituting equation 1.17 into equation 1.18, the continuity equation becomes:

\[ \frac{\partial C_{Li^+}}{\partial t} = \frac{\partial}{\partial x} \left( \mu C_{Li^+} E \right) \]  

(1.19).

Knowing the applied field, the initial Li\(^+\) profile, and given an initial intrinsic region width, \(W\), \(E\) can be determined by solving equation 1.14. Given a short time interval (e.g., 1 sec), equation 1.19 is solved numerically. This gives a new Li\(^+\) profile and intrinsic region width, now equation 1.14 is solved again. This iterative process continues over a given Li\(^+\) drift time and a Li\(^+\) drift profile is derived such as the one shown in figure 1.51. The details of incorporating the Li precipitate density distribution are currently in the stage of development.
**Figure 1.51:** Simulated Li⁺ drift profiles for given time intervals obtained using the model outlined above. Note the growth of the intrinsic region width and the similarity to the schematic shown in figure 1.3 of section 1.1.1.
2. Self-Interstitial Diffusion in Crystalline Silicon

2.1 Introduction

With the relentless drive to ever smaller device geometries in integrated circuits, reliable values of point defect properties are essential for improving process modeling of these devices. Large differences exist, for example, in the reported values of the diffusivity of silicon self interstitials ($D_I$).[Zulehner, 1989, 119] The $D_I$ has been determined by several methods including transition metal diffusion [Bracht, et al., 1995, 20; Morehead, 1987, 71; Zimmermann and Ryssel, 1992a, 117] and shallow dopant diffusion experiments.[Bronner and Plummer, 1985, 21; Gossmann, et al., 1993, 44; Griffin, et al., 1985, 46] However, the results vary over nine orders of magnitude as shown in figure 2.1. Furthermore, the $D_I$ data obtained by metal diffusion is somewhat larger than determined by shallow dopant diffusion experiments resulting in a controversy over which experiment produces the more accurate $D_I$.

In this chapter, experiments using D-defects to study point defect diffusion, and in particular, Si self-interstitial diffusion, are presented. The POCl$_3$ process is used to inject Si self-interstitials into the lattice. The Si self-interstitials migrate to and annihilate D-defects. The absence of D-defects indicates that Si self-interstitials have penetrated at least that distance into the crystal. Si self-interstitial diffusion is studied and values of the $D_I$ for different conditions are determined.

In the first section of this chapter, the general theory of diffusion is discussed and the diffusion equations are derived. In subsequent sections, the role of point defects is
Figure 2.1: Temperature dependence of Si self-interstitial diffusivity deduced from transition metal diffusion experiments (solid) and shallow impurity diffusion (dashed) reported by various authors as indicated.[Boit, et al., 1990, 15; Bracht, et al., 1995, 20; Bronner and Plummer, 1985, 21; Bronner and Plummer, 1987, 22; Gossmann, et al., 1993, 44; Griffin, et al., 1985, 46; Morehead, 1987, 71; SUPREM-IV, 103; Zimmermann and Ryssel, 1992a, 117] Note that the $D_i$ data is spread over nine orders of magnitude. Furthermore, the $D_i$ data deduced by the transition metal diffusion experiments is generally higher than that of the shallow dopant diffusion data.
presented with respect to dopant diffusion in Si and Si self-interstitial diffusion mechanisms are discussed. Then, the experiments used to determine \( D_l \) are described. Also, the process modeling program SUPREM-IV is discussed relative to the determination of \( D_l \). Another model is introduced as a possible alternative for SUPREM-IV to describe the experimental results in a manner that incorporates the physics of diffusion in a more intuitive way. Finally, Li\(^+\) drifting, D defects, and Si self-interstitial injection are introduced as another approach to determine \( D_l \).

2.2 Background

2.2.1 The basics of diffusion

Although the emphasis of this section concerns diffusion, a brief review of classical thermodynamics will provide insight to the subject of diffusion. One of the central equations of thermodynamics is the fundamental equation of thermodynamics. It describes the change of internal energy of a system that is initially in one state of equilibrium and is perturbed to another state of equilibrium. The perturbation of the system may be due to one or many changes of state and the fundamental equation of thermodynamics considers the possible changes. In its simplest form, the fundamental equation of thermodynamics is given by a change in internal energy of a system as described by sum of the change in heat and work such that:

\[
dU = dQ + dW
\]

(2.1).

The heat and work of the system are \( Q \) and \( W \), respectively. The heat and work differentials are inexact since they are path dependent (depend on past history). Further
Details may be found in most textbooks on thermodynamics (see for instance Gaskell [Gaskell, 1981, 38]). The heat differential is described mathematically as:

\[ dQ = TdS \]  \hspace{1cm} (2.2)

where \( T \) and \( S \) are the temperature and entropy of the system, respectively. Similarly, the work differential is given by:

\[ dW = -PdV_o + \mu dN + \sum YdX \]  \hspace{1cm} (2.3).

The first term on the right is hydrostatic work on the system (hence, the negative sign) where \( P \) and \( V_o \) are the pressure and volume, respectively. The second term, where \( \mu \) is the chemical potential and \( N \) is the number of particles in the system, describes the chemical work done by the system. The last term allows for other forms of work performed on or by the system. Thus, the full fundamental equation of thermodynamics is given by:

\[ dU = TdS - PdV_o + \mu dN + \sum YdX \]  \hspace{1cm} (2.4).

Two points discussed above directly pertain to the subject of diffusion presented in this thesis. The first point concerns the two types of variables that exist in equation 2.4. The variables that are in differential form are referred to as extensive or state variables. They are called extensive variables because they are directly measurable quantities, and state variables because they describe the state of the system prior to (initial state) and following (final state) the system change. Changes in state variables are path independent. The variables that are pre-factors of the differentials are referred to as field variables and are intensive variables. They are intensive in that they can only be determined by means of the response of an extensive variable to a perturbed system. As alluded to previously, the product of the field variable and differential of the state
variable gives rise to work performed on or by the system. Several examples are given in Table 2.1.

The second point of interest follows from the field variables. The force acting on the system or particles in the system may be described by the negative gradient of a field variable (i.e., field potential) - hence, the term "force field." The force is given by:

$$F = -\nabla V$$  \hspace{1cm} (2.5)

where $V$ is the potential field. As shown in table 2.1, the potential field may be a thermal field, a chemical potential, a hydrostatic field, an electrical field, a magnetic field, a stress field, or a gravitational field. Although the superposition principle does not apply to field variables (i.e., intensive), it does to forces. Thus, the gradients of the potential fields are additive; and therefore, the forces driving diffusion processes are additive as well.

**Table 2.1: Types of thermodynamic work in differential form**

<table>
<thead>
<tr>
<th>Thermodynamic Work</th>
<th>Work Differential $(dW)$</th>
<th>Intensive or Field Variable</th>
<th>Extensive or State Variable</th>
</tr>
</thead>
<tbody>
<tr>
<td>thermal</td>
<td>$T\cdot dS$</td>
<td>$T =$ temperature</td>
<td>$S =$ entropy</td>
</tr>
<tr>
<td>hydrostatic</td>
<td>$P\cdot dV$</td>
<td>$P =$ pressure</td>
<td>$V =$ volume</td>
</tr>
<tr>
<td>chemical</td>
<td>$\mu\cdot dN$</td>
<td>$\mu =$ chemical potential</td>
<td>$N =$ number of particles</td>
</tr>
<tr>
<td>strain - mechanical</td>
<td>$\sigma \cdot d\varepsilon$</td>
<td>$\sigma =$ stress</td>
<td>$\varepsilon =$ strain</td>
</tr>
<tr>
<td>electrical</td>
<td>$E\cdot dP_o$</td>
<td>$E =$ electric field</td>
<td>$P_o =$ polarization</td>
</tr>
<tr>
<td>magnetic</td>
<td>$H\cdot dM_g$</td>
<td>$H =$ magnetic field</td>
<td>$M_g =$ magnetization</td>
</tr>
<tr>
<td>gravitational</td>
<td>$mg \cdot dr$</td>
<td>gravitational acceleration</td>
<td>$r =$ distance</td>
</tr>
</tbody>
</table>
Consider a force or forces acting on an atom thereby causing atomic motion. The applied force is given by equation 2.5. The motion of the atom is often interrupted by other atoms and collisions occur. Therefore, the velocity of the diffusing atom over a time period larger than the time between collisions is an average velocity. The velocity is proportional to the applied force and can be written as:

\[ v = \mu_{\text{mob}} F \]  

(2.6).

The constant of proportionality, \( \mu_{\text{mob}} \), is called the mobility and has the units of velocity per unit force or, in more applicable units, the square of the distance per unit time per unit energy.

Consider a flux of atoms, \( A \), diffusing at an average velocity, \( v \), through a homogeneous distribution of \( B \) atoms. The flux of \( A \) atoms through \( B \) is equal to the product of the number of \( A \) atoms per unit volume (i.e., concentration) and the average velocity of the \( A \) atoms. This is given by:

\[ J_A = C_A v_A \]  

(2.7)

where \( C_A \) and \( v_A \) are the concentration and velocity of \( A \) atoms, respectively. By comparing equation 2.6 and 2.7, it can be seen that the flux is proportional to the force such that:

\[ J_A = C_A \mu_{\text{mob}}^A F_A \]  

(2.8).

By substituting equation 2.5 into equation 2.8, the following equation:

\[ J_A = -C_A \mu_{\text{mob}}^A \nabla V_A \]  

(2.9)

is obtained which is a general form of Fick’s first law. That is, the flux of \( A \) atoms through a homogeneous distribution of \( B \) atoms is due to the gradient of some potential field. This potential field can be any of the ones mentioned previously (e.g., see table
Because the gradient of a potential field follows the superposition principle, the more general form of equation 2.9 is given by:

\[ J_A = -C_A \mu_{\text{mob}}^A \sum_i \nabla V_{i,A} \]  

(2.10)

where the sum indicates the superposition of potential field gradients.

The potential field for the diffusion described in this thesis is the gradient in the concentration of atoms. Hence, the driving force for diffusion is proportional to the flux of diffusing atoms. This is evident upon examination of the following form of Fick's first law:

\[ J_A = -D_A \nabla C_A \]  

(2.11)

where \( D_A \) is the diffusivity of A atoms. The concentration gradient is derived from the gradient of the chemical potential. To this author's knowledge, the derivation of Fick's first law in which the concentration gradient is derived from the chemical potential field has not been performed in full. It has been done in part by P. Shewman.[Shewmon, 1963, 95] Most diffusion is described (in this thesis as well) as driven by a concentration gradient implicitly derived from a chemical potential gradient. In the following paragraphs, Fick's first law, in which the concentration gradient is obtained from the chemical potential, is explicitly derived. Diffusion in solids is based on this delineation.

The chemical potential of atoms A is given by:

\[ \mu_A = \left( \frac{\partial E_A}{\partial N_A} \right)_{T,P,N_{\text{ext}}} \]  

(2.12)

where \( E_A \) is a free energy of the A atoms in B. Substituting equation 2.11 into equation 2.9, the flux with respect to the chemical potential gradient is obtain:

\[ J_A = -C_A \mu_{\text{mob}}^A \nabla \mu_A \]  

(2.13).
Assuming one-dimensional diffusion (which is assumed throughout the thesis), equation 2.12 simplifies to:

\[ J_A = -C_A \mu_A^A \frac{\partial \mu_A}{\partial x} \quad (2.14) \]

The chemical potential of the A atoms may be written as a function to the activity (i.e., \(a_A\)) of A in a distribution of B:

\[ \mu_A = \mu_A^* + kT \ln a_A \quad (2.15) \]

where \(a_A\) is the activity of A among B, \(k\) is Boltmann’s constant and \(\mu_A^*\) is the chemical potential of A in the pure state. The \(a_A\) may be described as the amount that the chemical potential of A deviates from the ideal or pure state (i.e., ideality). The ideality can be interpreted as the absence of A-A interaction upon adding an extra A atom to the system. Therefore, the enthalpy change of the system is zero. The mathematical description of the activity is given by:

\[ a_A = \gamma_A C_A \quad (2.16) \]

where \(\gamma_A\) is the activity coefficient and \(C_A\) is the concentration of the A atoms. For a range of \(C_A\) much smaller than the concentration of B atoms \((C_B)\), \(\gamma_A\) becomes constant. The chance of interaction between A and B atoms is small since A is so dilute in B. The primary interaction of A is with B. This phenomenon is known as Henry’s law. Mathematically, as \(C_A\) approaches zero, the activity coefficient of A is given by:

\[ \gamma_A = \frac{a_A}{C_A} \approx \text{constant} \quad (2.17) \]

In the case where \(C_A \gg C_B\) (i.e., B atoms follow Henry’s law), the activity coefficient of A is 1. The A atoms have a small probability of interacting with B atoms.
The primary interaction of A atoms is with other A atoms. Hence, the solution of A is effectively pure and the activity coefficient is given by:

\[ \gamma_A = \frac{a_A}{C_A} \equiv 1 \]  
(2.18).

This condition is known as Rault’s law. In this thesis, Rault’s law is predominant for Si self-interstitial diffusion.

For either Henry’s or Rault’s law, Fick’s first and second law may still be derived from the chemical potential. This eventually can be seen by combining equations 2.14, 2.15, and 2.16 into the following form:

\[ J_A = -C_A \mu_{\text{mob}}^A \frac{\partial (\mu_A^* + kT \ln \gamma_A C_A)}{\partial x} \]  
(2.19).

Since the chemical potential of a pure substance is constant, the derivative of \( \mu_A^* \) is zero. Also, \( k \) and \( T \) are constant. Under these circumstances and taking the derivative of the natural logarithm, equation 2.19 becomes:

\[ J_A = -C_A \mu_{\text{mob}}^A \frac{kT}{\gamma_A C_A} \frac{\partial (\gamma_A C_A)}{\partial x} \]  
(2.20).

For Henry’s law and Rauolt’s law, \( \gamma_A \) is a constant or one, respectively. In either case, \( \gamma_A \) may be taken out of the differential. Noting that ratios of both \( \gamma_A \) and \( C_A \) factor to 1, equation 2.20 reduces to:

\[ J_A = -\mu_{\text{mob}}^A kT \frac{\partial C_A}{\partial x} \]  
(2.21).

Einstein’s relation states that the diffusivity, \( D \), of an atom is proportional to its mobility where the constant of proportionality is \( kT \). Mathematically and in terms of A atoms, this is written as:
\[ D_A = kT \mu_{mob}^A \]  

(2.22).

Since \( \mu_{mob}^A \) has the units of the square of the distance per unit time per unit energy and \( kT \) has the units of energy, it follows that \( D_A \) has the units of the square of the distance per unit time. Invoking Einstein’s relation with respect to equation 2.21, Fick’s first law is obtained:

\[ J_A = -D_A \frac{\partial C_A}{\partial x} \]  

(2.23).

It is quite clear that equation 2.23 is equivalent to equation 2.11.

It has been found that as the concentration of A atoms in B changes with time, the concentration changes with position. (e.g., see [Shewmon, 1963, 95]) Known as Fick’s second law, it has the following form:

\[ \frac{\partial C_A}{\partial t} = -\frac{\partial J_A}{\partial x} \]  

(2.24).

Assume that \( D_A \) is concentration independent. In the context of this thesis where the concentration of silicon self-interstitials is very small, this assumption may be comfortably made. Substituting equation 2.23 into equation 2.24, Fick’s second law, as it pertains to the diffusion discussed in this thesis, is given by:

\[ \frac{\partial C_A}{\partial t} = D_A \frac{\partial^2 C_A}{\partial x^2} \]  

(2.25).

### 2.2.2 Diffusion in silicon – the role of point defects

Having presented a general overview of diffusion in solids, the issue of diffusion of self-interstitials in Si can now be addressed. Diffusion in Si has been experimentally studied in several different ways. The most common methods are shallow dopant
diffusion and transition metal diffusion. In both cases, the interstitial diffusivity is determined indirectly. Published results from both of these methods will be presented in a following section. Self-diffusion, as a means to examine Si self-interstitial diffusion, is discussed in the subsequent section.

**Silicon self-diffusion**

Self-diffusion in Si is governed by intrinsic point defects: Si self-interstitials and vacancies. The self-diffusion coefficient (i.e., diffusivity) (e.g., [Fahey, et al., 1989, 32; Frank, et al., 1984, 34]):

$$D_{SD} = f_i C_{eq}^i D_i + f_v C_{eq}^v D_v + D_{exchange}$$

The last term represents the component of diffusivity resulting in a direct exchange of nearest neighbor Si atoms. The first and second terms denote the contribution from the interstitialcy and vacancy diffusion mechanism, respectively, which will be discussed shortly. $C_{eq}^i$ and $D_{ij}$ are the equilibrium concentration and the diffusivity of Si self-interstitials and vacancies, respectively. The product between the equilibrium concentration and diffusivity is known as the *transport capacity*. The correlation factors for the Si self-interstitial and vacancy diffusion components are $f_{i,v}$, respectively. In order to describe $f_{i,v}$, consider a point defect inducing a successful jump of a Si tracer atom deliberately introduced into the lattice. In its new position, the tracer atom continues to be perturbed by the point defect. The correlation factor is the probability that the tracer atom will return to its original position due to the effect of the point defect. Both of their values have been determined.[Fahey, et al., 1989, 32]
Unfortunately, the contribution of each term in equation 2.26 to the self-diffusion of silicon cannot be determined directly (e.g., [Gösele and Tan, 1991b, 42]). This has to do with the limitations of the experimental methods used to study silicon self-diffusion. Self-diffusion in Si can also be studied using naturally occurring and radioactive isotopes of Si. Radio tracer experiments using $^{31}$Si have been performed. However, $^{31}$Si has a half-life of only 2.6 hours limiting its usefulness in these types of studies. In order to induce diffusion in such a short amount of time, high temperatures near the melting point (~1412°C) must be used. It turns out that the Si self-interstitial transport capacity dominates in the high temperature regime (>1000°C) and this value is well established. Since the equilibrium concentration of Si self-interstitials is not known, $D_I$ cannot be extracted from the Si self-interstitial transport capacity.

A new method of using isotope engineering circumvents these limitations and yields values for the transport factors for Si self-interstitial and vacancy. Isotopically controlled Si heterostructures have been grown and the self-diffusion studied at various temperatures.[Bracht, et al., 1998, 17] However, the $D_I$ cannot be determined directly in any of the silicon steady state self-diffusion studies. Injection of Si self-interstitials from the surface through oxidation or Si implantation can lead to transient enhanced diffusion.[Bronner and Plummer, 1985, 21; Eaglesham, et al., 1994, 29; Gossmann, et al., 1993, 44] Analysis of transient enhanced diffusion profiles can indirectly provide $D_I$ and $C_I$ separately.[Stolk, et al., 1995b, 99]
Impurity atom diffusion in silicon

Many impurity atoms in silicon incorporate interstitially into the lattice. These foreign atoms include Li, Fe, Ni, Cu, and O. Impurity atoms that diffuse without the aid of point defects do so by direct interstitial diffusion.

The majority of the substitutional shallow dopants in silicon diffuse via the indirect method. That is, they diffuse from substitutional site to substitutional site with the aid of point defects rather than interstitially through the lattice. The primary indirect diffusion mechanisms for these dopants are listed below.[Bracht, et al., 1995, 20; Fahey, et al., 1989, 32]

\[ X_i \Rightarrow X_s + I \quad (2.27) \]
\[ XI \Rightarrow X_s + I \quad (2.28) \]
\[ XV \Rightarrow X_s + V \quad (2.29) \]
\[ X_i + V \Rightarrow X_s \quad (2.30) \]

The \( X \) denotes the dopant atom and the subscripts \( s \) and \( i \) denote substitutional and interstitial positions, respectively. The first indirect diffusion mechanism is called the kick-out mechanism.[Gösele, et al., 1980, 40] Equations 2.28 and 2.29 are the interstitialcy and vacancy mechanism, respectively. The complexes \( XI \) and \( XV \) represent an interaction between the dopant and Si self-interstitial and vacancy, respectively, forming a dopant - intrinsic point defect pair (e.g., A-center: phosphorus-vacancy; E-center: oxygen-vacancy). The pairing may be due to lattice distortion or coulomb attraction.[Bracht, et al., 1995, 20] The kick-out and interstitialcy mechanisms are essentially the same in that the substitutional atom is “kicked-out” of its substitutional
The vacancy and interstitialcy mechanisms are the same mechanistically. Both mechanisms involve substitutional atoms being evicted from their site by and coupled to an intrinsic point defect. The last equation is the dissociative or Frank-Turnbull mechanism. Upon examination of the diffusion mechanisms, it becomes obvious that point defects are directly responsible for the diffusion of substitutional shallow dopant atoms.

Knowledge of the paths by which Si self-interstitials and vacancies diffuse through the Si lattice may seem necessary to the discussion at hand; however, they do not need to be known in the subsequent discussions. The interested reader is referred to the articles by Watkins.[Watkins, 1991, 111; Watkins, 1994, 112]

In order to obtain information about Si self-interstitials and vacancies from the above reactions, the reaction rate must be reaction limited. Under equilibrium conditions, the reaction itself does not need to be considered when determining such physical quantities as $D_r$. However, under nonequilibrium conditions, when the point defect concentrations deviate from their equilibrium values, the reaction rate is controlled by the concentrations of Si self-interstitials and vacancies. Nonequilibrium conditions are established during rapid thermal annealing, particle or ion bombardment, or point defect injection from the surface such as oxidation (see appendix 4.1), nitridation (see section 2.4.5), some silicide formation, and impurity doping at large concentrations (see section 1.2).[Gösele and Tan, 1991a, 41; Hu, 1994, 54]

For the latter case, nonequilibrium exists when the equilibrium concentration of the substitutional impurity is much greater than the equilibrium concentrations of either intrinsic point defect. That is, when the following inequality condition is met:
Furthermore, the transport capacities of the diffusing impurity atoms or complexes must be larger than the transport capacities of Si self-interstitials and vacancies. Otherwise, the nonequilibrium concentrations of Si self-interstitials and vacancies produced by $X_s$ will decrease more rapidly than $X_s$ is supplied from the surface. For transition metals such as Au, Pt and Zn, the transport capacities are indeed larger than those of Si self-interstitials and vacancies and are given by:

$$C_{X_s}^{eq} D_{X_s}, C_{X_N}^{eq} D_{X_N}, C_{X_{II}}^{eq} D_{X_{II}} \gg C_l^{eq} D_l, C_v^{eq} D_v$$

(2.32)

where the commas denote and/or. Hence, transition metal diffusion has been used extensively to provide information concerning $D_l$.

However, the transport capacities of substitutional shallow dopants are less than those of Si self-interstitials and vacancies leading to the following inequalities:

$$C_{X_s}^{eq} D_{X_s}, C_{X_N}^{eq} D_{X_N}, C_{X_{II}}^{eq} D_{X_{II}} \ll C_l^{eq} D_l, C_v^{eq} D_v$$

(2.33)

Therefore, dopant diffusion will not provide any direct information concerning the transport capacities of Si self-interstitials or vacancies. Yet, Si self-interstitials and vacancies are very much involved in the substitutional shallow dopant diffusion process. This is apparent when examining the effective diffusivities of many substitutional shallow dopants in silicon under both equilibrium and nonequilibrium conditions. The intrinsic point defect - substitutional shallow dopant interaction is quite evident. Under equilibrium conditions, where $C_{I,V} = C_l^{eq}$, the effective diffusivity of substitutional impurities in silicon is given by:

$$D_{X_s}^{eff} = \frac{C_{X_s}^{eq} D_{X_s}}{C_{X_s}^{eq}} + \frac{C_{X_N}^{eq} D_{X_N}}{C_{X_s}^{eq}} = D_{X_s}^{eq} + D_{X_N}^{eq}$$

(2.34)
As apparent from equation 2.34, Si self-interstitials and vacancies play a significant role in the equilibrium diffusion of substitutional shallow dopants.

Under nonequilibrium conditions, where \( C_{i,v} \neq C_{i,v}^\text{eq} \), the change in concentration from equilibrium, must be considered. This is apparent upon inspection of the substitutional shallow dopant’s effective diffusivity, which is given by:

\[
D_{\text{eff}}^X = \frac{C_{i,v}^\text{eq} D_{X,v}^\text{eq}}{C_{i,v}^\text{eq}} + \frac{C_{i,v} D_{X,v}^\text{eq}}{C_{i,v}^\text{eq}} = D_{X,v}^\text{eq} + \frac{D_{X,v}^\text{eq} C_{i,v}}{C_{i,v}^\text{eq}} \tag{2.35}
\]

Hence, the effective diffusivity under nonequilibrium conditions increases with an increase in concentration above the equilibrium concentration. An interesting manner in which to view the equation above is by dividing through by equation 2.34. This form is given by:

\[
\frac{D_{\text{eff}}^X}{D_{\text{eff}}^X,eq} = \frac{C_{i,v}^\text{eq} D_{X,v}^\text{eq}}{C_{i,v}^\text{eq}} + \frac{C_{i,v} D_{X,v}^\text{eq}}{C_{i,v}^\text{eq}} = s_i \frac{C_{i,v}}{C_{i,v}^\text{eq}} + s_v \frac{C_{v}}{C_{v}^\text{eq}} \tag{2.36}
\]

The \( s_{i,v} \) terms are the fractional diffusivities of the substitutional shallow dopant – intrinsic point defect pairs pertaining to the interstitialcy and vacancy mechanisms, respectively. The plot shown in figure 2.2 shows the fractional interstitialcy component of the effective diffusivity for several of the main substitutional dopant atoms in silicon.[Gösele and Tan, 1991a, 41] Since the dopant atoms are incorporated substitutionally into the lattice, figure 2.2 is plotted relative to the ratio of the dopant radius to the silicon atom radius. The tendency shown is that the smaller substitutional dopant atoms diffuse mainly via the interstitialcy or kick-out mechanisms while the larger substitutional shallow dopant atoms diffuse by the vacancy diffusion mechanism.
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Figure 2.2: The fraction of interstitialcy diffusion with respect to the atomic radii of substitutional shallow dopant normalized to the atomic radius of Si. Notice that B and P diffuse primarily by the interstitialcy mechanism while Sb diffuses mainly by the vacancy mechanism.
From the above discussion, it is clear that intrinsic point defects are intimately involved in the diffusion of substitutional shallow dopants and transition metals. However, steady state substitutional shallow dopant and transition metal diffusion experiments cannot directly yield the diffusivities of Si self-interstitials or vacancies. In the subsequent section, this will become evident for $D_I$ when reviewing the two main experimental methods used to determine the $D_I$.

2.2.3 Experiments used to determine $D_I$

In the preceding sections, discussion concerning intrinsic and extrinsic point defect diffusion has indicated that the $D_I$ cannot be obtained explicitly. In the following paragraphs, both substitutional shallow dopant diffusion studies and transition metal diffusion studies will be briefly reviewed to illustrate this point.

$D_I$ determined by transient enhanced substitutional shallow dopant diffusion

A group at Lucent Technologies pioneered the use of delta doping of substitutional shallow dopants in order to determined the $D_I$. [Eaglesham, et al., 1994, 29; Gossmann, et al., 1995, 43; Gossmann, et al., 1993, 44; Stolk, et al., 1995a, 98; Stolk, et al., 1995b, 99] They developed a superlattice structure of epitaxially grown single crystal silicon with periodic delta doping structures of boron using molecular beam epitaxy (MBE). The 10 nm wide boron spikes, beginning 55 nm from the surface, were about 100 nm apart. One structure was left as-grown. Dry thermal oxidation of the surface of another structure at about 800°C was performed to inject Si self-interstitials. Secondary
ion mass spectroscopy (SIMS) was performed on each structure to determine the boron distribution. The as-grown structure was used to minimize depth resolution errors from SIMS for the oxidized structure. The effective diffusivity of boron in the oxidized structure was determined by fitting the boron distribution of each spike of boron using the equation:

$$D_b^\text{eff} = D_{b,x} \left[ 1 + \beta \frac{C_b(x)}{n_i} \right]$$

(2.37)

where $D_{b,x}$ is the fitting parameter, $\beta$ is an enhancement factor, and $n_i$ is the intrinsic carrier concentration. The effective diffusivity of boron in the oxidized structure is proportional to the Si self-interstitial concentration:

$$D_b^\text{eff} \propto C_I(x,t)$$

(2.38)

where $C_I$ is the Si self-interstitial concentration. The effective boron diffusivity of each spike is plotted with respect to the depth, as shown in figure 2.3. A best fit to the curve is performed using the $C_I$. Assuming that the $C_I$ injected at the surface remains constant during oxidation, then $C_I$ is given, at any time $t$, by:

$$C_I(x,t) = \text{erfc} \left[ \frac{x^2}{D_I^\text{ave} t} \right]$$

(2.39)

where $D_I^\text{ave}$ is the average $D_I$. The complimentary error function can be expanded such that:

$$\text{erfc}(a_o) = \text{erfc}(a) + 2a^2 \text{erfc}(a) - 2a\pi^{-\frac{1}{2}} \exp(-a^2)$$

(2.40a)

where
Figure 2.3: Plot of the effective boron diffusivity. Each data point corresponds to one boron spike. The data is proportional to a complimentary error function distribution of $C_f$ where an average $D_f$ is used as a fitting parameter.

$$a = \frac{x}{\sqrt{\frac{1}{4D_f^{ox}t_{ox}}}}$$  \hspace{1cm} (2.40b)

and

$$a_o = x\sqrt{\frac{1}{4D_f^{ox}t_{ox}}}$$ \hspace{1cm} (2.40c).

The oxide thickness is $t_{ox}$. In this whole approach, the $D_f$ is by no means obtained directly.
$D_i$ determined by transition metal diffusion

As mentioned in section 2.2.2, transition metal diffusion in silicon may be used to
determine properties of intrinsic point. This has been done for Au, Pt and Zn. One point
defect property extracted from transition metal diffusion experiments is the $D_i$.[Boit, et
Bronner and Plummer, 1987, 22; Morehead, 1987, 71; Stolwijk, et al., 1983, 100;
Zimmermann and Ryssel, 1992a, 117; Zimmermann and Ryssel, 1992b, 118] Although
the $D_i$ extraction methods may slightly differ with respect to each experiment, one
method [Bracht, et al., 1995, 20] is discussed to give an indication of the procedure
involved to obtain the $D_i$.

A transition metal is diffused into a Si wafer (i.e., both wafer faces) of thickness $d$
at several different temperatures for various times. Spreading resistance measurements
with respect to depth are performed to obtain the distribution of the substitutional
transition metal concentration, $C_{x_i}$. It has been determined [Frank, et al., 1984, 34] that
the $C_{x_i}$, at $x = \frac{d}{2}$, normalized to equilibrium solubility concentration, $C_{x_i}(x = 0)$, is
given by:

$$\tilde{C}_{x_i}(x = \frac{d}{2}, t) = \frac{C_{x_i}(x = \frac{d}{2}, t)}{C_{x_i}(x = 0)} = \left(\frac{4\pi C_{eq} D_i}{d^2 C_{eq}^{eq}}\right)^{1/2}$$  \hspace{1cm} (2.41a)

Therefore, equation 2.43 is proportional to the square root of the Si self-interstitial
transport capacity. $\tilde{C}_{x_i}$, at $x = \frac{d}{2}$, is plotted for each temperature as a function of time as
shown in figure 2.4. Since figure 2.4 is plotted log-log, then the slope of the isotherms is
given by:
Solving for the $D_I$ in terms of the slope, it is given by:

$$D_I = \frac{10^{2 \cdot \text{slope}}}{C_I^{\text{eq}} C_X^{\text{eq}}}$$  \hspace{1cm} (2.41c).$$

The term in the denominator is used as a fitting parameter to obtain the $D_I$ for each temperature. The manner in which $D_I$ is obtained using transition metal diffusion experiments is much more elegant than if it is extracted using substitutional shallow dopant diffusion experiments. However, it remains an indirect method.

**Figure 2.4:** The log of $\tilde{C}_x$ is plotted as a function of time for several different temperatures.
2.3 Modeling $D_I$

2.3.1 Simulation of $D_I$ using SUPREM-IV

Created at Stanford and further developed at TMA, Inc. and Silvaco Inc., the process modeling program SUPREM-IV is used to simulate such processes as diffusion, ion implantation, oxidation and other processes performed in the silicon industry. The modeling performed in this thesis was done with SUPREM-IV, which was used to obtain $D_I$. In this section, the equations and approach used in SUPREM-IV are described.

Due to the proprietary agreement between the purchaser and seller of SUPREM-IV, the equations used in SUPREM-IV cannot be divulged. In general, SUPREM-IV models intrinsic point defect kinetics by developing and numerically solving the continuity equations (modified Fick’s second law) for the Si self-interstitial and vacancy. The development of the continuity equation for Si self-interstitials, which is analogous for vacancies, focuses on including a plethora of Si self-interstitial diffusion sources that may be present during silicon processing. This is apparent when examining the continuity equation for Si self-interstitials given by:

$$\frac{\partial C_I}{\partial t} + \sum \frac{\partial M}{\partial t} = -\nabla \cdot \left[ D_I C_I^{eq} \nabla C_I^{eq} + \sum J_m \right] + G_p - R_b - R_i \quad (2.42)$$

where $J_m$ is the flux of dopant - Si self-interstitials complex pairs, $M$ is the concentration of dopant - Si self-interstitials complex pairs, $G_p$ is the reaction equation for dopant-intrinsic point defect pairs, $R_b$ is the net recombination rate of Si self-interstitials with vacancies in bulk Si, and $R_i$ is the Si self-interstitial absorption rate by immobile traps.
The $D_{ij}$, $C_{ij}^{eq}$ and the Si self-interstitial - vacancy recombination constant, $K$, are referred to as point defect parameters and are described by Arrhenius expressions given by:

$$D_{ij} = D_{o}^{ij} \exp \left( \frac{-E_{D}^{ij}}{k_{B}T} \right) \text{cm}^2/\text{s}$$  \hspace{2cm} (2.43)

$$C_{ij}^{eq} = C_{o}^{ij} \exp \left( \frac{-E_{C}^{ij}}{k_{B}T} \right) \text{cm}^3$$  \hspace{2cm} (2.44)

$$K = K_{o} \exp \left( \frac{-E_{K}}{k_{B}T} \right) \text{cm}^3/\text{s}$$  \hspace{2cm} (2.45).

The diffusivity enthalpy term, $E_{D}^{ij}$, is the sum of the enthalpy of formation and migration, and $E_{C}^{ij}$ is the activation enthalpy for equilibrium, while $E_{K}^{ij}$ is the enthalpy barrier of Si self-interstitial - vacancy recombination [Fahey, et al., 1989, 32; Kump and Dutton, 1988, 66]. The pre-exponential factor $D_{o}^{ij}$ contains a number of physical constants and properties including the entropy of formation of the defect, the attempt frequency for jumps into available neighboring sites, the lattice constant, and a crystal structure dependence.[Porter and Easterling, 1981, 86] The pre-exponential factor $K_{o}^{ij}$ depends on the unit cell volume of silicon, the lattice site density, the capture radius for recombination, and the sum of $D_{i}$ and $D_{V}$ [Fahey, et al., 1989, 32]. Lastly, $k_{B}$ is Boltzmann’s constant. Each variable in equation 2.42, other than the point defect parameters, contains anywhere from five to thirteen variables.

The model in SUPREM-IV used for the injection of Si self-interstitials is nearly as complicated. Due to the lack of a POCl$_{3}$ process model, a wet oxidation model was used to simulate the POCl$_{3}$ process of Si self-interstitial injection used in this thesis. In the wet oxidation model, a local interface velocity is utilized to show the consumption of
Si during oxidation. The velocity is normalized with a factor that varies with time and oxidation conditions. Unfortunately, this assumption does not allow the peak recombination velocity to vary with the oxidation rate. However, the modeling of experimental observations in this study may not require a variable recombination velocity.

In several cases, the factors used by SUPREM-IV to model Si self-interstitial diffusion do not impact Si self-interstitial diffusion in the experiments presented in this thesis. As will be elucidated in subsequent sections, Si self-interstitial diffusion occurs deep in the bulk well away from the surface. Thus, Si self-interstitial - vacancy recombination at surface does not need to be considered. Furthermore, the actual process of injection can be omitted from the model; only the net flux created during oxidation or the POCl₃ process should not be neglected. Other factors considered by SUPREM-IV that are excessive relative to this study are point defect charge states and pair complexes. They can be deferred because the dopant concentration of the Si crystals used is very low \( (N_A-N_D \sim 5 \times 10^{13} \text{ cm}^{-3}) \) and the Si self-interstitial diffusion occurs well away from the surface where the POCl₃ process (i.e., high P concentration) occurs.

SUPREM-IV is well suited for process modeling in industry. However, the complexity of the equations and unnecessary factors used in SUPREM-IV inhibits a fundamental understanding of the physics and materials science of diffusion. Therefore, a more innate and elementary model has been developed using lessons acquired in the SUPREM-IV modeling exercise. The model is currently in the preliminary stages of development. The following section outlines the model.
2.3.2 The Bracht-Knowlton Si self-interstitial diffusion model

As has been shown in the previous section, the process simulation program SUPREM-IV is complicated and empirical in many of the models that it incorporates. It is difficult to ascertain which specific materials parameters are associated with SUPREM-IV's parameters. Deconvolving SUPREM-IV's code to determine these parameters would be a difficult and ardent task. The physics of the Si self-interstitial transport and interaction of point defects may be better understood by using a more elementary model that would simulate the experimental results in an intuitive manner. In this section, a model is presented that incorporates the physics of diffusion in a more perceptive way.

The B-K model (Bracht-Knowlton) follows the model that Bracht et al. [Bracht et al., 1994, 19] used to describe Zn diffusion in highly dislocated Si. In this work, Bracht et al.'s model is revised to incorporate D-defects rather than dislocations. The purpose of this model is two-fold. First, it is designed to be simple and certain rational assumptions, which are subsequently described, are made to make it so. If the experimental results cannot be explained, then the assumptions will be eliminated until the experimental results can be explained. Second, physical parameters important to this study, such as the D-defect concentration and diffusivity, are included in the model so that they may be determined quantitatively.

The purpose of the B-K model is to simulate Si self-interstitial transport from the surface into the bulk of D-defect containing crystalline Si. To do so, several assumptions are made in the B-K model. One-dimensional diffusion is assumed, because lateral diffusion is insignificant. The concentration of Si self-interstitials injected at the surface
is considered to be constant. The D-defects are presumed to be Si self-interstitial traps and their total concentration remains constant (i.e., the number of total sites equals the number of annihilated and remaining traps). Furthermore, only one Si self-interstitial can recombine with one trap site and both annihilate one another. Lastly, assuming an infinite source of Si self-interstitials, the surface concentration of Si self-interstitials at any time, \( t \), \( C_I(0, t) \) is constant. As the time becomes very large (i.e., \( t \to \infty \)) and equilibrium is essentially reached, then the bulk Si self-interstitial concentration, \( C_I^* \), approaches that of the surface concentration, \( C_I(0, t \to \infty) \). It is assumed that the \( C_I^* \) is greater than the thermal equilibrium Si self-interstitial concentration, \( C_I^{eq} \). Thus, for long time periods where equilibrium has been established, it is found:

\[
C_I(t \to \infty) \to C_I^*
\]  

The reaction equation for the interaction between the Si self-interstitials and the D-defect traps is given by:

\[
I + T_e \rightleftharpoons T_o + L
\]

where \( T_e, T_o \) and \( L \) are the concentrations of the empty traps, occupied traps and interstitial lattice sites, respectively. The change in the concentration of Si self-interstitials during the reaction with respect to time is described by the differential equation:

\[
\frac{\partial C_I^{reoc}}{\partial t} = k_f C_I C_L - k_r C_I^* C_I
\]  

(2.48).
The variables $k_f$ and $k_r$ are the forward and reverse coefficients of reaction, respectively. At equilibrium, the equilibrium constant for the reaction 2.47 is equal to the ratio of the products over reactants:

$$K_{eq} = \frac{C_{eq}^p C_L}{C_f^* C_{eq}^r}$$  \hspace{1cm} (2.49)

The next assumption presumes that local equilibrium is attained. That is, shortly after the reaction begins, the net Si self-interstitial concentration does not change with small changes in position or time. The system has reached a steady state. This is written mathematically as:

$$\frac{\partial C_{eq}^{\text{reac}}}{\partial t} = 0$$  \hspace{1cm} (2.50).

Solving for the ratio of reaction coefficients, equation 2.51 results:

$$\frac{k_f}{k_r} = \frac{C_{eq}^p C_L}{C_f^* C_{eq}^r}$$  \hspace{1cm} (2.51).

By the law of mass action, equation 2.48 and equation 2.51 may be combined giving rise to the equality:

$$\frac{C_f^* C_{eq}^r}{C_{eq}^p C_L} = \frac{C_{eq}^p C_L}{C_f^* C_{eq}^r}$$  \hspace{1cm} (2.52).

Equation 2.52 may be rewritten in terms of the reaction coefficients:

$$\frac{k_f}{k_r} = \frac{C_{eq}^p C_L}{C_f^* C_{eq}^r}$$  \hspace{1cm} (2.53).

Solving for $k_r$ in terms of $k_f$ results in:

$$k_r = k_f \frac{C_f^* C_{eq}^r}{C_{eq}^p C_L}$$  \hspace{1cm} (2.54)
Leaving the reaction section of the diffusion model momentarily, the diffusion aspect of this diffusion model will be further expanded. The total D-defect trap concentration in this model is described by:

\[ C_s = C_{\text{ir}} + C_{\text{tr}} = C_{\text{ir}}^{\text{eq}} + C_{\text{tr}}^{\text{eq}} \]  \hspace{1cm} (2.55).

As the injected Si self-interstitials diffuse into the bulk, the Si self-interstitial concentration changes at each position as time progresses (neglecting the reaction component of the Si self-interstitial). The change in the Si self-interstitial concentration with respect to time as a result of diffusion may be described by the partial differential equation:

\[ \frac{\partial C_{\text{ir}}^{\text{diff}}}{\partial t} = D_f \frac{\partial^2 C_{\text{ir}}}{\partial x^2} \]  \hspace{1cm} (2.56).

In order to determine the total change in the Si self-interstitial concentration with respect to time, both the reaction and diffusion equations must be combined. This is done by combining equations 2.47 and 2.56 which results in the complete form of the diffusion equation describing both the transient reaction and diffusion nature of Si self-interstitials:

\[ \frac{\partial C_{\text{ir}}}{\partial t} = \frac{\partial C_{\text{ir}}^{\text{diff}}}{\partial t} + \frac{\partial C_{\text{ir}}^{\text{rec}}}{\partial t} = D_f \frac{\partial^2 C_{\text{ir}}}{\partial x^2} + k_r C_{\text{ir}} C_L - k_f C_{\text{ir}} C_{\text{tr}} \]  \hspace{1cm} (2.57).

In mathematical descriptions of diffusion, such as equation 2.57, an important parameter is the \( D_f \). Because it appears only in the first term of equation 2.57, it is embedded in the solution and difficult to extract. This complicated equation needs to be manipulated such that an effective Si self-interstitial diffusivity is obtained. This is done using substitutions, algebra and calculus that can be found in the appendix. The mathematical manipulations of equation 2.57 result in the following form of the partial differential equation and effective diffusivity of Si self-interstitial:
\[ \frac{\partial C_I}{\partial \tau} = D_I^{\text{eff}} \frac{\partial^2 C_I}{\partial x^2} \]  

(2.58)

where \( D_I^{\text{eff}} \) is the Si self-interstitial effective diffusivity. As derived in the appendix, \( D_I^{\text{eff}} \) is given by:

\[ D_I^{\text{eff}} = \frac{C_I^* D_I}{C_n C_{r}^{\text{eq}} C_{T_I}^{\text{eq}}} \left( \frac{C_{r}^{\text{eq}} C_I^*}{C_{r}^{\text{eq}} C_I^* + C_{T_I}^{\text{eq}}} \right)^2 \]  

(2.59)

The variables used in equation 2.59 are defined in the appendix 4.5.

The D-defect concentration and the degree of D-defect - Si self-interstitial interaction are not known at this point in the study. Thus, various cases of Si self-interstitial trapping will be considered to better understand possible ways in which Si self-interstitial trapping may occur. For each case, the \( D_I^{\text{eff}} \) will vary and result in different solutions for equation 2.58. Hence, the distribution of Si self-interstitials with respect to position will change as well. For each case of Si self-interstitial trapping, the \( D_I^{\text{eff}} \) for that case will be determined and a general graphical representation of the normalized Si self-interstitial concentration, \( \bar{C}_I \), will be presented.

The first case considered is the case in which an insignificant amount of Si self-interstitial trapping occurs. Therefore, the equilibrium occupied trap concentration, \( C_{r}^{\text{eq}} \), is essentially zero. Thus, the normalized total trap concentration, \( \bar{C}_n \), is much less than \( \bar{C}_I \). Substituting zero for \( C_{r}^{\text{eq}} \) into equation 2.59, \( D_I^{\text{eff}} \) simplifies to just \( D_I \). The normalized Si self-interstitial concentration, \( \bar{C}_I \), is given by a complementary error function distribution of which a general graphical representation is shown in figure 2.5.
As previously mentioned, the normalized trap concentration, $C_u$, is negligible relative to $\bar{C}_{t_{eq}}$.

The next case considered is moderate trapping of Si self-interstitials. In this case, the following inequality is met:

$$\frac{C_{t_{eq}}^{eq}}{C_u} < 1$$

(2.60).

Upon substitution into equation 2.59 $D_{ej}^{eq}$ is reduced to:

$$D_{ej}^{eq} \approx \frac{C_{t_{eq}}^{eq}D_{t_{eq}}}{C_t + C_{t_{eq}}^{eq}} = \frac{D_t}{1 + \frac{C_{t_{eq}}^{eq}}{C_t}}$$

(2.61).

The mathematics performed to obtain equation 2.61 are given in appendix 4.5. The resulting numerically determined distribution of $\bar{C}_t$ is a slightly retarded complementary error function as shown in figure 2.6.

The third case of Si self-interstitial trapping considers a strong D-defect - Si self-interstitial interaction in which Si self-interstitials are readily trapped. Two conditions of strong Si self-interstitial trapping may exist. The first condition is one in which the equilibrium occupied trap concentration is very large, yet not as large as the injected Si self-interstitials concentration. In this case, the equilibrium occupied trap concentration is nearly that of the total trap concentration is given by:

$$C_u \approx C_{t_{eq}}^{eq}$$

(2.62).

Thus, for a large Si self-interstitial concentration, it follows that:

$$\bar{C}_t \| \frac{C_{t_{eq}}^{eq}}{C_{t_{eq}}^{eq}}$$

(2.63).
Figure 2.5: A complementary error function distribution of \( \bar{C}_I \) for the case of insignificant trapping. \( C_n \) represents the total normalized concentration of traps with respect to the total concentration of Si self-interstitials.

Figure 2.6: A slightly retarded complementary error function distribution of \( \bar{C}_I \) for the case of moderate Si self-interstitial trapping. \( C_n \) is somewhat larger than in the first case.
By considering equations 2.62 and 2.63, equation 2.59 reduces to equation 2.64 as derived in the appendix 4.5:

\[
D^\text{eff}_I \approx \frac{D_I}{\frac{C^{\text{eq}}_I}{C^*_I} \bar{C}_I^{-2}}
\]  

(2.64).

The Si self-interstitial concentration profile which results from the strong trapping is illustrated in figure 2.7. Note that the numerically derived distribution is a truncated complementary error function where the injected Si self-interstitial concentration is severely reduced by the slightly smaller total trap concentration.

Another possible case of strong trapping is similar to the previous case for which equation 2.62 holds. However, in this scenario, the injected Si self-interstitial concentration is smaller than the total trap concentration. Therefore, the subsequent inequality may be expressed by:

\[
\bar{C}_I < \left( \frac{C^{\text{eq}}_I}{C^*_I} \right)
\]

(2.65).

Substituting equations 2.60 and 2.61 into equation 2.55 leads to equation 2.62 as shown in the appendix 4.5:

\[
D^\text{eff}_I \approx \frac{D_I}{1 + \frac{C^{\text{eq}}_I}{C^*_I} \frac{C^*_I}{C^{\text{eq}}_I} \bar{C}_I^{-2}}
\]  

(2.66).

The concentration distribution of Si self-interstitials is also a truncated complementary error function similar to figure 2.8. Notice that, in this case, the total trap concentration is larger than the injected Si self-interstitial concentration.
Figure 2.7: A strongly truncated complementary error function distribution of $\tilde{C}_I$ for the case of moderate Si self-interstitial trapping. $C_n$ is somewhat smaller the Si self-interstitial concentration near the surface.

Figure 2.8: A strongly truncated complementary error function distribution of $\tilde{C}_I$ for the case of moderate Si self-interstitial trapping. $C_n$ is larger the Si self-interstitial concentration near the surface.
2.4 $D_I$ as Revealed by $Li^+$ Drifting

2.4.1 Experiment 1: D-defect study yielding $D_I$

It was shown previously that the concentration of D-defects was reduced by injection of Si self-interstitials during the POCl$_3$ process. Following the POCl$_3$ process and $Li^+$ drifting, Cu staining of the cross-sectioned wafer revealed that the $Li^+$ completely drifted through the entire 3 mm thick wafer. The results are shown in the $Li^+$ drift profile in figure 1.6. For $Li^+$ to drift unimpeded, the D-defect concentration must be significantly reduced throughout the wafer. D-defects are eliminated by the recombination of Si self-interstitials and vacancies. During the POCl$_3$ process, Si self-interstitials were injected from both sides of the wafer. The absence of D-defects indicates that Si self-interstitials diffused at least 1.5 mm to the center of the wafer. In this way, POCl$_3$ processing followed by $Li^+$ drifting can determine the diffusion distance of Si self-interstitials.

Si self-interstitial diffusion can now be studied using $Li^+$ drifting, D-defects and the POCl$_3$ process. That is, Si self-interstitials can be injected into Si containing D-defects, diffuse through the bulk and annihilate D-defects. In this way, the D-defects are employed as markers. $Li^+$ drifting can be used to delineate the remaining D-defects thereby revealing the diffusion distance of Si self-interstitials. Using process simulation, the $D_I$ can be determined. Hence, this method to study Si self-interstitial diffusion may resolve the controversy between the published values of $D_I$ as determine by shallow dopant diffusion [Bronner and Plummer, 1985, 21; Gossmann, et al., 1993, 44; SUPREM-IV, 103] and transition metal diffusion [Boit, et al., 1990, 15; Bracht, et al.,

Using SUPREM-IV [SUPREM-IV, 103], Si self-interstitial diffusion distances were simulated based on the point defect default values listed in column 2 of tables 2.2 and 2.3. It was found that the Li⁺ drifting and POCl₃ results disagree with the results computed with SUPREM-IV. Using the default point defect values, the simulated Si self-interstitial injection depth is only on the order of 50 μm. Figure 2.10 shows the normalized concentration (i.e., \( C/C_{eq} \)) of vacancies and interstitials as a function of sample depth. The simulation indicates that the injected Si self-interstitial have reduced the vacancy concentration well below the equilibrium concentration up to 50 μm. This result is clearly inconsistent with the 1.5 mm diffusion distance using Li⁺ drifting of the POCl₃ processed D-defect containing FZ Si wafers.

Although simulations with SUPREM-IV using the default point defect parameters do not agree with the experimental results, the use of other published point defect parameters with some modifications give experimentally consistent results. For example, using the point defect activation enthalpy values \( E_{D}^{I/V} \) and \( E_{C}^{I/V} \) from Bracht et al. [Bracht, et al., 1994, 19] listed in column 3 of table 2.2 and 2.3 and varying the pre-exponential terms for diffusivity and equilibrium concentration, results were obtained that are compatible with those of SUPREM-IV. The simulation results are shown in figure 2.11. As can be seen, the Si self-interstitial injection depth is approximately 1.5 mm agreeing well with the Si self-interstitial injection depths observed experimentally (~1.5 mm). Similar simulations may be obtained by altering other published point defect parameters. This was accomplished using the point defect activation energy values \( E_{D}^{I/V} \)
### Table 2.2: Selected Si self-interstitial parameters

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>$D_0^I$ (cm$^2$/s)</td>
<td>3.65x10$^{-4}$</td>
<td>5.1x10$^{-1}$</td>
<td>~0.9</td>
<td>~9x10$^{2}$</td>
</tr>
<tr>
<td>$E_D^I$ (eV)</td>
<td>1.58</td>
<td>1.77</td>
<td>1.77</td>
<td>2.44</td>
</tr>
<tr>
<td>$C_O^I$ (cm$^3$/$s$)</td>
<td>1.25x10$^{29}$</td>
<td>2.9x10$^{24}$</td>
<td>~3x10$^{-25}$</td>
<td>~8x10$^{21}$</td>
</tr>
<tr>
<td>$E_C^I$ (eV)</td>
<td>3.26</td>
<td>3.18</td>
<td>3.18</td>
<td>2.36</td>
</tr>
<tr>
<td>$K_O^I$ (cm$^3$/$s$)</td>
<td>10$^{-21}$</td>
<td>—</td>
<td>~7x10$^{-17}$</td>
<td>5.1x10$^{-3}$</td>
</tr>
<tr>
<td>$E_K^I$ (eV)</td>
<td>-1</td>
<td>—</td>
<td>0</td>
<td>3.19</td>
</tr>
</tbody>
</table>

### Table 2.3: Selected Si vacancy parameters

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>$D_0^V$ (cm$^2$/s)</td>
<td>3.65x10$^{-4}$</td>
<td>3x10$^{-2}$</td>
<td>~0.9</td>
<td>~9x10$^{4}$</td>
</tr>
<tr>
<td>$E_D^V$ (eV)</td>
<td>1.58</td>
<td>1.8</td>
<td>1.8</td>
<td>2.92</td>
</tr>
<tr>
<td>$C_O^V$ (cm$^3$/$s$)</td>
<td>1.25x10$^{29}$</td>
<td>1.4x10$^{23}$</td>
<td>~1.4x10$^{20}$</td>
<td>~10$^{17}$</td>
</tr>
<tr>
<td>$E_C^V$ (eV)</td>
<td>3.26</td>
<td>2.0</td>
<td>2.0</td>
<td>1.08</td>
</tr>
<tr>
<td>$K_O^V$ (cm$^3$/$s$)</td>
<td>10$^{-21}$</td>
<td>—</td>
<td>~7x10$^{-17}$</td>
<td>5.1x10$^{-3}$</td>
</tr>
<tr>
<td>$E_K^V$ (eV)</td>
<td>-1</td>
<td>—</td>
<td>0</td>
<td>3.19</td>
</tr>
</tbody>
</table>
Figure 2.10: The Si self-interstitial diffusion (i.e., injection) depth is simulated using SUPREM-IV's default point defect parameter values. The solid line shows that the Si self-interstitial and vacancy concentrations equilibrate at 50 μm. The simulation shows that Si self-interstitials have diffused and significantly reduced the vacancy concentration up to 50 μm into the bulk. This is not consistent with our results showing that Si self-interstitials diffuse at least 1.5 mm into the bulk.
Figure 2.11: The Si self-interstitial diffusion (i.e., injection) depth is simulated using SUPREM-IV. The Si self-interstitial injection depth is consistent with the results using Bracht et al. [Bracht, et al., 1994, 19] $E_D^{IF}$ and $E_C^{IF}$ values and modifying their other point defect parameter as shown in tables 2.2 and 2.3. The solid line shows that the Si self-interstitial and vacancy concentrations equilibrate at 1.5 mm. Hence, the simulation shows that Si self-interstitials have diffused and significantly reduced the vacancy concentration up to 1.5 mm into the bulk which is consistent with the observed experimental results.
and $E_C^{D'}$ published by Park and Law. [Park and Law, 1992, 78] By changing their pre-exponential terms for diffusivity and equilibrium concentration, simulations using SUPREM-IV are obtained describing the experimental results. The modifications are shown in Tables 2.2 and 2.3. The results of the simulation are shown in figure 2.12, which illustrate that Si self-interstitials are injected to a depth of about 1.5 mm.

Modifying as few point defect parameters as possible simplifies the SUPREM-IV simulations. The best approach is minimizing the modifications by using only one variable point defect parameter. This approach was used to determine the experimental diffusion distance based on Park and Law's [Park and Law, 1992, 78] work. The alteration required that the $D_I$ pre-exponential value change by only a factor of 3. Table 2.4 lists Park and Law's modified and unmodified point defect parameters as well as the default values used in SUPREM-IV. The new simulation is shown in figure 2.13 and pertains to the results using the default point defect parameters of SUPREM-IV and the modified $D_I$ pre-exponential value of Park and Law. It is interesting to note that Park and Law's values give rise to a simulation inconsistent with the simulation based on the default point defect parameters used in SUPREM-IV. Based on the simulation shown in figure 2.13, the $D_I$ was calculated and found to be $1.6 \times 10^{-7} \text{ cm}^2/\text{s}$. This data point is plotted with other reported ranges of $D_I$ in figure 2.14. Upon examination of the data, the $D_I$ determined in this experiment is in closer agreement with the $D_I$ determined by transition metal diffusion experiments than with the substitutional shallow dopant diffusion experiments.

The results presented here indicate a minimum diffusion distance for the Si self-interstitials. Since D-defects were reduced throughout the whole wafer, a lower bound
diffusion depth of 1.5 mm is established. To better determine the Si self-interstitial diffusion distance, the same experiment could be performed with a thicker wafer. Alternatively, another physical process or phenomenon may be responsible for the reduction of D-defects. One possibility is an interaction between Si self-interstitials and Li⁺. In the following sections, these possibilities are examined.

Table 2.4: Selected Si self-interstitial parameters

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>$D'_0$ (cm²/s)</td>
<td>$3.65 \times 10^{-4}$</td>
<td>$6 \times 10^2$</td>
<td>$\sim 18 \times 10^2$</td>
</tr>
<tr>
<td>$E'_0$ (eV)</td>
<td>1.58</td>
<td>2.44</td>
<td>2.44</td>
</tr>
<tr>
<td>$C'_O$ (cm⁻³)</td>
<td>$1.25 \times 10^{29}$</td>
<td>$5.0 \times 10^{22}$</td>
<td>$5.0 \times 10^{22}$</td>
</tr>
<tr>
<td>$E'_C$ (eV)</td>
<td>3.26</td>
<td>2.36</td>
<td>2.36</td>
</tr>
<tr>
<td>$K'_O$ (cm³/s)</td>
<td>$10^{-21}$</td>
<td>$8.2 \times 10^{-4}$</td>
<td>$8.2 \times 10^{-4}$</td>
</tr>
<tr>
<td>$E'_K$ (eV)</td>
<td>-1</td>
<td>3.19</td>
<td>3.19</td>
</tr>
<tr>
<td>$D'_I$ (cm²/s)</td>
<td>$1.13 \times 10^{-10}$</td>
<td>$5.3 \times 10^{-8}$</td>
<td>$\sim 1.6 \times 10^{-7}$</td>
</tr>
</tbody>
</table>

†We chose to change $D'_O$, but could have changed another pre-exponential.
Figure 2.12: The Si self-interstitial diffusion (i.e., injection) depth is simulated using SUPREM-IV. The Si self-interstitial injection depth is consistent with the results using Park and Law's [Law, 1994 #347] $E_D^{IF}$ and $E_C^{IF}$ values and modifying their other point defect parameter as shown in tables 2.2 and 2.3. The solid line shows that the Si self-interstitial and vacancy concentrations equilibrate at 1.5 mm. Hence, the simulation shows that Si self-interstitial have diffused and significantly reduced the vacancy concentration up to 1.5 mm into the bulk which is consistent with the observed experimental results.
Figure 2.13: The solid line shows a Si self-interstitials diffusion (i.e., injection) depth of about 1.5 mm into the bulk which is consistent with the observed experimental results. This simulation was achieved by modifying only $D_i$ of Park and Law’s published point defect parameters. [Park and Law, 1992, 78] For comparison, the dotted-dashed line represents a simulation using the unmodified Park and Law point defect values. The dashed line is the same simulation shown in figure 2.10 and is added for comparison.
Figure 2.14: Temperature dependence of Si self-interstitial diffusivity deduced from transition metal diffusion experiments (solid) and shallow impurity diffusion (dashed) reported by various authors as indicated. [Boit, et al., 1990, 15; Bracht, et al., 1995, 20; Bronner and Plummer, 1985, 21; Bronner and Plummer, 1987, 22; Gossmann, et al., 1993, 44; Griffin, et al., 1985, 46; Morehead, 1987, 71; SUPREM-IV, 103; Zimmermann and Ryssel, 1992a, 117] The $D_I$ data point represented by square shows this work's lower bound which results from the analysis of the Li$^+$ drift experiments. The diffusivity data below this data point are inconsistent with this work. However, the $D_I$ of this work, since it is a lower bound, is not in disagreement with the $D_I$ data above it.
2.4.2 Experiment 2: Possibility of Li$^+$ drifting assisting the transport of Si self-interstitials

In this section, the possibility is examined that Li$^+$ drifting may assist the transport of Si self-interstitials previously injected into the wafer during the POCl$_3$ process. Suppose, for the moment, that the SUPREM-IV simulations, using the default point defect parameters, are correct. That is, assume that Si self-interstitials are injected 50 µm into the bulk from either face of the wafer as simulated by SUPREM-IV and shown in figure 2.10. The following argument can then be forwarded. After the injection of Si self-interstitials during the POCl$_3$ process and during Li$^+$ drifting, perhaps Li ions interact with Si self-interstitials. Presume that due to this interaction and the ion-drifting field, transport of Si self-interstitials occurs throughout the bulk of the wafer (i.e., at least 1.5 mm). During the transport, Si self-interstitials would eliminate D-defects and allow Li$^+$ to drift completely through the wafer. If proven, this argument would explain the completion of Li$^+$ drifting and the apparent discrepancy of the SUPREM-IV simulations presented in the previous section. It would also suggest that the SUPREM-IV default point defect parameters do not need to be altered.

An experiment was designed to test the validity of this argument. Assume that the Si self-interstitial diffusion distance is indeed 50 µm. Therefore, following the POCl$_3$ process, the injected Si self-interstitials should be within 50 µm from the wafer faces. If 50 µm of material were removed from the wafer face, then all the injected Si self-interstitials would be removed as well. Upon Li$^+$ drifting this wafer, Si self-interstitials would not be present to interact with Li$^+$ and would not be transported during Li$^+$ drifting. Thus, the D-defects would not be eliminated and would be present to curtail Li$^+$ drifting.
The following experiment was performed to show that Li⁺ drifting does not assist the transport of Si self-interstitials. From a p-type <111> FZ 7 cm diameter boule of silicon known to have D-defects, three sets of samples were taken and processed in the following manner. The first set of samples were POCl₃ treated and then their surfaces were removed by lapping to a depth of either 50 μm or 100 μm. The second and third sets of samples were used as control samples. The second set of samples was POCl₃ treated but the surfaces were not removed. The third set of samples was neither POCl₃ treated nor were their surfaces removed. Li⁺ drifting was performed on all three sets of samples. Following Li⁺ drifting, all sample sets were analyzed for drift depth using Cu staining as previously described.

The results of the experiment showed unambiguously that no Li⁺ drift-assisted Si self-interstitial transport is taking place. The first and second set of samples were completely Li⁺ drifted, whereas the third set of samples did not Li⁺ drift completely. The Li⁺ drift profiles of the first and second sample sets and the third sample set are analogous to the Li⁺ drift profiles of the untreated and POCl₃ processed Si samples shown in figure 1.6 in chapter 1. As the simulation illustrates in figure 2.10, Si self-interstitials are injected to a depth of several tens of micrometers during the POCl₃ process. This issue is further examined in the following sections where experiments using thicker wafer are discussed.

2.4.3 Experiment 3: The POCl₃ process of 2 cm thick wafers

In section 2.4.1, a lower bound Si self-interstitial diffusion distance and $D_I$ were determined. In this section, an experiment is described in which a 2 cm thick wafer,
nearly six times thicker than in the previous experiments, is employed to determine the Si self-interstitial diffusion distance. By using a thicker wafer, the extent of the Si self-interstitial diffusion should become measurable since it is expected to be less than half the wafer thickness. Thus, not all the D-defects would be eliminated. The remaining D-defects would curtail Li\(^+\) drifting and thereby reveal the extent of Si self-interstitial diffusion. From this data, a Si self-interstitial diffusion distance could be determined. Additionally, this experiment allows the further examination of Li\(^+\) drifting assisted Si self-interstitial transport.

Several wafers were cut from a 10 cm diameter boule of p-type <111> FZ Si containing D-defects. One wafer was used as a control while the other wafer, following lapping, cleaning and processing, was subjected to the POCl\(_3\) process. Post annealing was performed at a temperature of 950°C for 100 min to diffuse the P from both faces causing Si self-interstitial injection to occur from both wafer faces into the bulk.

To keep the Li\(^+\) drifting processing steps consistent with previous experiments, several 3 mm thick slabs were cut from each of the POCl\(_3\) treated wafers, perpendicular to the wafer faces (vertical slabs with respect to the wafer). The width of the slab is the diameter of the wafer (10 cm) and the height of the slab is the thickness of the wafer. This is shown in figure 2.14.

Each slab was cut into 8 samples (~1.1 cm x 2 cm x 3 mm thick) to simplify the processing. The samples were lapped, processed and Li\(^+\) drifted as described in chapter 1. In this geometry, Li\(^+\) drifting was performed perpendicular to the Si self-interstitial injection direction to enhance the resolution of the drift profile.
Figure 2.14: A schematic of the 2 cm thick wafer shows the Si self-interstitial injection into both wafer faces during the POCl₃ process. Subsequently, the wafer was cut into 3 mm wide slabs and Li⁺ drifted perpendicular to the Si self-interstitial injection direction.

As was previously mentioned, the control wafer did not undergo the POCl₃ process. This wafer was cut into samples, processed and Li⁺ drifted in the same manner as described for the POCl₃ treated wafer (see section 1.2.2).

In order to determine if the samples were fully or partially Li⁺ drifted, Li⁺ drift profiles were established by Cu staining the cross-sectioned samples. The Cu staining results on the samples from the slab of the 2 cm thick control wafer revealed that the wafer periphery fully Li⁺ drifted while the inner central region of the wafer did not. This
result is illustrated by the data points given by circles in Li$^+$ drift profile shown in figure 2.15. As expected, the control wafer has a large concentration of D-defects in the central region.

Cu staining was also performed on the cross-sectioned slabs (i.e., 8 samples per slab) which were taken from the 2 cm thick POCl$_3$ processed Si wafer. The stain profiles of each sample showed that each sample fully Li$^+$ drifted. Therefore, it is concluded that the 2 cm thick wafer also fully Li$^+$ drifted. The Li$^+$ drift data points from the samples is depicted in figure 2.15 as triangles.

The Li$^+$ drifted samples taken from the wafer, which did not undergo the POCl$_3$ process, were cross-sectioned and Cu stained as well. The Cu staining of the samples showed that only partial Li$^+$ drifting had occurred within the central region of the crystal as shown in figure 2.15. This proves that D-defects are present in the central region of the crystal. Both results establish that the reduction of D-defects throughout the entire volume of the wafer is a consequence of injected Si self-interstitials during the POCl$_3$ process. Since reduction of D-defects occurs throughout the entire volume, two statements can be made. First, due to this very pronounced effect of Si self-interstitial injection and Li$^+$ drifting and because Si self-interstitials most likely recombine with vacancies, it is concluded that D-defects are vacancy-related. Second, the injection of Si self-interstitials occurs on both wafer faces and reduces the D-defect concentration throughout the entire volume such that complete Li$^+$ drifting occurs. Hence, Si self-interstitial diffusion is occurring at least half way through the wafer from each wafer face. This result strongly suggests that Si self-interstitial diffuse to a depth of at least 1 cm into the bulk of the Si wafer.
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Figure 2.15: Li⁺ drift profile of the 2 cm thick control wafer (−o−) and the POCl₃ treated wafer (Δ). The profile is shown from the center to the edge of the wafer. The central region of the control sample is only partially drifted which indicates the existence of D-defects. The POCl₃ treated wafer is completely Li⁺ drifted indicating that Si self-interstitial injection eliminates D-defects throughout the 2 cm thick wafer. This result indicates that Si self-interstitials diffused at least 1 cm.
Reproducibility

In order to confirm this experiment, it was repeated with a slight modification. Another 2 cm thick wafer was POCl₃ treated. Rather than slicing the wafer vertical slabs, as shown in figure 2.14, the 2 cm thick wafer was sliced parallel to the wafer faces into five 4 mm thick wafers. This configuration also provides a way to further establish the possibility that Li⁺ drifting-assisted Si self-interstitial transport occurs as will become clear later.

The five 4 mm wafers were lapped and etched to remove damage, reducing their thickness to approximately 3.5 mm. The five 3.5 mm thick wafers were processed and Li⁺ drifted as illustrated in figure 2.16. Following Li⁺ drifting, the drift profiles were obtained by Cu staining the cross-sectioned wafers in the usual way.

All the Li⁺ drift results of the five 3.5 mm thick wafers were identical. Cu staining of the cross-sectioned wafers showed that Li⁺ drifting proceeded completely through each wafer volume. These results are compared to the results of the control wafer and shown in figure 2.17. The dashed lines in figure 2.17 denote where the cuts were made from the 2 cm thick POCl₃ processed wafer forming the 3.5 mm thick wafers.

The semiconductor process simulation program, SUPREM-IV, was used to model the experimental results. Using SUPREM-IV to simulate Si self-interstitial injection and varying only one of the point defect parameters, the experimentally determined diffusion distance of the Si self-interstitials was simulated. Modeling of this Si self-interstitial injection depth with the help of SUPREM-IV requires a diffusivity of Si self-interstitials of at least 3.5x10⁻⁶ cm²s⁻¹ at 950°C. The results of the simulation are listed in the last column of table 2.5. The other columns are presented for comparison. The dashed lines in
EXPERIMENT

Processed Wafer
1. POCl₃ process: 950°C, 100 min
2. cut into 5-4 mm wafers
2. Li⁺ drift @ ~100°C
3. obtain Li⁺ drift profile

Figure 2.16: Five 4 mm thick wafers were cut from a wafer as depicted by the dashed lines. The wafer processing involved is outlined. Lapping and polish etching actually reduces the width of the five wafers to 3.5 mm.
Figure 2.17: Li⁺ drift profile, from the center to the periphery of each of the five 3.5 mm thick cross sectioned wafers cut from a 2 cm thick POC₃ treated wafer. The horizontal dashed lines depict where the five 3.5 mm wafers were cut from the 2 cm wafer. Li⁺ drifting occurred completely through all five wafers. The control wafer (-o-) is also plotted for comparison.
Table 2.5: Last column are parameters used in Figure 2.10

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>( D'_o ) (cm²/s)</td>
<td>3.65x10^{-4}</td>
<td>6x10²</td>
<td>3x10^{-4}</td>
<td>~150x10^{-4}</td>
</tr>
<tr>
<td>( E'_D ) (eV)</td>
<td>1.58</td>
<td>2.44</td>
<td>0.88</td>
<td>0.88</td>
</tr>
<tr>
<td>( C'_o ) (cm⁻³)</td>
<td>1.25x10^{29}</td>
<td>5.0x10^{22}</td>
<td>1.87x10^{26}</td>
<td>1.87x10^{26}</td>
</tr>
<tr>
<td>( E'_C ) (eV)</td>
<td>3.26</td>
<td>2.36</td>
<td>3.96</td>
<td>3.96</td>
</tr>
<tr>
<td>( K'_o ) (cm²/s)</td>
<td>10^{-21}</td>
<td>8.16x10^{-11}</td>
<td>8.16x10^{-1}</td>
<td>8.16x10^{-1}</td>
</tr>
<tr>
<td>( E'_K ) (eV)</td>
<td>-1</td>
<td>3.19</td>
<td>3.19</td>
<td>3.19</td>
</tr>
<tr>
<td>( D' ) (cm²/s)</td>
<td>1.13x10^{-10}</td>
<td>5.3x10^{-8}</td>
<td>~7.1x10^{-8}</td>
<td>3.5x10^{-6}</td>
</tr>
</tbody>
</table>


Figure 2.18 show calculated concentration profiles of Si self-interstitials and vacancies based on this \( D_I \) value. The solid lines represent corresponding concentration profiles that were obtained using the default point defect parameters for \( D_I \) provided by SUPREM-IV. They show an injection depth of only 50 µm.

Figure 2.19 shows the \( D_I \) data of this work (square) in comparison to the temperature dependence of \( D_I \) deduced from transition metal diffusion and substitutional shallow dopant experiments in Si. Data mainly from shallow dopant diffusion experiments for 950°C shown by the dashed lines in figure 2.19, which is lower than the
Figure 2.18: The dashed curves show the simulation of the results of this work using SUPREM IV and illustrates Si self-interstitial injection from the surface by the POCl₃ process which annihilate vacancies to a depth of at least 1 cm into the bulk. Note that the simulation of the oxidation process using the default point defect parameters essentially coincides with the y-axis. The Si self-interstitial injection depth is ~50 μm.
Figure 2.19: Temperature dependence of Si self-interstitial diffusivity deduced from transition metal diffusion experiments (solid) and shallow impurity diffusion (dashed) reported by various authors as indicated. [Boit, et al., 1990, 15; Bracht, et al., 1995, 20; Bronner and Plummer, 1985, 21; Bronner and Plummer, 1987, 22; Gossmann, et al., 1993, 44; Griffin, et al., 1985, 46; Morehead, 1987, 71; SUPREM-IV, 103; Zimmermann and Ryssel, 1992a, 117] The $D_I$ data point represented by square shows this work's lower bound, which results from the analysis of the Li+ drift experiments. The diffusivity data below this data point are inconsistent with this work. However, the $D_I$ of this work is in agreement with the $D_I$ data of Morehead, Zimmermann et al. and Bracht et al. at 950°C.
$D_I$ data of this work, are inconsistent with the results deduced from Li$^+$ drift experiments. However, the $D_I$ value of this work determined at 950°C is in agreement with the corresponding data of Bracht et al., [Bracht, et al., 1995, 20] Zimmermann et al., [Zimmermann and Ryssel, 1992a, 117] and Morehead et al. [Morehead, 1987, 71] Furthermore, the analysis of transition metal diffusion of Zn in Si distinctly shows that $D_I$ values lower by a factor of 5 or more conflict with the Zn-diffusion results. [Bracht, et al., 1995, 20]

The data in figure 2.17 indicate that the injected Si self-interstitials reduced the D-defect concentration such that Li$^+$ drifting was no longer hindered. Moreover, the D-defect concentration was reduced throughout the entire volume of the wafer. Several mechanisms may explain these results. For instance, thermal processing involved during the POCl$_3$ treatment may reduce the D-defect concentration. However, Walton et al. experimentally [Walton, et al., 1993, 109] dismissed thermal dissolution of D-defects. Another mechanism that may be responsible is thermally assisted Si self-interstitial transport during Li$^+$ drifting. However, this mechanism is improbable due to the low Li$^+$ drift process temperature (~100°C). One mechanism that may be culpable and that has been only preliminarily examined (see section 2.4.2) is Li$^+$ drifting assisted Si self-interstitial transport.

Li$^+$ drifting-assisted transport of Si self-interstitials – revisited

In section 2.4.2, it was determined that Li$^+$ drifting assisted transport does not occur assuming that Si self-interstitials are injected to 100 μm depth or less during the POCl$_3$ process. However, if Si self-interstitials are injected further (e.g., millimeters),
then that particular experiment does not yield information on Li$^+$ drifting and thus is inconclusive. In addition to ascertaining the Si self-interstitial diffusion distance, the experiment discussed in this section also provides a means to examine Li$^+$ drifting assisted Si self-interstitial transport.

The results presented in figure 2.17 unambiguously demonstrate that the Li$^+$ drifting process does not assist Si self-interstitial transport into the bulk. The POCl$_3$ process, as modeled by SUPREM-IV using the default point defect parameters, simulates the diffusion distance of the Si self-interstitials to be approximately 50 μm (shown in figure 2.10). If this is true, then only the first and fifth 3.5 mm wafers (i.e., the ends of the original 2 cm thick wafer) contain the injected Si self-interstitials, and consequently, would be the only wafers to fully Li$^+$ drift. This can also be argued for interstitial injection up to 8 mm (i.e., when considering the second and fourth 3.5 mm wafers). However, all five wafers Li$^+$ drifted completely! Therefore, Si self-interstitial transport must have occurred in all the 3.5 mm wafers prior to Li$^+$ drifting, and therefore throughout the 2 cm thick parent wafer during the POCl$_3$ process. These results rigorously eliminate the possibility that Li$^+$ drifting assists the transport of Si self-interstitials.

2.4.4 Experiment 4: A time reduction in the POCl$_3$ process of 2 cm thick wafers

At this juncture in the study, the parameter space of the previous experiments had to be further refined in order to provide additional information on Si self-interstitial diffusion. Increasing the wafer thickness is the most apparent parameter to alter.
However, limitations in the availability of the material make this approach difficult. A decrease in temperature or a decrease in time may provide the same information. These latter two variations provide the most viable means to obtain the Si self-interstitial diffusion distance.

Simulations were performed using SUPREM-IV to determine by how much a decrease in drive-in time or temperature during the P-diffusion post anneal (during the POCl₃ process) would reduce the diffusion distance. The point defect parameters used were those derived from the experiment discussed in section 2.4.3. They are listed in table 2.5. The simulations performed included a reduction in temperature to 850°C, from the original 950°C, for the same length of diffusion time (i.e., 100 min). A simulation was also performed in which the diffusion time was decreased from 100 minutes to 10 minutes at 950°C. The results of these simulations are compared to the simulation of the original POCl₃ process (i.e., 950°C for 100 min diffusion time) in figure 2.20.

A decrease in either the diffusion temperature or diffusion time leads to a decrease in the Si self-interstitial diffusion depth relative to the initial parameter values. The greatest decrease of the Si self-interstitial diffusion distance was due to the reduction of the diffusion time from 100 minutes to 10 minutes as shown in figure 2.20. Based on these simulations, the decision was made to decrease the diffusion drive-in time rather than the temperature in order to establish the Si self-interstitial diffusion distance. A diffusion time of 15 minutes was chosen while continuing to keep the temperature constant. Furthermore, it was advantageous to keep the temperature constant because of the constraints of the POCl₃ process.
Figure 2.20: Three simulations of Si self-interstitial injection are shown for a decrease in temperature and a decrease in diffusion time, respectively. The point defect parameters used in the simulation were derived from the experiment in section 2.4.3 and are listed in the last column of table 2.5.
One potential problem for this approach pertains to the length of time necessary for a 2 cm thick 10 cm in diameter Si wafer to reach thermal equilibrium when placed into a furnace at 950°C. To insure that the Si wafer can attain thermal equilibrium in a time that is considered short relative to the anneal time, heat transfer calculations were performed.

A brief digression is necessary here to discuss the manner in which the heat transfer calculations were performed and the results they provided. The heat transferred during the initial annealing stage is position dependent and time dependent. For the size and cylindrical geometry of the wafer, it can be assumed that heat is transferred both axially and radially. Hence, the position dependence is assumed to be two-dimensional. The heat transfer equation, which describes the change of temperature in a system with respect to time, is related to the second derivative of the temperature with respect to position in that system. Since the geometry of the wafer (i.e., the system) may be considered cylindrical, then the heat transfer equation is expressed in cylindrical coordinates:

\[ \frac{1}{r} \frac{\partial}{\partial r} \left( r \frac{\partial T}{\partial r} \right) + \frac{\partial^2 T}{\partial x^2} = \frac{1}{D_T} \frac{\partial T}{\partial t} \]  

(2.67)

where \( x \) is parallel to the growth direction of the wafer, \( T \) is the temperature, \( t \) is the time and a \( D_T \) is the thermal diffusivity. In this form, it is assumed that the \( D_T \) does not change with time or position, and therefore temperature. By examining data of \( D_T \) [Incropera and DeWitt, 1990, 56] plotted as a function of temperature in figure 2.21, one can see this is not entirely true. However, \( D_T \) only changes significantly at low temperatures and saturates at medium to high temperatures as shown by the exponential fit in figure 2.21. To solve equation 2.67 in a closed form, the lower temperature regime is assumed to be
Figure 2.21: $D_T$ versus temperature shown by the data points. The line is a triple exponential decay fit depicting the rapid manner in which the $D_T$ saturates.
transiently insignificant. If the solution shows that the Si wafer does not quickly reach thermal equilibrium, then $D_T$ may not be considered position independent. Given this assumption, the solution may be determined by the method of separation of variables. The solution, which is two-dimensional (neglecting time), may be expressed as a product of two one-dimensional solutions. In this case, they are a radial solution with respect to time and an axial solution with respect to time. This is shown in the following equation:

$$\frac{T(r,x,t) - T_\infty}{T_i - T_\infty} = \frac{T(x,t) - T_\infty}{T_i - T_\infty} \cdot \frac{T(r,t) - T_\infty}{T_i - T_\infty}$$  \hspace{1cm} (2.68)$$

where $T(x,t)$ and $T(r,t)$ are graphically solved for their respective geometry (see for instance [Incropera and DeWitt, 1990, 56]).

The temperature was calculated at the center of the 2 cm thick and 10 cm diameter Si cylinder for various times. By the end of the first minute, the calculated temperature in the center of the wafer is about 577°C. Further computation shows that the temperature reaches 947°C after 5 minutes. The calculations show that the temperature asymptotically approaches 950°C within several minutes. Although the method used to solve the heat transfer equation does not seem to provide the perfect solution, it does seem to furnish a suitable approximation to the problem. With this approximation, the calculations indicate that the 2 cm thick and 10 cm diameter Si wafer reaches thermal equilibrium within several minutes. Hence, performing the POCI$_3$ process at a diffusion time of 15 minutes should not lead to anomalous results.

Preparation of the 2 cm thick and 10 cm in diameter Si wafer was accomplished as described in section 2.4.3. The POCI$_3$ process was performed at 950°C with a P-diffusion drive-in time of 15 minutes. The Si cylinder was removed from the furnace.
after this time. The effect of the cooling rate on the $D_I$ was examined and found to be negligible. The 2 cm thick Si wafer was sectioned in 5 - 3.5 mm thick wafers as described in section 2.4.3 and further processed for Li$^+$ drifting. Each wafer was then Li$^+$ drifted. Following Li$^+$ drifting, the 5 - 3.5 mm thick Si wafers were cut in cross-section and copper stained to determine the Li$^+$ drift profile, which in turn, would reveal the Si self-interstitial – microdefect interaction. From this data, a Si self-interstitial diffusion distance was derived.

Copper staining of the 5 – 3.5 mm thick cross-sectioned wafers showed that Li$^+$ had drifted completely through the central region of all 5 wafers. Therefore, Si self-interstitials had diffused throughout the bulk and reduced the microdefect concentration in each of the 5 wafers. Hence, during the POCl$_3$ process, Si self-interstitials had diffused throughout the bulk of the 2 cm thick 10 cm in diameter Si wafer. Since Si self-interstitials were injected from both wafer faces, then the maximum distance that the Si self-interstitials diffused was 1 cm during the 15 minute diffusion time.

Although SUPREM-IV simulations of this Si self-interstitial diffusion distance at 950°C for 15 minutes have not yet been performed, the $D_I$ can be estimated using an equation taken from the Gaussian solution of the diffusion equation. The equation is given by:

$$x = 2\sqrt{D_I t}$$

(2.69)

where $x$ and $t$ are the distance and time of Si self-interstitial diffusion, respectively. This equation is based on the assumption that, at a certain distance $x$, the concentration equals half the surface concentration. Solving for the $D_I$, the equation has the form:

$$D_I = \frac{x^2}{4t}$$

(2.70)
Figure 2.22: The $D_{t_b}$ calculated by equation 2.3, is compared to $D_t$ determine by transition metal (solid lines) and substitutional shallow dopant diffusion studies (dashed lines) as reported by various authors as indicated.[Boit, et al., 1990, 15; Bracht, et al., 1995, 20; Bronner and Plummer, 1985, 21; Bronner and Plummer, 1987, 22; Gossmann, et al., 1993, 44; Griffin, et al., 1985, 46; Morehead, 1987, 71; SUPREM-IV, 103; Zimmermann and Ryssel, 1992a, 117] From the comparison, the calculated $D_t$ from the experimental results is significantly above the other diffusivities.
Given the diffusion condition of $x$ and $t$ equaling 1 cm and 100 seconds, respectively, the calculated $D_t$ is approximately $2.8 \times 10^{-4}$ cm$^2$/s. This diffusivity is on the order of the diffusivity of an atom in a liquid. Clearly, some aspect of the experiment or the interpretation of the results appears to be in error. This is evident when comparing the calculated $D_t$ to the $D_t$ data obtained by transition metal diffusion and substitutional shallow dopant diffusion experiments as shown in figure 2.22. The calculated $D_t$ is well above the other $D_t$ data. Since it has already been shown that Li$^+$ drifting does not interact with Si self-interstitial diffusion, then the next assumption to consider is a possible thermal effect. Walton et al. [Walton, et al., 1994, 110] published results that indicated that thermal effects did not reduce the number of D-defects. These results will be further examined in the following sections.

2.4.5 Nitridation

Performed in parallel to the experiments described in the foregoing sections, an experiment was performed that would further establish the identity of the D-defects located in the central region of the defective Si wafers. The reduction of the D-defects by Si self-interstitial injection into the bulk using the POCl$_3$ process strongly suggested that the D-defects were vacancy-related defects. This implication can be further substantiated if the D-defect concentration could be increased by the introduction of vacancies thereby more severely abating Li$^+$ drifting. This section describes an experiment performed in order to further establish that the microdefects in the central region of the defective Si wafers are vacancy-related. But more importantly, this section discusses the results that
led the author to further question Si self-interstitial diffusion as the mechanism believed to eliminate D-defects and reduce their overall concentration.

The process of thermal nitridation has been shown to inject vacancies into the bulk single crystal Si. It is believed that the formation of Si$_3$N$_4$ creates compressional stress in the Si at the Si$_3$N$_4$/Si interface that is relieved by the formation of excess vacancies and thus leads to vacancy injection into the Si bulk. [Ahn, et al., 1988, 7; Baumvol, et al., 1995, 13; Fahey, et al., 1983, 31; Hayafuji, et al., 1982, 49; Kang and Schroder, 1989, 61; Mizuo, et al., 1983, 70] Nitridation by chemical vapor deposition (CVD) has also been shown to induce the same effect.[Osada, et al., 1995, 74] In order to both reduce the processing temperature and the possible introduction of unwanted impurities into the defective Si wafers, CVD nitridation was chosen over thermal nitridation.

The process of Si nitridation is performed using primarily the following reaction:

$$4\text{NH}_3 + 3\text{SiH}_4 \rightarrow \text{Si}_3\text{N}_4 + 6\text{H}_2$$

(2.71)

The Si-Si bond is longer than the Si-N bond. Hence, the lattice constant of the Si$_3$N$_4$ film is less than that of Si. This difference causes a tensional stress in the Si$_3$N$_4$ film and a compressional stress in the near surface region of the Si adjacent to the Si/Si$_3$N$_4$ interface. To relieve the compression in the Si, Si atoms from the Si lattice near the interface jump to the Si$_3$N$_4$ film leaving excess vacancies in the Si lattice.[Osada, et al., 1995, 74] The vacancies diffuse into the bulk. This mechanism is supported by studies performed by Hayafuji et al. [Hayafuji, et al., 1982, 49] that show extrinsically dislocated Si that has undergone nitridation becomes extrinsic dislocation free due to dislocation annihilation by the injected vacancies. Moreover, the diffusion of phosphorus, boron, gallium, carbon,
and oxygen into Si is inhibited by nitridation, while the diffusion of antimony is enhanced by nitridation. Because the former impurities diffuse via the interstitialcy diffusion mechanism shown by equation 2.28, their diffusion is inhibited by excess vacancies. Conversely, antimony is assisted by vacancies during diffusion. The vacancy diffusion mechanism is described by equation 2.29.

CVD nitridation experiments were performed on dummy Si wafers to establish that vacancies were indeed injected during the nitridation process. The procedures employed were those established by researchers at Keio University. [Osada, et al., 1995, 74] Using shallow substitutional dopant diffusion, they show that vacancies are the predominant point defects introduced into bulk Si during nitridation. Boron diffuses via the kick-out mechanism with the predominant intrinsic point defect being the Si self-interstitial. Hence, if the predominant point defects present are vacancies, then B diffusion will be retarded. Contrarily, if the concentration of Si self-interstitials is beyond the $C_i^{eq}$, then the B diffusivity will be enhanced. The Keio University researchers implanted B into three Si wafers. One wafer underwent CVD nitridation and a subsequent six hour anneal. Another wafer did not undergo the nitridation and was only thermally annealed for six hours. The remaining wafer did not undergo any further processing following implantation. Secondary ion mass spectroscopy (SIMS) was performed on all three wafers and compared. The results showed that CVD nitridation retarded the diffusion of B strongly suggesting that the equilibrium vacancy concentration had been exceeded and showing the same effect as thermal nitridation.

The following experiment was designed to verify the results of Keio group, since similar studies have not been reported. If the experiment shows that CVD nitridation
injects vacancies into the Si bulk, the concentration of D-defects will be enhanced which should further obstruct Li$^+$ drifting.

Three $p$-type Si wafers approximately 500 $\mu$m thick were implanted with B$^-$ at a dose and energy of $7.5 \times 10^{13}$ cm$^{-2}$ and 70 keV, respectively. CVD nitridation was performed on one wafer in a silane and NH$_3$ ambient at 750°C for 50 minutes resulting in an 1150 Å thick Si$_3$N$_4$ film. The wafer was annealed at 1015°C for 6 hours to activate and accelerate B diffusion. CVD nitridation was not performed on the next Si wafer, but it was also annealed at 1015°C for 6 hours. No other processing was performed on the remaining B$^-$ implanted wafer. Following the removal of the Si$_3$N$_4$ films, secondary ion mass spectroscopy (SIMS) was performed on each wafer in several different areas to confirm reproducibility of the results.

The B concentration depth profiles of the three Si wafers as measured by SIMS are shown in figure 2.23. As expected, the-as implanted Si wafer showed the shallowest B depth profile. A B concentration of $10^{15}$ cm$^{-3}$ existed at a depth of about 1.1 $\mu$m. The profile is what is expected for the given energy and dose of the B$^-$ implantation performed in the experiment. The SIMS results of the annealed-only wafer showed the deepest B depth profile at about 1.7 $\mu$m for a B concentration of $10^{15}$ cm$^{-3}$. The SIMS results on the wafer which underwent the CVD nitridation followed by 6 hour thermal annealing revealed a B depth profile of about 1.2 $\mu$m for a B concentration of $10^{15}$ cm$^{-3}$. The nitridized and annealed wafer showed a pronounced retardation of B diffusion relative to the wafer that was annealed only. This result strongly indicates that vacancies were injected into the bulk Si during the nitridation. Another possibility is that the initial Si self-interstitial concentration was reduced during nitridation and retarded B diffusion.
Figure 2.23: As implanted, anneal only, and CVD nitridation with anneal. The CVD nitridation impedes the diffusion of boron relative to the annealed only sample.
In either case, nitridation should enhance the effect of D-defects on Li\textsuperscript+ drifting. In the latter case, the Si self-interstitial – vacancy interaction would decrease thereby increasing the lifetime of the D-defects.

Nitridation was next performed on a D-defect containing Si wafer. Following the nitridation and annealing, the wafer was processed for Li\textsuperscript+ drifting in the usual manner. After Li\textsuperscript+ drifting, the wafer was cross-sectioned and copper stained to determine the Li\textsuperscript+ drift profile. It is expected that Li\textsuperscript+ drifting should be further impeded due to the nitridation further establishing that D-defects are vacancy-related.

The copper staining of the cross-sectioned wafer showed that the wafer completely Li\textsuperscript+ drifted in the central region. Not only did the nitridation fail to further suppress the Li\textsuperscript+ drifting, but it reduced the D-defect concentration such that it enhanced Li\textsuperscript+ drifting. This result contradicts the interpretation of results of the Si self-interstitial injection experiments, which raises further questions about the mechanism responsible for the reduction of D-defects. Comparing the POCl\textsubscript{3} process to the nitridation process reveals that the relatively high process temperatures are similar in the two experiments. The POCl\textsubscript{3} process is performed at 950°C while the CVD nitridation is performed at 1015°C. Albeit the high temperature process times are considerably different, the temperatures are nearly equivalent.

Previous Li\textsuperscript+ drifting experiments on wafers containing D-defects indicated that thermal dissociation of the D-defects in these wafers did not occur at 950°C.[Walton, et al., 1994, 110] A review of the experiment performed by Walton et al. [Walton, et al., 1994, 110] showed that their data came only from one annealing experiment on only one wafer. The wafer used in that annealing experiment was from a completely different
boule of Si than the boules listed in table 1.1. Therefore, thermal dissociation of D-defects is an obvious and consistent explanation for the results furnished in the last two sections.

2.4.6 Experiment 5: Thermal annealing of 3 mm thick Si crystals

Thermal processing during the POCl₃ process or the nitridation process may be responsible for the reduction of the D-defect concentration in Si wafers used in this study. In this section, thermal annealing experiments performed on Si used in the experiments for this thesis are described and discussed.

The annealing experiments were carried out with the Si samples sealed under vacuum in quartz ampoules. The use of quartz ampoules eliminates the concern of contamination from the furnace which was also used for POCl₃ processing.

Two 14 mm² by 3 mm thick samples were cut from the central region of a wafer containing D-defects. The samples were polish-etched and cleaned in the usual manner. After sealing the samples in an evacuated ampoule, the ampoule was placed in the furnace maintained at 950°C. The samples were annealed for 15 minutes and removed from the furnace. Following Li⁺ drifting, samples were cross-sectioned and copper stained.

The copper staining revealed that the two samples had completely Li⁺ drifted. This result demonstrated that the D-defects were reduced in concentration by thermal effects.

A similar experiment was performed on 3 mm thick Si wafers containing D-defects which were cut from a different boule. Rather than cut them into 14 mm²
samples, they were sectioned into quarters. The quartered samples were processed and cleaned. Two of the quartered samples were used as control samples and Li$^+$ drifted without being annealed. The remaining two quarter sections were annealed at 950°C for 15 minute in an Ar ambient. Following removal from the furnace, they were Li$^+$ drifted. After Li$^+$ drifting, the four samples were cross-sectioned and stained with a CuSO$_4$ solution.

The results of the copper staining showed that the control samples did not completely drift in the central region of the wafer confirming the presence of D-defects. On the thermally processed sections, the copper staining revealed that Li$^+$ drifting had occurred through the entire thickness of both quartered sections. These results, as well as the results described above, further support the nitridation and POCl$_3$ findings that thermal dissolution of D-defects may occur.

2.4.7 Re-evaluation of the thermal dissolution of D-defects

The results of several experiments force the reevaluation of the possible mechanisms that reduce the D-defect concentration below the resolution of Li$^+$ drifting. Furthermore, the reassessment of the D-defect identity is also necessary. The experiments that have revealed a possible flaw in the identification and apparent reduction of the D-defects include experiment 4 (section 2.4.4), experiment 5 (section 2.4.6), and the nitridation study (section 2.4.5).

The processing characteristics shared by these experiments are the high process temperature, the pre-annealing procedures (cutting, lapping, Li deposition and diffusion), and Li$^+$ drifting. Li$^+$ drifting following the POCl$_3$ process has been shown not to aid in the
D-defect annihilation. Although the results pertaining to Li⁺ drifting assisting Si self-interstitial transport, the experimental results clearly established that the mechanism responsible for the annihilation of the D-defects occurred prior to Li⁺ drifting.

The pre-annealing process may introduce undesirable impurities, which may affect the D-defect dissolution kinetics. But the pre-annealing procedures are the same for the control wafers as well as for the processed wafers. Furthermore, the POCl₃ process is used by the semiconductor industry to getter many impurities. Based on these observations, it is doubtful that the pre-annealing procedures are responsible for the dissociation of D-defects.

Si self-interstitial injection cannot be ruled out since it occurs to a certain extent during annealing. However, it is highly improbable that Si self-interstitials are injected at least 1.5 mm into the bulk. This would need to occur to support the results of experiment 5.

The above discussion leads to thermal annealing as the most probable candidate for the dissolution of D-defects. Hence, a thorough review of the literature concerning the annealing behavior of D-defects is in order.

Several groups reported that the dissolution of D-defects occurs as a result of annealing in a dry oxygen environment. For instance, Fusegawa et al. [Fusegawa, et al., 1995, 37] demonstrated that following dry oxidation at 1200°C for 2hr, GOI tests showed a reduction in the D-defect concentration in CZ Si and a complete elimination in undoped FZ Si.

Also, Furukawa et al. [Furukawa, et al., 1995, 36] have shown that D-defects in CZ Si are eliminated 6 μm into the bulk after annealing for 4 hr at 1280°C in an oxygen
ambient. As mentioned in section 1.1.2, several groups have seen a reduction of D-defects when annealing in a dry oxygen environment. However, oxidation occurs which injects Si self-interstitials creating a situation where it is difficult to separate the Si self-interstitial injection effect from the thermal annealing effect.

Several groups studied the annealing behavior of the D-defect region in ambients other than oxygen. For instance, Fusegawa et al. [Fusegawa, et al., 1995, 37] have demonstrated that, at 1150°C in hydrogen, the D-defects are entirely removed from the CZ Si. It is not clear that annealing in a hydrogen ambient was performed on FZ Si.

Furthermore, studies by Furukawa et al. [Furukawa, et al., 1995, 36] have shown that after annealing at 1180°C for 2 hr in hydrogen ambient, the D-defects in CZ Si are annihilated up to 6 μm deep into the wafer. Similarly, Abe et al. [Abe and Kabayashi, 1998, 3] established that rapid thermal annealing in hydrogen at 1200°C for about 20 s reduces the D-defect concentration in 200 mm diameter CZ Si. The depth to which the D-defects were removed was not reported.

According to a study by Kissinger et al. [Kissinger, et al., 1998, 62], annealing CZ Si at or above 1100°C in hydrogen improves GOI. Kissinger et al. have ascertained that high temperature annealing in the hydrogen environment caused D-defects to completely fill with SiO₂. No annihilation of D-defects was observed. They suggest that this is due to O₁ diffusion to the D-defects, which consume silicon from the walls of the defects, and ultimately fills the void with SiO₂. Since Si is consumed, the SiO₂ - filled void is larger than the initial D-defect.

In the studies discussed above, CZ Si was used. Since the O₁ concentration in CZ Si is at least 2 orders of magnitude greater than in FZ Si, it is difficult to separate the
effects of oxygen on the dissolution of D-defects during annealing. The presence of oxygen leads to the formation of SiO₂ which injects Si self-interstitials. The formation of SiO₂ can act as internal D-defect gettering agents via Si self-interstitial – vacancy recombination. Or, as Kissinger et al. have demonstrated, diffusion of Oi leads to the entire permeation of the D-defects by SiO₂. Since they are of the same material, this would render the D-defects harmless to gate oxides. Whatever may be the mechanism for the malignant to benign transformation of D-defects in CZ Si, it most likely does not occur in FZ Si.

Dornberger et al. [Dornberger, et al., 1996, 27] have suggested that D-defects in CZ Si form in the solid Si at a depth from the solid/liquid interface where the temperature range is between 1050°C to 900°C. Borionetti et al. [Borionetti, et al., 1996, 16] concluded that D-defect nucleation in CZ Si occurs in the temperature range of 1040°C to 1070°C based on a model by Voronkov [Voronkov, 1982, 108] of swirl defect formation in silicon. Hence, it is plausible that the results of experiments 4, 5, and the nitridation study are due to thermal dissolution of D-defects. Yet, the reports of Dornberger et al. [Dornberger, et al., 1996, 27] and Borionetti et al. [Borionetti, et al., 1996, 16] involve CZ Si. So, it is quite evident that more research on the effects of thermal processing on FZ Si are required to understand the dissolution kinetics of D-defects.
3. Conclusion

This thesis has presented a study of D-defects and self-interstitial diffusion in Si. Li⁺ drifting was shown to be a unique technique for delineating D-defects and transmission electron microscopy (TEM) established the nature of the delineation. The presence of D-defects and the detection of these defects by Li⁺ drifting were used to study Si self-interstitial diffusion. Several conclusions can be drawn from this work.

A possibility existed that instead of D-defects interstitial oxygen might be responsible for hindering Li⁺ drifting. The Oi concentration with respect to the radial position was measured by local vibrational mode Fourier transform infrared spectroscopy. The measured Oi concentration was about 2x10¹⁵ cm⁻³ and did not vary radially across the wafer. Since the Oi concentration in the central region of the wafers is the same as in the wafer periphery, then D-defects and not oxygen are responsible for hindering Li⁺ drifting.

Obstruction of Li⁺ drifting has been found in wafers from certain but not all FZ p-type Si. Incomplete Li⁺ drifting always occurs in the central region of the wafers. TEM was performed on a samples from the partially Li⁺ drifted area and compared to regions without D-defects. Precipitates were found only in the region containing D-defects that had partially Li⁺ drifted. This result strongly indicates D-defects are responsible for the precipitation that halts the Li⁺ drift process.

Nitrogen (N) doping has been shown to eliminate D-defects as measured by conventional techniques. However, Li⁺ drifting has shown that D-defects are indeed still present. Li⁺ drifting appears to be able to detect D-defects at concentrations lower than conventional techniques. Therefore, Li⁺ drifting is a more sensitive technique then others.
to delineate D-defects. Furthermore, the POCl$_3$ process was found to reduce the D-defect concentration below the limits of Li$^+$ drifting.

The precipitates were characterized using selected area diffraction (SAD) and image contrast analysis. The selected area diffraction pattern (SADP) taken along the Si [-233] ZA showed extra reflections which are not produced by Si nor by Li. The extra reflections are most likely produced by a material with a lattice constant greater than that of Li. The SADP taken along the Si [111] ZA show extra reflections and may stem from stacking faults produced by the precipitate-like defects. They may also be due to lithium silicides such as Li$_2$Si$_5$ and Li$_3$Si$_4$, which produce $g_{220}$ and $g_{440}$, respectively, of similar magnitudes. Contrast analysis showed that structure factor contrast dominates, which indicates that the predominant contrast type is precipitate contrast rather than matrix type contrast. This suggests that the precipitate-like defects are precipitates.

TEM was performed to determine whether a depth-density distribution of precipitates exists in the partially Li$^+$ drifted region of a wafer that contained D-defects. The results showed that a density distribution of precipitates is present. Precipitates were found in high concentrations in the Li$^+$ reservoir region. Supersaturation was ruled out as a cause for precipitation establishing D-defects as the cause.

To extract information about D-defects from the study of precipitate density distribution with respect to depth, a Li$^+$ drift model was formulated to simulate precipitation due to D-defects. The use of the density distribution and Li$^+$ drift depth in the model can obtain the size and capture cross-section of the D-defects.

Li$^+$ drifting and D-defects provide a useful means to study Si self-interstitial diffusion. SUPREM-IV was used to model the results of Si self-interstitial diffusion.
obtained from Li⁺ drifting experiments. Anomalous results from the Si self-interstitial diffusion experiments forced a re-examination of the possibility of thermal dissociation of D-defects. Thermal annealing experiments that were performed support this possibility. A review of the current literature illustrates the need for more research on the effects of thermal processing on FZ Si to understand the dissolution kinetics of D-defects.
4. Appendices

4.1 Oxidation of Silicon

The mechanism of $I$ injection during thermal oxidation has been studied by several groups.[Hayafuji, et al., 1982, 49; Hu, 1974, 51; Hu, 1985, 52; Strunk, et al., 1979, 101] During oxidation, Si forms SiO$_2$ when two oxygen atoms replace one Si atom. The main two methods of thermal oxidation are the wet and dry methods and are described by the following reactions:

$\text{Dry: } \text{Si} + \text{O}_2 \rightarrow \text{SiO}_2 \quad (4.1)$

$\text{Wet: } \text{Si} + 2\text{H}_2\text{O} \rightarrow \text{SiO}_2 + 2\text{H}_2 \quad (4.2)$.  

The oxidation rate for wet oxidation is much larger than that for dry oxidation. A lattice relaxation occurs because the Si-O bond is longer than the Si-Si bond. Hence, the newly formed SiO$_2$ takes up more volume than the bulk Si it replaces. Moreover, the volume expansion causes a compressive stress in the SiO$_2$ film which induces a tensile stress in the Si matrix near the Si/SiO$_2$ interface.[Abe and Kimura, 1990, 5] On average, there are 1.25 Si atoms released for every O atom consumed by SiO$_2$. [Hu, 1994, 54] Hence, the excess Si atoms, which are repelled by the compressive stress field, are injected into the Si lattice and diffuse interstitially and are known as *Si self interstitials*. The formation of *extrinsic stacking faults* in oxidized Si wafers proves the existence of extra interstitial Si atoms injected into the bulk during oxidation.[Hu, 1974, 51; Strunk, et al., 1979, 101]
4.2 Local Vibrational Mode Fourier Transform Infrared (FTIR) Spectroscopy

FTIR spectroscopy is an optical absorption technique that is sensitive method by which to measure the vibrational or electronic transitions of defect states. Figure 4.1 shows a simple schematic of the absorption experiment. A defect can absorb a photon and its energy may be transferred into a vibrational or electronic excitation. In this study, FTIR spectroscopy was used to measure the intensity of the local vibrational mode spectrum of $O_i$. Because the oxygen atom's mass is less than the mass of the matrix Si atoms as depicted in figure 4.2, the localized oxygen atom will vibrate at higher frequencies than the Si atoms upon absorption of photons in that frequency range. Because the oxygen vibrational modes occur at higher frequencies than the Si lattice vibrational modes, they are easily detectable. The area under the oxygen LVM line gives an accurate measure of the $O_i$ concentration.
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**Figure 4.1:** A schematic of a basic IR absorption experimental setup in which the transmitted light is measured.
Figure 4.2: Oxygen interstitials are located in the “bond-centered” interstitial position, yet they are slightly off-center. Since the oxygen’s mass is less than the mass of the matrix Si atoms, it will vibrate at much higher frequencies than the Si lattice. The arrow depicts the crystallographic direction.

At room temperature, a broad vibrational band (~30 cm\(^{-1}\)) produced by O\(_i\) is located near 1106 cm\(^{-1}\). However, at room temperature, SiO\(_2\) precipitates produce absorption bands which interfere with the O\(_i\) vibrational band.[Pajot, 1995, 77] For
accurate O_i concentration determinations, low temperature (~10 K) measurements are required. The peak area of the spectrum is used to calculate the absorption coefficient. Using standardized calibration constants for specific temperatures,[Pajot, 1977, 76; Pajot, 1995, 77] the concentration of O_i may be determined.

4.3 TEM Calibrations

In order to properly interpret the data obtained in the selected area diffraction and precipitate contrast analysis study, both a rotation and camera constant calibration should be performed. In this section, the calibrations are briefly described and calibration data presented.

A rotation calibration is performed to determine the amount of beam rotation and image inversion as a function of the magnification. Both electron focusing and sample image magnification are achieved with electromagnetic lenses. Inducing an electrical current to the lens produces a magnetic field, which imparts a force (Lorentz force) to the electrons in the beam. The magnetic field causes the electrons to travel in a helical path. A change in the magnetic field produces a change in the helical path that causes the image to rotate and magnify (increase or decrease). Focusing the electron beam generates cross over points at which inversion of the image occurs. Because of image rotation and inversions, a rotation calibration is crucial for reliable interpretation of data. The information provided by rotation calibration facilitates such analyses as the determination of reciprocal lattice vectors relative to defect positions.
Typically, and for this calibration, the samples used in the rotation calibration are molybdenum trioxide (MoO$_3$) crystals. They are formed by evaporating Mo in air (to oxidize) on a carbon film supported by a Cu grid. The MoO$_3$ crystals grow in platelet form with their edges parallel to $<100>$. [Thomas and Goringe, 1979, 105] The orientation of the sample relative to the diffraction pattern can then be easily established.

In the actual procedure, a cubic faceted MoO$_3$ crystallite is chosen and centered in the viewing screen. At low magnification ($\sim$5000x = 5kx), the image is recorded on film. In diffraction mode, a diffraction pattern is obtained of the cubic crystallite. The diffraction pattern is recorded on the last film frame used (i.e., double exposure). The image must be recorded before the diffraction pattern or the diffraction pattern will not be seen in the double exposure. This process is repeated for a representative array of magnifications. If an image inversion occurs for a particular magnification, the magnification is noted for an image inversion.

The results of the rotation calibration for both TEMs used in the precipitate diffraction and contrast analysis are shown in figures 4.4 and 4.5. The plots show the rotation angle, $\phi$, as a function of magnification. Note that for both TEMs, a crossover occurs at 22kx causing the image to invert.

Analogous to the image of the sample, the diffraction pattern of the sample is magnified. Usually, the lens settings are standardized so that the magnification of the diffraction pattern is constant. [Edington, 1976, 30] However, the amount of magnification that occurs in the diffraction pattern still must be determined for proper analysis of the diffraction patterns. The camera constant calibration is used to obtain this information. The camera constant is determined through the use of diffraction patterns of...
a known material (usually polycrystalline Au) and the camera constant equation is given by:

\[ d_{hkl} = \frac{\lambda L}{r} \]  

(4.3)

where \( L \) is the distance from the sample to the diffraction pattern recording film, \( \lambda \) is the electron's wavelength determined by the beam energy, and \( r \) is the distance from the center of the diffraction pattern to a specific diffraction spot. The geometry of the above description is shown in figure 4.3.

The specimen of choice, and that was used for this calibration, is polycrystalline Au. The Au is evaporated on a Cu support grid. The polycrystalline microstructure of the Au consists of multi-oriented grains both parallel and perpendicular to the growth direction. The diffraction patterns result in rings or circles whose radii are given by the camera constant equation. The diffraction patterns are indexed. A ring radius is measured and its corresponding \( d_{hkl} \) is calculated using:

\[ d_{hkl} = \frac{a}{\sqrt{h^2 + k^2 + l^2}} \]  

(4.4)

where \( h, k, \) and \( l \) are the Miller indices. This particular equation is valid for a cubic lattice. This procedure is repeated with several different rings. Using \( \lambda, d_{hkl} \) and \( r \), the camera length is determined with equation 4.3. For the calibration of the TEM used in sections 1.3 and 1.4, the camera length, \( L \), was calculated to be approximately 931 mm.
Figure 4.3: The geometric relationship of the camera constant relative to the Ewald sphere.
Figure 4.4: Rotation calibrations for one of the two transmission electron microscopes used in the diffraction and contrast analysis of the precipitate-like defects.
Figure 4.5: Rotation calibrations for the second transmission electron microscopes used in the diffraction and contrast analysis of the precipitate-like defects.
4.4. Background for Selected Area Diffraction and Contrast Analysis

4.4.1 The basis for contrast analysis

In the image mode, intensity variations are seen on the viewing screen which are the result of electron beam intensity fluctuations. This is a near field condition since the electrons exiting the sample surface are relatively “near” the viewing screen. The near field condition can be mathematically modeled. In order to rigorously model the near field scattering distribution, several simplifications are made. The first assumption is that only local scattering occurs. Local scattering is defined by a narrow column within the examined specimen in the direction of a specific diffracted beam containing all contributions to that beam. Known as the column approximation, it ignores second order scattering events from other diffracted beams. The wave functions of electrons, both transmitted (i.e., same wave vector as incident electrons) and diffracted, need to be resolved in order to determine the intensity of the exiting electron beam. Another simplification is made by only considering the interaction between two electron beams: the transmitted and a diffracted beam. This two-beam approximation is applicable when the wave function is the linear combination between the transmitted (i.e., same wave vector as incident beam) and diffracted beam in a narrow column and is given by:

$$\psi(r) \sim \phi_e(z)e^{2\pi k' r} + \phi_g(z)e^{2\pi k r}$$

(4.5)

where $\phi_e(z)$ and $\phi_g(z)$ are the amplitudes, as a function of crystal thickness (i.e., $z$), of the forward scattered beam and Bragg scattered beam, respectively. Also, $k$ and $k'$ are the wave vector of the forward scattered beam and Bragg scattered beam, respectively.
Because beam interaction is occurring, dynamical theory needs to be used. It should be noted that the forward scattered beam is the transmitted beam. Because multiple scattering is occurring in the sample beam, those electrons that are transmitted are being scattered in the forward direction. Kinematic theory assumes that the transmitted electrons are not scattered. In the two-beam condition, where the amplitudes of the transmitted and diffracted beams are very similar, kinematic theory fails. Thus, the column and two-beam approximations are used to compensate for this failure and dynamical theory is therefore required.[Hirsch, et al., 1977, 50]

Both $\phi_0(z)$ and $\phi_g(z)$ vary with crystal thickness, which is a result of repeated scattering events. This variance or change in amplitude with respect to crystal depth (i.e., incremental thickness $dz$ in a column) is described by the Howie-Whelan equations given by:

$$\frac{d\phi_0(z)}{dz} = \frac{\pi i}{\xi_0} \phi_0(z) + \frac{\pi i}{\xi_g} \phi_g(z)e^{2s\mu}$$

and

$$\frac{d\phi_g(z)}{dz} = \frac{\pi i}{\xi_0} \phi_g(z) + \frac{\pi i}{\xi_g} \phi_0(z)e^{-2s\mu}$$

where $s$ is the magnitude of the deviation parameter (explained later) and $\xi$ is the extinction distance.[Edington, 1976, 30; Gronsky, 1994, 47; Hirsch, et al., 1977, 50] The extinction distance for a particular reciprocal lattice vector $(g)$ is given by:

$$\xi_g = \frac{\pi V_c \cos \theta}{\lambda F_g}$$

where $V_c$ is the unit cell volume and $F_g$ is the structure factor. With boundary conditions of $z=0$ and $z=t$ ($t$=crystal thickness), the solutions of the Howie-Whelan equations are
Their solutions show that if either \( s \) or \( t \) vary oscillations in the amplitude will occur and create contrast. The sinusoidal variation is explained by noting that at every integral number and every odd half multiple number of \( \xi \), contrast occurs. The former creates contrast in the forward scattered beam and the latter in the diffracted beam. A notable example of this type of contrast is \textit{thickness fringes} that are seen in many of the TEM micrographs presented in this thesis. They are alternating dark and light bands that occur when a strong two-beam condition exists in a thin region of crystal where absorption is negligible. If \( t_f \) is the distance of one period of the alternating bands and \( M \) is the magnification, the crystal thickness, \( t \), can be calculated using the equation:

\[
t = \xi_g \frac{t_f}{M} \tag{4.9}
\]

providing \( \xi_g \) is known for the material [Gronsky, 1994, 47]

For imperfect crystals in which lattice displacement occurs due to defects or strain, the amplitudes of the incident and scattered electron beams change and the Howie-Whelan equations must be modified. This is accomplished by incorporating into equations 4.6 and 4.7 a vector \( \mathbf{R} \), describing the displacement due to the defect, such that:

\[
\frac{d\phi_o(z)}{dz} = \frac{\pi i}{\xi_o} \phi_o(z) + \frac{\pi i}{\xi_g} \phi_g(z)e^{(2\pi i z + 2\pi g \cdot \mathbf{R})} \tag{4.10}
\]

and

\[
\frac{d\phi_g(z)}{dz} = \frac{\pi i}{\xi_o} \phi_g(z) + \frac{\pi i}{\xi_g} \phi_o(z)e^{-(2\pi i z + 2\pi g \cdot \mathbf{R})} \tag{4.11}
\]

The addition of a phase factor, given by:

\[
\alpha = 2\pi g \cdot \mathbf{R} \tag{4.12}
\]
describes the phase shift which occurs as the electron beam passes through the crystal region of imperfection. For values of $\alpha=0$, contrast arises for the crystal imperfection. This condition is called the visibility criterion.

The modification of the Howie-Whelan equations (equations 4.10 and 4.11) are valid only when the displacements are constant. For varying lattice displacements (e.g., varying strain fields), the gradient of $R$ must be taken with respect to $z$. The effect of varying strain field on the amplitude requires further modification of the Howie-Whelan equations:

$$\frac{d\phi_0'(z)}{dz} = \frac{\pi i}{\xi_0} \phi_0'(z)$$  \hspace{1cm} (4.13)

and

$$\frac{d\phi_g'(z)}{dz} = \frac{\pi i}{\xi_g} \phi_g'(z) + (2\pi s + 2\pi ig \cdot \frac{dR}{dz}) \phi_g'(z)$$  \hspace{1cm} (4.14)

where the $\phi_0'(z)$ and $\phi_g'(z)$ are the modified amplitudes. [Edington, 1976, 30; Gronsky, 1994, 47; Hirsch, et al., 1977, 50] The effect of the strain in the equation is given by $g \cdot dR/dz$. Hence, if the following condition exists:

$$g \cdot \frac{dR}{dz} = 0$$  \hspace{1cm} (4.15)

(i.e., visibility criterion) then strain contrast is not visible. The essence of the two-beam dynamical approximation, on the basis of which contrast analysis is formulated, is contained in these last Howie-Whelan equations. (equations 4.13 and 4.14) [Thomas and Goringe, 1979, 105]
4.4.2 Types of contrast caused by precipitates

The presence of coherent and partially coherent precipitates cause contrast in the image. The contrast is a result of the lattice mismatch between the precipitates and parent lattice, which causes strain in the material. Electron beam interaction with the precipitate itself may also produce contrast. Hirsch et al. [Hirsch, et al., 1977, 50] call the contrast due to lattice mismatch matrix contrast and contrast due to electron beam interaction with the precipitate precipitate contrast.

Matrix contrast is produced by displacements of the lattice, described by \( R \), which induce the electrons to deviate from the Bragg condition of the parent lattice. The resulting contrast can be analyzed to determine information about the precipitates.

Spherical coherency of precipitates is one type of information that may be ascertained by contrast analysis. In this case, the strain field is constant. When imaged in the two-beam condition, a line of no contrast will be visible. The line is perpendicular to the \( g \) of the two-beam condition. Thus, the visibility criterion is valid in this case and \( g \cdot R = 0 \). [Edington, 1976, 30; Gronsky, 1994, 47]

The use of bright field (BF) and dark field (DF) imaging can provide useful information about precipitates. For example, Ashby and Brown in their paper *Diffraction Contrast from Spherically Symmetrical Coherency Strain* state that the dependence on the depth of the precipitates below the upper surface is important to the shape and symmetry of both the DF and BF images. [Ashby and Brown, 1963a, 11; Ashby and Brown, 1963b, 12; Gronsky, 1994, 47] Only when the inclusion is in the foil center, is the BF symmetrical. Near the bottom of the surface of the foil, both the dark and bright field images are almost complementary, whereas they are nearly identical near the bottom of
the surface of the foil. This provides a means for determining the location of precipitates relative to the foil surfaces.

Small misfitting precipitates creating strain fields may produce images consisting of lobes of contrast. The precipitates' elastic displacement field, given by:

$$u_r = \frac{\varepsilon r_0^3}{r^2} \quad r \geq r_0 \quad \text{or} \quad u_r = \varepsilon r \quad r \leq r_0$$

where $r_0$ is the constrained precipitate radius which is a parameter that describes the strength of the elastic strain field. These equations must be modified when precipitates are near the foil surface because a stress-free boundary condition needs to be considered. When the precipitate distance is within about one extinction distance of the foil surface, free surface effects become apparent. This causes very aberrantly wide, asymmetrical images. Black and white contrast occurs.

Under two-beam condition, two types of images can be formed. One type of image is due to small particles with spherical strain fields arising from volume mismatch. The type of image depends on the parameter:

$$P_s = \frac{g\varepsilon r_0^3}{\xi}$$. \hspace{1cm} (4.24)

which is essentially the product between the fractional change in amplitude caused by the elastic displacements and the constrained precipitate radius, $r_0$. Two conditions of phase contrast with respect to $P_s$ exist.

Condition 1: If $P_s \leq 0.2$, the image consists of small black/white lobes. The diameter of the image is $\leq 0.3\xi$. Between layers in the center of the foil, the BF image is a black dot.
Condition 2: In BF, if $P_s \geq 0.2$, the image consists of small black lobes unless the precipitate lies within the extinction distance of the surface in which case black/white lobes appear.

For BF and DF imaging, precipitates within $\xi_g$ of the surface exhibit like and opposite black/white lobe images at the top and bottom surface, respectively. The diameter of the image is about $\xi_g$ and thus is larger than for $\xi_g$ of condition 1. Also, the line of no contrast is normal to $g$.

As mention earlier, electron beam interaction within precipitates will cause contrast. Several types of contrast may result including structure factor contrast, orientation contrast, displacement fringe contrast, Moiré fringe contrast, and interface contrast.

**Structure factor contrast** originates from the differences in structure factor between the matrix and coherent precipitates.[Gronsky, 1994, 47; Hirsch, et al., 1977, 50] Ashby and Brown [Ashby and Brown, 1963b, 12], in their paper *On diffraction contrast from inclusions*, state that this causes a maximum intensity variation for thin crystals given by:

$$\Delta I = -\pi \left( \frac{1}{\xi_g^P} - \frac{1}{\xi_g} \right) \sin \left( \frac{2 \pi t_{\text{eff}}}{\xi_g} \right) \quad (4.25)$$

where $\xi_g^P$ is the precipitate extinction distance and $t_{\text{eff}}$ is the effective crystal thickness.

Therefore, maximum visibility for small precipitates occurs for $t/\xi_g = n/4$ where $n$ is an odd integer. Uniform contrast will occur when $t/\xi_g = 0$ and $t/\xi_g = m/2$ where $m$ is an
integer. [Hirsch, et al., 1977, 50] Using a matrix two-beam condition, DF imaging will show a sharp reversal of contrast.

When specific precipitate planes are near the Bragg condition while matrix planes are not, orientation contrast will occur. Typically, this contrast arises in large precipitates with significant differences between the crystal structures of the precipitate and matrix. DF imaging will show a sharp reversal of contrast only when using a precipitate reflection in the two-beam condition. [Gronsky, 1994, 47; Hirsch, et al., 1977, 50]

Displacement fringe contrast occurs when the precipitates cause the matrix to abruptly displace. Hence, the phase of the incident and diffracted beam change upon entering the precipitate where the phase change is given by equation 4.19. Resembling the appearance and nature of stacking fault fringes, the displacement fringes' visibility criterion is similar to that of stacking fault fringes. Some of the characteristic properties of displacement fringes include: [Hirsch, et al., 1977, 50]

- defined regions of constant crystal thickness
- fringes from planar precipitates are parallel to the intersection between the crystal surface and precipitate disc
- fringes are straight only when the precipitate is flat
- strong matrix reflections and minimum precipitate reflections allow for most easily visible fringes
- fringe intensity minimum when \( \alpha \) is close to an integer

Generally, analysis of fringe intensity for various orders of a specific reflection may give an approximate value of \( R \).
Constructive and destructive interference between excited waves in the matrix and precipitates forming a Moiré pattern is due to Moiré fringe contrast. When two or more crystals with different orientation and/or lattice spacings are superimposed, Moiré fringe contrast may occur. [Hirsch, et al., 1977, 50; Williams and Carter, 1996, 113]

Interface contrast is similar in appearance to displacement contrast and matrix contrast. The principal source for interface contrast is the curvature of the interface induced by plate-shaped precipitates. If the precipitates are perpendicular to the electron beam, broad fringes may be observed. The fringes may be circular, elliptical, or highly irregular for smooth lenticular, slightly tilted, or irregularly shaped precipitates, respectively. [Hirsch, et al., 1977, 50]

4.4.3 Two beam condition

The purpose of using the two-beam condition in contrast analysis of defects is to simplify a seemingly complicated system of diffracting planes. By establishing a two-beam condition, only one set of planes is in the Bragg condition and thus diffracting, and so only one $g$ is excited. Hence, the effect in which one set of planes has on the contrast of a defect can be established. [Gronsky, 1994, 47] For each zone axis orientation, two beam-conditions for every reciprocal lattice vector, $g$, may be established and its affect on image contrast recorded on film. Analysis of the data may establish information on the defect that was previously discussed. For clarification, a two-beam condition is a condition in which the sample is tilted such that two beams, the transmitted (i.e., same wave vector as incident beam) and the diffracted, are very similar in amplitude. From this simple definition, one can immediately see that the assumptions required for the use of
kinematic theory are invalid. Thus, dynamical theory, which accommodates the similarity in amplitude between the transmitted and diffracted beam, is used to describe the electron-sample interactions.

In some cases, it is beneficial to tilt, and thus deviate, slightly away from an exact two-beam Bragg condition. [Gronsky, 1994, 47] The slight deviation from the two-beam condition enhances the contrast. The deviation parameter, $s$, is the vector used to signify the magnitude and direction of the deviation. The geometry of $s$, relative to the Ewald sphere, can be seen in figure 4.6.

4.4.4 Effects of precipitate-matrix coherency on electron diffraction

Precipitates within a matrix can alter a matrix diffraction pattern in several ways. The precipitates may produce their own diffraction pattern that will result in spots from both the precipitate and matrix. Also, depending on the size and shape of the precipitates, they may alter the size and shape of the matrix diffraction spots. When the precipitates are embedded in the matrix, they may induce double diffraction (discussed latter). Finally, effects may arise for small and uniformly shaped precipitates due to finite crystallite size. [Hirsch, et al., 1977, 50] Therefore, it is useful to categorize precipitate diffraction effects by the coherency between the matrix and precipitate (i.e., precipitate coherency).

Incoherent precipitates typically do not have the same or a similar crystal structure as the matrix. In this case, the matrix will not have a template effect on the precipitate. The precipitates' crystal structure is not constrained to bear resemblance to the matrix crystal structure because little or no interaction takes place between the matrix
Figure 4.6: The deviation parameter, $s$, is the deviation from the exact Bragg scattering condition and is given by $g+s=K'$. Because the vector, $s$, is inside the Ewald sphere, it is positive. If the Bragg Condition were met exactly, then $K'=g$. 
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and precipitate at the interface. Thus, SAD works best when bright field (BF) contrast of the precipitate is the result of Bragg scattering (i.e., precipitates are black). One problem that may occur with incoherent precipitates is double diffraction. The diffracted beam from the matrix above acts as a secondary incident beam in the precipitate. [Hirsch, et al., 1977, 50] This will be discussed in detail later.

Unlike incoherent precipitates, coherent (e.g., pseudomorphic) precipitates are usually structurally related to the matrix. The matrix behaves as a template on which the precipitate coherently forms. Several diffraction effects occur due to coherent precipitates in a matrix. The physical appearance of the diffraction spots depends on the shape of the precipitate. Because the size and shape of a unit cell affect the direction of the diffracted beams, a change in the unit cells by lattice distortion resulting from matrix-precipitate coherency may cause streaking and displacement of diffraction spots parallel to the lattice displacement. [Cullity, 1978, 24; Hirsch, et al., 1977, 50] Furthermore, the magnitude of the diffraction spot displacement increases with higher order reflections. This effect is not seen for changes in precipitate shape. Additionally, curved streaking may occur if the transmitted beam is not parallel to the zone axis. Also, if $s \neq 0$, satellites are formed when the Ewald sphere cuts the precipitate streaks. Macroscopic habit planes of coherent plate precipitates are perpendicular to the streaks and thus their orientation may be determined. [Edington, 1976, 30] Four diffraction patterns are shown in figure 4.7 illustrating the effects of distortion and shape effects by differing precipitate-matrix systems. [Hirsch, et al., 1977, 50]

Like coherent precipitates, the crystal structure of semicoherent (i.e., relaxed) precipitates usually is related to that of the matrix. The difference being that the strain
Figure 4.7: Four diffraction patterns illustrating various strain effects. a) thin strain free disc on (hkl) with a difference in scattering amplitude between the precipitate and matrix; b) distorted disc on (hkl) where the atom diameter of the matrix atom is greater than that of the precipitate atom; c) distorted sphere; d) distorted cuboid with faces parallel to the cube planes. [Hirsch, et al., 1977, 50]

between the precipitate and matrix is considerably less due to relaxation of the matrix-precipitate interface. Thus, diffraction effects are due to the precipitate and not to lattice distortion from the matrix. Diffraction reflections from the precipitates themselves are common. Satellites about matrix spots may occur because of the close relation in crystal structure between the precipitate and matrix. Semicohercnt precipitates tend to be small and thin. Because they may exist in several orientations, the effective volume fraction decreases. This results in rather diffuse diffraction spots and complex diffraction patterns.
Typically, the diffraction pattern consists of an array of small spots displaced slightly from a matrix reflection. Therefore, semicoherent precipitates are probably the most difficult to analyze by electron diffraction [Hirsch, et al., 1977, 50] unless the misfit dislocations (causing the strain relaxation between matrix and precipitate) at the interface are discernible.

4.4.5 Diffraction analysis using selected area diffraction

Selected area diffraction (SAD) is a technique in which an aperture is used to select incident and Bragg scattered electrons from a specific area of interest. A field-limiting aperture is used to block all electrons from reaching the fluorescent screen except those transmitted from the area of interest. To insure that all and only those electrons not coming from the area of interest are blocked from forming an image or diffraction pattern on the fluorescent screen, the aperture needs to be placed in the first image plane. The way this is achieved is to separately focus the field limiting aperture and the image so that it can be seen on the fluorescent screen. Now, both the aperture and the first image are coplanar. The field-limiting aperture is focused with the diffraction lens while the image is, as usual, focused with the objective lens.

In addition, during selected area diffraction pattern (SADP) analysis, placement of the back focal plane (diffraction plane) coplanar with the objective aperture is required for proper diffraction analysis. Usually this is accomplished by focusing an objective aperture with the diffraction lens. Performing this operation prior to recording diffraction patterns insures that only the incident and diffracted beams of the area of interest are seen.[Edington, 1976, 30]
A brief introduction to the ideas of the analysis of diffraction patterns is sufficient for an understanding of the data presented in this thesis. Since the materials under investigation are cubic, this will be described only for cubic crystalline materials simplifying the analysis.

Diffraction patterns represent a two dimensional projection of the reciprocal lattice (in reciprocal or \( \vec{k} \)-space) of the material. The reciprocal lattice is defined by a general reciprocal lattice vector given by:

\[
g_{hkl} = ha^* + kb^* + lc^* \tag{4.19}
\]

where \((hkl)\) represent the Miller indices of the real space lattice planes, and \(a^*, b^*, \) and \(c^*\) are the fundamental reciprocal lattice translation vectors given by:

\[
a^* = \frac{b \times c}{V_c} \tag{4.20}
\]

\[
b^* = \frac{a \times c}{V_c} \tag{4.21}
\]

\[
c^* = \frac{a \times b}{V_c} \tag{4.22}
\]

The volume of the real space unit cell, \(V_c\), is given by:

\[
V_c = a \cdot b \times c = b \cdot c \times a = c \cdot a \times b \tag{4.23}
\]

where \(a, b, \) and \(c\) are the real lattice fundamental translation vectors (unit cell basis vectors). Note that the dot product between \(a\) and \(a^*, b\) and \(b^*, \) and \(c\) and \(c^*\) is 1 for a cubic lattice. The general reciprocal lattice vector is normal to the planes \((hkl)\) and its magnitude is equal to the reciprocal of the interplanar spacing, \(d_{hkl}\):

\[
|g_{hkl}| = \frac{1}{d_{hkl}} \tag{4.24}
\]
For cubic crystals, \( d_{hkl} \) is given by:

\[
d_{hkl} = \frac{a}{\sqrt{h^2 + k^2 + l^2}}
\]

(4.25)

where \( a \) is the lattice constant. The interplanar distance, \( d_{hkl} \), is determined from the diffraction pattern by the camera constant, \( \lambda L \):

\[
d_{hkl} = \frac{\lambda L}{r}
\]

(4.26)

where \( L \) is the distance from the sample to the diffraction pattern recording film, \( \lambda \) is the electron’s wavelength determined by the beam energy, and \( r \) is the distance from the center of the diffraction pattern to a specific diffraction spot. The camera constant equation can be derived from the geometry shown in figure 4.3. The intersection of the transmitted and diffracted beams with the Ewald sphere approximately form a right triangle when a reciprocal lattice vector, \( g \), is drawn between the two intersection points. This triangle is similar to the triangle consisting of the transmitted and diffracted beams and the real space lattice vector \( r \). Since the triangles are similar, the following mathematical relation exists:

\[
\tan(2\theta) = \frac{r}{L} = \frac{g}{\frac{1}{\lambda}}
\]

(4.27)

Substitution of equation 4.22 for \( g \) returns equation 4.26. By performing a camera constant calibration, which involves equation 4.26 and a series of diffraction patterns of a known polycrystalline material, the camera constant can be determined.

In TEM, the electron wavelength is small (~ 10^{-2} Å) so the corresponding Bragg angles (\( \theta \)) for widely spaced planes (a few Angstroms) are less than 1°. It can therefore be assumed that, to a first approximation, the diffraction pattern is a planar section.
through the reciprocal lattice. The Bragg angle is defined such that electron scattering in a crystal will occur if the following condition is met:

\[ n\lambda = 2d \sin(\theta) \]  
(4.28)

where \( n \) is an integral number. [Cullity, 1978, 24] By simply measuring the distance between two diffraction spots, knowing the camera constant and the electron wavelength (i.e., energy), planar spacing and angles can be determined using equations 4.26, 4.27 and 4.28. From this information, and if either the crystal structure or the material is known, then equation 4.25 may be used to determine the other unknown.

To determine the crystal structure, additional information is necessary. In crystals with more than one atom in the basis, certain lattice planes will not give rise to diffraction maxima. In general, the kinematical structure factor (scattering amplitude) of the unit cell, \( F_g \), given by:

\[ F_g = \sum_j f_j \left( \frac{\sin \theta}{\lambda} \right)^2 e^{2\pi ig \cdot r_j} \]  
(4.29)

where \( r_j \) is the general real lattice vector for the \( j^{th} \) atom's position. The atomic scattering factor for the \( j^{th} \) atom is given by:

\[ f_j \left( \frac{\sin \theta}{\lambda} \right) \]  
(4.37).

The summation is over all the atoms in the unit cell. The general real lattice vector, \( r \), is given by:

\[ r = xa + yb + zc \]  
(4.38).

The dot product between \( g \) and \( r \) is an integral value because, as previously mentioned, the dot products between the real and reciprocal fundamental lattice vectors of the same letter are 1. The condition \( F_g = 0 \) gives the disallowed or forbidden diffracting
Planes. [Thomas and Goringe, 1979, 105] Physically, this corresponds to destructive interference between atomic planes with a spacing of less than a projected unit lattice vector. In certain high symmetry directions, disallowed reflections may be present because of multiple diffraction (dynamical theory).

4.4.6 Double diffraction [Hirsch, et al., 1977, 50]

Double diffraction results in the production of diffraction spots not predicted by the structure factor. Double diffraction may be caused by two phenomena: dynamical effects and the presence of a second phase. By kinematic theory, the structure factor predicts allowed reflections. However, for thick crystal when dynamical theory must be used, scattering of the transmitted beam and second order scattering of the diffracted beam may take place. For fcc and bcc crystals, which have 1 basis atom per primitive unit cell, this is not a problem because the vector addition of the indices of any two lattice points results in a multiple of or a fundamental translation vector. However, for diamond cubic (dc) or hcp, the addition of any two lattice points may result in a translation that is disallowed under kinematic theory (i.e., the structure factor). As just suggested, the diffraction spots produced by double diffraction may be determined by adding the allowed reflections using vector addition. Reflections that cannot be indexed in this manner are not caused by double diffraction in a perfect crystal.

Double diffraction may also be caused by a second phase (e.g., precipitates). In this case, a diffracted beam from the matrix above a precipitate acts as an incident beam for a precipitate. Some of the precipitates' planes may diffract the incident beam. Upon
entering the matrix, the diffracted beam from the precipitate may transmit through or
diffract again causing the once forbidden reflections.

4.5 The Bracht-Knowlton Si Self-Interstitial Diffusion Model

Derivation of equations 2.58 and 2.59

To obtain equation 2.58 from 2.57, the following mathematics is performed. Note
that the reaction part of equation 2.57 is equal to the opposite of the change in occupied
trap concentration, $T_o$, with respect to time. This is given by:

$$\frac{\partial C_T}{\partial t} = k_f C_f C_T - k_r C_T C_L = -\frac{\partial C_{\text{react}}}{\partial t} \quad (4.39).$$

Substituting equation 2.54 and 2.55 into equation 4.39 gives:

$$\frac{\partial C_L}{\partial t} = D_l \frac{\partial^2 C_l}{\partial x^2} + k_f \frac{C_f C_{\text{eq}}^{\text{eq}}}{C_T C_L} C_T C_L - k_f C_f (C_u - C_T) \quad (4.40).$$

Let:

$$\tilde{C}_T = \frac{C_T}{C_u} \quad (4.41)$$

and

$$\tilde{C}_f = \frac{C_f}{C_f^{\text{eq}}} \quad (4.42).$$

Equation 4.43 is obtained by substituting equation 4.41 and 4.42 into 4.40:

$$\frac{\partial \tilde{C}_L}{\partial t} = D_l \frac{\partial^2 \tilde{C}_L}{\partial x^2} - k_f C_u \left[ \tilde{C}_f (1 - \tilde{C}_T) - k_f \frac{C_{\text{eq}}^{\text{eq}}}{C_T} \tilde{C}_T \right] \quad (4.43).$$

Substituting equations 2.54, 4.41 and 4.42 into equation 4.39 gives:
By inspection of and equating the last terms in parenthesis of equations 4.43 and 4.44, it can be seen that equation 4.45 is true.

\[
\frac{\partial \tilde{C}_L}{\partial t} + C_\infty \frac{\partial \tilde{C}_L}{\partial t} = D_f \frac{\partial^2 \tilde{C}_L}{\partial x^2} \tag{4.45}
\]

Substituting equation 2.54 and 2.55 into the negative of equation 4.39 produces:

\[
\frac{\partial C_L}{\partial t} = k_f \frac{C^*_{eq} C_{eq}}{C_{eq} C_L} C_L - k_f C_l (C_n - C_{T_n}) \tag{4.46}
\]

Assuming local equilibrium for equation 4.46, as given by equation 2.50, generates:

\[
\frac{C_{T_n}}{C_l (C_n - C_{T_n})} = \frac{C_{eq}}{C^*_{eq} C_{eq}} \tag{4.47}
\]

From equation 2.55, equation 4.48 is obtained

\[
C_{eq} = C_n - C_{T_n} \tag{4.48}
\]

Substituting equation 4.48 into equation 4.47 gives:

\[
\frac{C_{T_n}}{C_l (C_n - C_{T_n})} = \frac{C_{eq}}{C^*_{eq} (C_n - C_{eq})} \tag{4.49}
\]

Multiplying the LHS of equation 4.49 by \(\frac{1}{C_n} \bigg/ \frac{1}{C_n}\) and substituting equation 4.41 into the LHS of equation 4.49 and equating the result to the RHS of equation 4.49 gives:

\[
\frac{\tilde{C}_L}{C_l (1 - \tilde{C}_L)} = \frac{C_{eq}}{C^*_{eq} (C_n - C_{eq})} \tag{4.50}
\]

Solving for \(\tilde{C}_L\) results in:
Defining equation 4.52 as:

\[ \tilde{c}_l = \frac{C_l}{C_{l_e}} \]  

(4.52)

and substituting it and equation 4.48 into equation 4.51 gives:

\[ \tilde{c}_{l_e} = \frac{\tilde{c}_l C_{l_e}^{eq}}{C_{l_e}^{eq}} - \frac{\tilde{c}_l C_{l_e}^{eq}}{C_{l_e}^{eq}} \tilde{c}_l \]  

(4.53)

Factoring out and solving for \( \tilde{c}_{l_e} \) in equation 4.53 provides:

\[ \tilde{c}_{l_e} = \frac{\tilde{c}_l C_{l_e}^{eq}}{C_{l_e}^{eq} \left( 1 + \frac{\tilde{c}_l C_{l_e}^{eq}}{C_{l_e}^{eq}} \right)} \]  

(4.54)

Multiplying equation 4.54 by \( \frac{1}{\tilde{c}_l C_{l_e}^{eq} / \tilde{c}_l C_{l_e}^{eq}} \) gives:

\[ \tilde{c}_{l_e} = \frac{1}{\frac{C_{l_e}^{eq}}{C_{l_e}^{eq}} \tilde{c}_l^{-1} + 1} \]  

(4.55)

Taking the derivative of equation 4.55 with respect to time gives:

\[ \frac{\ddot{\tilde{c}}_{l_e}}{\dot{a}} = \left[ \frac{C_{l_e}^{eq}}{C_{l_e}^{eq}} \frac{1}{\tilde{c}_l C_{l_e}^{eq} + 1} \right]^{-1} \]

\[ = \left[ C_{l_e}^{eq} \frac{1}{\tilde{c}_l C_{l_e}^{eq} + 1} \right]^{-2} \frac{C_{l_e}^{eq}}{C_{l_e}^{eq}} \frac{\ddot{a}}{\dot{a}} \]  

(4.56)

Substituting equation 4.56 into equation 4.45 gives equation 4.57:
\[ \frac{\partial \vec{C}_t}{\partial a} + \frac{C_u}{C^*_t} \left[ \frac{C^*_u}{C^*_t} \frac{1}{\vec{C}_t} + 1 \right]^{-2} \frac{C^*_u}{C^*_t} \frac{\partial \vec{C}_t}{\partial \alpha^2} = D_l \frac{\partial^2 \vec{C}_t}{\partial \alpha^2} \] (4.57).

Factoring out \( \frac{\partial \vec{C}_t}{\partial a} \) gives:

\[ \frac{\partial \vec{C}_t}{\partial a} \left[ 1 + \frac{C_u C^*_t}{C^*_t C^*_u \vec{C}_t^2} \left( \frac{C^*_u}{C^*_t} \vec{C}_t^{-1} + 1 \right)^{-2} \right] = D_l \frac{\partial^2 \vec{C}_t}{\partial \alpha^2} \] (4.58).

Let the prefactor of the time differential be:

\[ D = \left[ 1 + \frac{C_u C^*_t}{C^*_t C^*_u \vec{C}_t^2} \left( \frac{C^*_u}{C^*_t} \vec{C}_t^{-1} + 1 \right)^{-2} \right] \] (4.59).

Therefore, equation 4.58 becomes

\[ \frac{\partial \vec{C}_t}{\partial a} = D_l \frac{\partial^2 \vec{C}_t}{\partial \alpha^2} \] (4.60).

Dividing though by \( D \) gives:

\[ \frac{\partial \vec{C}_t}{\partial a} = \frac{D_l}{D} \frac{\partial^2 \vec{C}_t}{\partial \alpha^2} \] (4.61).

In equation 4.59, multiply into the squared term in the denominator by \( C^*_u \vec{C}_t^2 \) and the multiply the numerator by \( C^*_u \) to give equation 4.62:

\[ D = \left[ 1 + \frac{C_u C^*_t C^*_u}{C^*_t C^*_u \left( C^*_u + C^*_t \vec{C}_t \right)^2} \right] \] (4.62).

Multiplying equation 4.62 by \( \frac{1}{C^*_t} \) results in:
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Substituting 4.63 back into equation 4.61 gives:

\[
\frac{\partial \tilde{C}_I}{\partial t} = \frac{C_I^* D_t}{C_I^* \left( \frac{C_{\tilde{T}_e}^* C_{\tilde{C}_I}}{C_{\tilde{T}_e}^* C_{\tilde{C}_I} + C_{\tilde{C}_I}^*} \right)^2} \frac{\partial^2 \tilde{C}_I}{\partial x^2}
\]

(4.64).

Letting \( D_t^{\text{eff}} \) equal the prefactor of the second order partial differential equation in equation 4.64 gives equation 2.59. Substituting equation 2.59 into equation 4.64 results in equation 2.58.

**Derivation of equation 2.61**

Let equation 2.59 have the form:

\[
D_t^{\text{eff}} = \frac{C_I^* D_t}{C_I^* + C}
\]

(4.65)

\[
C = \frac{C_{\tilde{T}_e}^* C_{\tilde{C}_I}^*}{\left( C_{\tilde{T}_e}^* C_{\tilde{C}_I} + C_{\tilde{C}_I}^* \right)^2}
\]

(4.66).

From equation 2.55, it can be seen that:

\[
C_{\tilde{T}_e}^* = C_n - C_{\tilde{T}_e}^*
\]

(4.67).

Substituting equation 4.67 into equation 4.66 factoring out \( C_n \) gives:

\[
C = \frac{C_{\tilde{T}_e}^* \left( 1 - \frac{C_{\tilde{T}_e}^*}{C_n} \right)}{\left[ \frac{C_{\tilde{T}_e}^* C_{\tilde{C}_I}^*}{C_n} C_{\tilde{I}} + \left( 1 + \frac{C_{\tilde{T}_e}^*}{C_n} \right)^2 \right]}
\]

(4.68).
Evoking the inequality of equation 2.60 for equation 4.68 results in:

\[
C = \left( \frac{\langle 1 \rangle}{\langle 1 \rangle} \right)^2 \approx C_{eq}^T
\]

\[
C = \left( \frac{C_{eq}^T + \frac{C_{eq}^T}{C_T}}{C_T} \right)
\]

Substituting equation 4.69 into equation 4.65 gives:

\[
D_{ij}^{eff} \approx \frac{C_i^* D_{ij}}{C_i^* + C_{eq}^T}
\]

Factoring out \( C_i^* \) from the denominator results in equation 2.61.

**Derivation of equation 2.64**

Multiplying equation 4.54 by \( \frac{1}{(C_{eq}^T)^2} \) produces equation 4.71:

\[
C = \frac{C_{eq}^T}{C_T} \left( \frac{C_{eq}^T}{C_T} \right)^2
\]

Evoking equation 2.62 and 2.63 results in equation 4.72:
C = \left( \frac{1}{C_{l}} \right) \frac{C_{T_1}^{eq}}{C_{T_0}^{eq}} \approx \frac{C_{T_1}^{eq}}{C_{l}} \approx \left( \frac{C_{l}}{C_{T_1}^{eq}} \right)^{2} \left( \frac{\tilde{C}_{l} + \frac{C_{T_1}^{eq}}{C_{T_0}^{eq}}}{\frac{C_{T_1}^{eq}}{C_{T_0}^{eq}}} \right) \right) \right)^{2} \approx \frac{C_{T_1}^{eq}}{C_{l}} \approx \left( \frac{C_{l}}{C_{T_1}^{eq}} \right)^{2} \left( \frac{\tilde{C}_{l} + \frac{C_{T_1}^{eq}}{C_{T_0}^{eq}}}{\frac{C_{T_1}^{eq}}{C_{T_0}^{eq}}} \right) \right) \right) \right) \right) \right)

Substituting 4.72 into equation 4.65 gives:

\[ D_{l}^{\text{eff}} \approx \frac{C_{l}^{*} D_{l}}{C_{l}^{*} + \frac{C_{T_1}^{eq}}{C_{l}^{eq}}} \] \hspace{1cm} (4.73).

Factoring out \( C_{l}^{*} \) and multiplying by \( \frac{C_{l}^{*}}{C_{l}^{eq}} \) gives equation 2.64.

**Derivation of equation 2.66**

The derivation of equation 2.66 follows the derivation of 2.64 through equation 4.71. Evoking equation 2.62 and 2.65 relative to equation 4.71 results in:

\[ C = \left( \frac{1}{C_{l}} \right) \frac{C_{T_1}^{eq}}{C_{T_0}^{eq}} \approx \frac{C_{T_1}^{eq}}{C_{l}} \approx \left( \frac{C_{l}}{C_{T_1}^{eq}} \right)^{2} \left( \frac{\tilde{C}_{l} + \frac{C_{T_1}^{eq}}{C_{T_0}^{eq}}}{\frac{C_{T_1}^{eq}}{C_{T_0}^{eq}}} \right) \right) \right) \right) \right) \right) \right)

The inequality in equation 4.74 gives:

\[ C \approx \frac{C_{l}^{*} C_{T_1}^{eq}}{C_{l}^{eq} C_{T_0}^{eq}} \approx \left( \frac{C_{l}^{*}}{C_{l}^{eq}} \right) \left( \frac{C_{T_1}^{eq}}{C_{T_0}^{eq}} \right) \] \hspace{1cm} (4.75).
Substituting equation 2.62 into equation 4.75 provides equation 4.76:

\[ C \approx \frac{C_n^2}{C_{\varepsilon}} \]  

(4.76).

Equation 4.77 is obtained by substituting equation 4.76 into equation 4.65:

\[ D^e_f \approx \frac{C_f^* D_f}{C_f^* + \frac{C_n^2}{C_{\varepsilon}}} \]  

(4.77).

Factoring out \( C_f^* \) of equation 4.77 gives equation 2.66.
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