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Abstract

Results on $\tau$ physics at SLD are presented. They are based on 4316 $\tau$-pair events selected from a 150k $Z^0$ data sample collected at the SLC. These results include measurements of the $\tau$ lifetime ($\tau_\tau = 288.1 \pm 6.1 \pm 3.3$ fs), the $\tau$ Michel parameters ($\rho = 0.71 \pm 0.09 \pm 0.04$, $\xi = 1.03 \pm 0.36 \pm 0.05$, and $\xi \rho = 0.84 \pm 0.27 \pm 0.05$), and the $\tau$ neutrino helicity ($h_\nu = -0.81 \pm 0.18 \pm 0.03$).
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1 Introduction

The SLD detector has been in operation at the SLAC Linear Collider (SLC) since 1992. One of its most notable features is its high-resolution tracking provided by a CCD pixel vertex detector. The SLC is characterized by a very small and stable interaction region, and by a highly polarized electron beam. These features make the SLD/SLC environment suitable for $\tau$ physics; in particular, for measuring the $\tau$ lifetime and for studying the Lorentz structure in $\tau$ decays. In this paper, we report measurements of the $\tau$ lifetime $\tau_\tau$, the neutrino helicity $h_\nu$, and the Michel parameters $\rho$, $\xi$, and the product $\xi\delta$.

Three techniques are employed to measure the $\tau$ lifetime: decay length (DL), impact parameter (IP) and impact parameter difference (IPD) methods. In the DL method, which uses $\tau$-pair events in the 1-3 topology, the lifetime is extracted by fitting in three-dimensional space the tracks on the three-prong side to a common vertex, and by measuring the average $\tau$ decay length calculated as the distance from the interaction point to this vertex. Both the IP and IPD methods rely on 1-1 $\tau$-pair events. In the IP method, the $\tau$ lifetime is inferred from the average track impact parameter. Here, each event contributes two measurements. In the IPD method, the lifetime is derived from the linear correlation between the impact parameter difference of the two tracks in the event and their acoplanarity. Though the IP and IPD measurements are based on exactly the same events, they are not entirely correlated, since the two techniques make use of different information.

The measurements of the $\tau$ neutrino helicity and Michel parameters are performed by analyzing the decays $\tau \rightarrow \pi(K)\nu$ and $\tau \rightarrow e(\mu)\bar{\nu}\nu$, respectively. In these measurements, the experimental sensitivity is greatly enhanced due to the presence of beam polarization which results in a high final-state $\tau$ polarization $P_\tau$.

Greater details on the analyses summarized here can be found in Refs. 1 and 2. A description of the main detector elements they rely upon is given in Ref. 3. A total of 4316 $\tau$-pair events are analyzed in each measurement. They were selected from a 150k hadronic $Z^0$ data sample (50k collected during the 1993 run with an average electron beam polarization $< P_e > = 63.1\%$, and 100k during the 1994-95 run with $< P_e > = 77.3\%$).

2 Final-State Selection

Several selection cuts[3] based on tracking and calorimetry are applied in order to select the $\tau$-pair sample. These cuts are designed to replicate the characteristics of $\tau^+\tau^-$ events produced at the $Z^0$ resonance: two low-multiplicity collimated back-to-back jets, accompanied by missing energy. Additional cuts are applied in order to reduce the background which is composed of muon-pair, Bhabha scattering, two-photon, and multihadron events.

In all analyses, charged tracks are subjected to a set of quality requirements, and those consistent with belonging to a photon conversion are excluded. For the selection of the 1-3 topology, a cut on the minimum $\chi^2$ probability for the three-prong vertex fit is applied. A total of 704 and 1945 events are selected in the 1-3 and 1-1 topologies, respectively. The background contamination in the 1-3 sample was found to be negligible, whereas in the 1-1 sample it was estimated to be 1.15\%, consisting of muon-pair, Bhabha
scattering, and two-photon events in almost equal amounts.

In order to select the decays $\tau \rightarrow \pi(K)\nu$ and $\tau \rightarrow e(\mu)\bar{\nu}\nu$, particle identification criteria based on momentum, electromagnetic and hadronic energy, and muon counter hits are required. In the $\pi(K)$ sample, 573 decays were selected with an efficiency of 57.0% and a purity of 79.0%. For the decay of the $\tau$ to an electron (muon), 932 (1123) decays were selected with an efficiency of 61.5% (68.9%) and a purity of 98.7% (98.1%). In all three final states, the background consists mainly of misidentified $\tau$ decays; for example, in the $\pi(K)$ sample it is almost entirely made of $\tau \rightarrow \rho \nu$ decays. The non-$\tau$ background in these samples was estimated to be about 1%.

3  **Tau Lifetime Measurement**

Figs. 1, 2, and 3 represent the measured quantities from which the $\tau$ lifetime is extracted in the three analysis techniques, namely the three-prong decay length and the one-prong signed impact parameter distributions, and the 1-1 scatter plot of impact parameter difference vs. acoplanarity.

![Figure 1: Three-prong decay length distribution for data (a) and Monte Carlo (b). The solid curve corresponds to the maximum likelihood fit.](image)

In the DL method, an unbinned maximum likelihood fit using an exponential decay distribution convoluted with a Gaussian resolution function is performed. The result is an average decay length of $2.14 \pm 0.08$ mm. The systematic error in this measurement is small, and dominated by the decay length resolution. Taking into account the average $\tau$ boost $<\beta\gamma> = 25.44$, a lifetime of $\tau_{\tau} = 280 \pm 11(stat) \pm 2(syst)$ fs is obtained.
In the IP method, the lifetime is derived using a binned maximum likelihood fit, where the fitting function is represented by the impact parameter distribution in the Monte Carlo. The fit resulted in a lifetime of $\tau_r = 290.4 \pm 8.2$ fs. This value is corrected for background ($+1.15\%$) which is assumed to have a zero lifetime. The dominant systematic error comes from the sensitivity of the measurement to the chosen bin size and fit range. The $\tau$ lifetime obtained from this method is $\tau_r = 293.7 \pm 8.2(\text{stat}) \pm 4.6(\text{syst})$ fs.

A similar fit is used in IPD measurement; in this case, the fitting function is represented by the two-dimensional distribution of impact parameter difference vs. acoplanarity in the Monte Carlo. The maximum likelihood fit gave a lifetime of $\tau_r = 284.5 \pm 7.7$ fs. Here also the binning and fit range represent the largest contribution to the sys-
tematic error. Similarly to the IP method, a background correction of +1.15% is applied to the measured lifetime. Thus, the IPD analysis yields a measurement of \( \tau = 287.8 \pm 7.7(\text{stat}) \pm 3.5(\text{syst}) \) fs.

Taking into account the correlation (59.9%) between the IP and IPD methods, a combined lifetime of \( \tau = 291.7 \pm 7.3(\text{stat}) \pm 3.9(\text{syst}) \) fs is obtained from these two techniques. Adding the DL measurement, a combined lifetime of \( \tau = 288.1 \pm 6.1(\text{stat}) \pm 3.3(\text{syst}) \) fs is obtained.

4 Neutrino Helicity and Michel Parameters Measurements

The \( \tau \) neutrino helicity and the Michel parameters are extracted by performing an unbinned maximum likelihood fit to the double cross section for production and decay of the \( \tau \). For the two-body decay \( \tau \rightarrow \pi \nu \), this is expressed as:

\[
\frac{d^2\sigma}{d\cos\theta dx} = 1 + h_\nu P_\tau (2x - 1). \tag{1}
\]

In the case of the leptonic decays \( \tau \rightarrow l\bar{\nu}(l = e, \mu) \), it is given by:

\[
\frac{d^2\sigma}{d\cos\theta dx} = [f_1(x) + cf_2(x)] - \xi P_\tau [g_1(x) + \delta g_2(x)]. \tag{2}
\]

In these equations, \( x \) is the scaled final-state pion or lepton energy, and \( f_1, f_2, g_1, \) and \( g_2 \) are simple polynomial functions. \( P_\tau \) is the final-state \( \tau \) polarization, given as a function of the electron beam polarization \( P_e \) and the \( \tau \) production angle \( \theta \) by:

\[
P_\tau(\cos\theta, P_e) = \frac{A_\tau + 2 A_\tau - P_e}{1 + 2 A_\tau} \frac{A_\tau - P_e}{1 - A_\tau P_e} \frac{\cos\theta}{1 + \cos^2\theta}. \tag{3}
\]

By measuring \( P_e \) and \( \theta \), \( P_\tau \) is determined on an event-by-event basis. This is what permits its decoupling from the parameters \( h_\nu, \xi, \) and \( \delta \) in Eqs. 1 and 2, and ultimately what makes this measurement possible.

The pion \( x \) spectrum is shown in Fig. 4, where the dots represent the data and the histograms Monte Carlo. Fig. 4(a) corresponds to a \( \tau^- (\tau^+) \) produced in the forward (backward) direction with a beam polarization \( P_e < 0 \), or a \( \tau^- (\tau^+) \) in the backward (forward) direction with \( P_e > 0 \). Here, the \( \tau^- (\tau^+) \) is predominantly left-handed, and the pion spectrum is soft as expected for a two-body decay. On the other hand, for the two opposite combinations of \( P_e \) and \( \theta \) in Fig. 4(b), the spectrum is hard since the pion comes from the decay of a predominantly right-handed \( \tau^- (\tau^+) \). The clear distinction between the two spectra is a powerful indication of how the presence of beam polarization allows one to infer the helicity of the \( \tau \) in the data.
For the $\tau \to e\bar{\nu}\nu$ and $\tau \to \mu\bar{\nu}\nu$ decays, the lepton energy spectrum is represented in Fig. 5 by the solid and dashed histograms for the above two combinations of $P_\tau$ and $\theta$, respectively. The data are plotted in Fig. 5(a) and the Monte Carlo in Fig. 5(b). Here also, a clear distinction is seen between the two combinations, though not as pronounced due to the three-body nature of the decays.

In the maximum likelihood fit, several corrections[2] are applied, including selection efficiency, detector resolution, background, and radiative effects. These corrections are parameterized, using Monte Carlo[4], as a function of the scaled energy $z$ and the $\tau$ production angle $\theta$, and for left-handed and right-handed $\tau$'s separately.

For both $h_\nu$ and the Michel parameters, the dominant systematic errors come from resolution, radiative corrections, and background, and are found to be small compared to the statistical errors in the two measurements. The results are:

$$
\begin{align*}
\tilde{h}_\nu &= -0.81 \pm 0.18 \text{ (stat)} \pm 0.03 \text{ (syst)}, \\
\rho &= 0.71 \pm 0.09 \text{ (stat)} \pm 0.04 \text{ (syst)}, \\
\xi &= 1.03 \pm 0.36 \text{ (stat)} \pm 0.05 \text{ (syst)}, \\
\xi\delta &= 0.84 \pm 0.27 \text{ (stat)} \pm 0.05 \text{ (syst)}. \\
\end{align*}
$$

These are consistent with the $(V-A)$ nature of the charged weak current predicted by the Standard Model.
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