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In Brief

This volume of the LLE Review, covering the period April–June 1996, contains articles detailing several nonlinear processes associated with lasers and their use, as well as an article describing the computer control systems necessary to maintain and operate a large laser system such as the 60-beam OMEGA laser. The specific topics discussed in this issue include stimulated scattering in laser plasmas, power exchange between interacting laser beams, charged particles interacting with a laser pulse, thermal equilibration of optically excited states, an overview of the laser control system software in OMEGA, and a technique for cancellation of the nonlinear phase accumulation in short-pulse lasers.

Highlights of the research presented in this issue are

- The findings of a series of experiments investigating the stimulated Brillouin backscattered light from long-scale-length laser plasmas. Backscattered light from future long-scale-length ICF plasmas may be significant and affect target coupling. Measurements of the time-resolved backscattered spectra are discussed and analyzed.

- The interaction of multichromatic laser beams in a nonlinear medium. As laser beams enter a hohlraum they overlap in space. The overlapping beams can interact and exchange power among themselves, changing the illumination symmetry conditions. The interaction process is studied both analytically and numerically.

- An analytical study of an electron's motion in the electromagnetic field of a circularly polarized laser pulse in a plasma. It is shown that the electron can be efficiently accelerated and easily extracted from the pulse.

- A new approach in analyzing the relationship between optical emission and absorption of complex systems. This analysis reveals the possibility of extensive lack of thermal equilibrium of the excited electronic states during emission. This is in contradiction to the assumptions of the “universal relationship” introduced by Kennard and Stepanov.

- An overview of the OMEGA laser control system software. With the upgrade of the OMEGA laser to 60 beams, manual control of the system is impossible. Virtually every movable optic in the system is motorized and under computer control. The extensive control system and its implementation are discussed in detail.

- A discussion of the technique for cancellation of the nonlinear phase distortion due to accumulated $B$-integral. A GaAs plate with a negative nonlinear index of refraction is used to cancel the $B$-integral accumulated in a regenerative amplifier. The plate is carefully chosen to offset the buildup of the nonlinear phase distortion due to accumulated $B$-integral. A high degree of success is achieved.

Mark D. Skeldon
Editor
Brillouin Scattering in Long-Scale-Length Laser Plasmas

The experimental study of parametric instabilities in long-scale-length laser plasmas is very important for inertial confinement fusion (ICF). Backscattered light near the incident light wavelength has been observed in many laser-plasma experiments and is generally attributed to stimulated Brillouin scattering (SBS). Stimulated Brillouin scattering is a parametric instability in which an incident electromagnetic wave decays into another electromagnetic wave and an ion-acoustic wave. The instability can grow over a large volume of plasma when \( n_e < n_{cr} \), where \( n_e \) and \( n_{cr} \) are the electron and critical densities, respectively. (Here \( n_{cr} \) indicates the critical density for 1054-nm laser light.) Stimulated Brillouin scattering in future, long-scale-length ICF plasmas may be significant and could pose problems for efficient coupling of laser light to ICF targets.

SBS has been studied extensively in the past, both experimentally and theoretically. At the present time, there is little or no agreement between observed SBS reflectivities and theoretical predictions based on the assumption that SBS grows convectively from thermal noise fluctuations. We present here a series of 1054-nm interaction experiments on Brillouin scattering carried out on long-scale-length laser plasmas produced with the 24-beam OMEGA laser facility at the Laboratory for Laser Energetics, which has subsequently been upgraded to a 60-beam, 45-kJ at 351-nm laser. We have observed time-resolved Brillouin spectra and measured the total backscattered energy. We attempt to explain these data on the basis of existing SBS theory in inhomogeneous plasmas, hydrodynamic simulations of the background plasma, and statistically described intensity distributions of the interaction beam. An important result is that the plasma-density-gradient scale length \( L_n = n_e \langle \Delta n_e / \Delta x \rangle^{-1} \), after the foil burns through, approaches that expected in proposed ICF targets (\( L_n \approx 1 \text{ mm} \)).

In the following sections we describe the experimental arrangement (geometry, target conditions, and measurement techniques), present the experimental data, discuss the numerical SBS calculations, and finally, give a detailed comparison of experimental data and calculated results.

Experimental Description

The long-scale-length, preformed plasma of these experiments was produced by exploding mass-limited CH foil targets of 6-\( \mu \)m thickness and 600-\( \mu \)m diameter overcoated with 500 \( \AA \) of Al. The geometry of the experiment showing the beams and diagnostics is shown in Fig. 67.1. Eight primary beams peaking at time 1.0 ns were followed by eight secondary beams (Fig. 67.2), peaking at 1.6 ns (i.e., delayed by 0.6 ns from the primary beams) to maintain the electron temperature \( T_e \geq 1 \text{ keV} \) over a time period of 0.5 ns. The primary and secondary beams (\( \lambda = 351 \text{ nm} \)) had an on-target energy of \( \sim 50 \) to 60 J each with a pulse duration of \( \sim 0.6 \text{ ns} \). All beams were outfitted with distributed phase plates (DPP, element size = 1.25 mm) producing a minimum spot size at the best focus of 163-\( \mu \)m FWHM. All beams were defocused to \( \sim 450 \)\( \mu \)m FWHM to illuminate the target uniformly with an intensity of \( \sim 5 \times 10^{13} \text{ W/cm}^2 \) per beam. More detailed information about the production and characterization of the background plasma and its properties can be found in Ref. 6.

The preformed plasma was then irradiated by one of the OMEGA beams at \( \lambda_0 = 1054 \text{ nm} \) with on-target energy of \( \sim 50 \) J in a pulse width of 0.7-ns FWHM. This interaction beam was incident on the target at \( -60^\circ \) with respect to the target normal. The timing between the beginning of the heating beams and the peak of the interaction beam was varied between 2.2 and 3.7 ns (see Fig. 67.2) to access different plasma conditions. The interaction beam was propagated through a phase plate with 3-mm cells to produce a focal spot of 210-\( \mu \)m FWHM, giving a maximum intensity on target, averaged over many DPP speckles, of \( \sim 1.3 \times 10^{14} \text{ W/cm}^2 \). At the time of the peak of the earliest interaction beam (2.2 ns), the produced target plasma had a center density of 1 to 2 \( \times 10^{21} \text{ cm}^{-3} \), which was maintained within a factor of 2 at \( T_e \sim 1 \text{ keV} \) for approximately 1 ns. The corresponding density-gradient scale length was typically of the order of 1 mm for all timings.
The primary diagnostic for the scattered light near \( \lambda_0 \) consisted of a 1-m grating SPEX spectrometer coupled to an optical streak camera (see Fig. 67.1). The backscattered light was directed by an uncoated pickoff through the lens into the spectrometer and streak camera with 5-Å spectral resolution and 30-ps time resolution, respectively. The streak camera data was recorded on film and photodensitometered for the subsequent analysis. An RG1000 filter was used to protect the streak camera against 527- and 351-nm laser light. A set of neutral density filters was installed in front of the spectrometer slit to attenuate reflected light. Part of the reflected beam was used to measure the total energy of the backscattered light within the focusing cone of the interaction beam, using an IR calorimeter (Fig. 67.1).

**Experimental Results**

Typical time-resolved backscattered spectra are shown in Fig. 67.3 for three different timings \( \tau_d \) of the interaction beam (2.2, 2.7, and 3.2 ns). The interaction intensity averaged over many DPP speckles was about \( 1.3 \times 10^{14} \text{ W/cm}^2 \). The time delay provides a flexible way to vary the plasma conditions seen by the interaction beam. Backscattered spectra show a few general features. First, the backscattered light is primarily blue-shifted with respect to the incident wavelength \( \lambda_0 \). Second, all spectra shift to shorter wavelengths with time. The width of the spectrum is typically \( \Delta \omega / \omega_0 \approx 0.01 \), and the total emission basically lasts up to 600 ps for all timings.

Figure 67.3(a) shows the backscattered spectrum for a timing of 2.2 ns. The width of the spectrum is about 30 Å and starts 400 ps before the peak of the pulse. This spectrum has additional spectral features: a narrow, slightly blue-shifted, spectral component preceding the interaction beam peak and the presence of a weak red-shifted component. The narrow, slightly blue-shifted component is probably due to the scattered light from the secondary heating beams, which also contain residual energy at 1054 nm left over from incomplete frequency conversion.
A plot of the measured time-integrated reflectivity of the backscattered light versus timing $\tau_d$ of the interaction beam is shown in Fig. 67.4 (solid squares). A slow decrease of Brillouin light with increased timing was observed with values between 10% for the shortest timing (2.2 ns) and 1% for the longest timing (3.7 ns). The numerical predictions indicate that the electron density $n_e$ in the interaction region decreases from $-0.9 \, n_{cr}$ ($t = 2.2$ ns) to $-0.03 \, n_{cr}$ ($t = 3.7$ ns).

**Theory and Simulations**

In the following discussion we assume that backscattered light, at wavelengths close to that of the laser, is a consequence of the onset of the conventional SBS instability. While the resultant scattered light would be red-shifted in a quiescent plasma, our experimental plasma has supersonic flow present, which could account for the observed blue shifts. Accordingly, we calculate the scattered intensity and spectrum using conventional linear three-wave convective SBS theory.

Assuming one-dimensional (spherical) geometry, the scattered flux growing from electrostatic ion-wave thermal fluctuations (the dominant noise source) is given by a modified form of Eq. (25) in Ref. 12. For backscatter, this yields

$$F_L = \frac{c T_e}{\lambda_f^2} \frac{\omega_s}{2(\omega_0 - \omega_s)} \left[ G(\omega_s) - 1 \right]. \tag{1}$$
where $F_L$ is the flux of scattered radiation per unit solid angle per unit vacuum wavelength $\lambda_0$, and $T_e$ is the electron temperature.

A useful expression for the gain $G$ is given in Ref. 10. This has the form

$$G = \frac{1}{4} \int_a^b k^2 \frac{v_0^2}{c^2} \left[ \frac{\chi_e(k, \omega)}{e(k, \omega)} \right] \frac{\chi_e(k, \omega)}{e(k, \omega)} \, dx.$$  \hspace{1cm} (2)

Here $k = k_0 - k_s$, $\chi_e(k, \omega)$, and $\chi_i(k, \omega)$ are the low-frequency electron and ion susceptibilities, respectively, with $\omega = \omega_0 - \omega_s$, $e = 1 + \chi_e(k, \omega) + \chi_i(k, \omega)$, and $v_0$ is the peak quiver velocity $[v_0(t) = I(t)]$ of the electrons due to the interaction beam. The wave vectors $k_0$, $k$, and $k_s$ are the local values for the incident and scattered electromagnetic waves and the ion waves, and $v_0^2 = \omega_0^2 = -\omega_s^2$. The integration in Eq. (2) is taken across a finite inhomogeneous plasma from point $x = a$ at the rear of the plasma (the opposite side from the interaction beam) up to $x = b$, which is in the vacuum on the laser side. Both the full spectrum and the reflectivity are obtained by including all scattered frequencies. The temporal evolution of $G$ is determined by the temporal evolution of the intensity and the plasma parameters in the interaction region. The spatial speckle distribution in the interaction beam created by the distributed phase plate can be taken into account by appropriate averaging of the backscattered SBS energy over the intensity distribution.

Application of Eq. (2) to our experiment is made by numerical integration. The temporal evolution of the background plasma properties (plasma temperature, density, and flow velocity) is obtained from simulations using the 2-D hydrodynamic code SAGE in cylindrical geometry. We model the interaction beam as a finite cylinder striking the target normally, while in the actual experiment the interaction beam enters at a considerable angle (~60°) to the normal. However, rapid plasma expansion, prior to the onset of the interaction beam, produces a near-spherical plasma cloud that justifies our simplified modeling.

A typical result of this SAGE simulation is shown in Fig. 67.5 for time $t = 2.2$ ns (the peak of the interaction beam is also at 2.2 ns in this simulation). The values shown are along the central axis of the beam. At this time, part of the plasma is still overdense to the laser beam, the density-gradient scale length $L_n$ is of the order of 600 µm, and the velocity-gradient scale length $L_v$ is of the order of 400 µm. Peak densities of $n_e > n_{cr}$ are present for the shorter delays, while interaction beams with the longest delays encounter a plasma with peak densities below 0.03 $n_{cr}$. The interaction beam sees an electron temperature varying between $T_e = 0.4$ and 1.2 keV. The local Mach numbers (expansion velocities) are close to zero near the plasma center and increase to $M = 3$ to 3.5 at the plasma edge. The interaction beam intensity decreases smoothly with penetration distance, owing to inverse Bremsstrahlung, and is virtually negligible after reflection from the critical surface. It is worth pointing out that at early times the interaction beam sees only regions with supersonic flow, while later in time it will propagate through both supersonic and subsonic regions of flowing plasma.

In our numerical integration, we assumed that

$$\chi_e(k) \equiv \left( k^2 \lambda_D^2 \right)^{-1} \gg 1$$  \hspace{1cm} (3)

Figure 67.5
Calculated SAGE profiles of the relative density $n_e/n_{cr}$, plasma expansion velocity $v$, and the electron temperature $T_e$ for a mass-limited CH target. The peak of the interaction beam is at 2.2 ns. The velocity- and density-gradient scale lengths are $L_v = 400$ µm and $L_n = 600$ µm, respectively.
and
\[ \chi_i(k, \omega) = -\frac{\omega_{pi}^2}{(\omega - i\gamma - k \cdot v)^2}. \]  

(4)

Here \( \lambda_D \) is the usual Debye length, \( \omega_{pi} \) is the ion plasma frequency, and \( v \) is the plasma flow velocity. Damping has been included through the addition of an imaginary component \( \gamma \) to the frequency. Generally, we neglect electron Landau damping of the ion waves, and thus \( \chi_i \) is real. The damping term in \( \chi_i \) is chosen as a sum of the Landau damping of the ion waves and a collisional contribution. However, since the integrand in our integration over \( x \) is strongly resonant about a matching point \( x_m(\lambda_D) \), where \( \text{Re} \{ \varepsilon(x_m) \} = 0 \), it turns out that the resultant integral is very insensitive to the precise form chosen for \( \gamma \) (this is a well-known result). We have carried out additional calculations that included electron Landau damping and found only negligible corrections to our previous results.

Since \( G \) enters in an exponential in the expression for the scattered intensity, we expect a strong dependence of the total reflectivity on time delay. This is borne out by the theoretical result shown in Fig. 67.4. These solid diamonds (●) are the calculated reflectivity based on using the average interaction intensity in the exponent. We see more than six-orders-of-magnitude difference between theory and experiment for a time delay of 3.7 ns. As the delay decreases, \( G \) increases and the theoretical curve and experimental data approach each other but still remain far apart. This major discrepancy between experiment and the conventional SBS convective theory is not new. It has been noted previously in a series of experiments covering short, intermediate, and long pulse lengths for the interaction beam.\(^{11,13,14}\) It seems clear that conventional convective SBS theory has great difficulty accounting for the measurements of backscattered radiation at frequencies close to that of the laser.

Since the intensity \( I \) appears in the exponential, we have considered whether spatial nonuniformities in the actual beam would substantially change the calculated SBS reflectivities. Inclusion of a statistical distribution of the laser-light intensity in our calculations has yielded an overall increase in \( G \) of the order of 2 or more. While this correction has a profound effect on the calculated SBS reflectivities for the shorter time delays, for which \( G \) is large (\( G \) is of the order of 10 to 20), it has little effect when \( G \) is small.

The calculation incorporating statistical nonuniformities of the actual beam was carried out as follows. From a numerical analysis of the speckles produced by the DPP at the target plane, we obtained a probability distribution of the intensity. This probability distribution and its running integral as a function of intensity are shown in Fig. 67.6. From this plot one can find the fraction of total intensity in the beam that is at or below a given intensity. This probability distribution was based on an area outlined by the FWHM (210 \( \mu m \)) of the distribution and containing \( \sim 50\% \) of the total incident energy. In the actual calculations, we used an analytical fit\(^{15}\) to the probability distribution:

\[ P_{\text{fit}}(I) = \frac{1}{I_{\text{av}}} \exp \left( -\frac{I}{I_{\text{av}}} \right), \]  

(5)

where \( I_{\text{av}} = 1.3 \times 10^{14} \text{ W/cm}^2 \). This is a very good fit, as is shown in Fig. 67.6.
The instantaneous flux of backscattered radiation through a solid angle $\Delta \Omega = 0.06$ sr (the solid angle subtended by the entire focusing lens) is obtained by integrating Eq. (1) over wavelength:

$$\Phi_{\text{SBS}}(t) = \Delta \Omega \int \frac{F_l d\lambda}{\lambda}. \tag{6}$$

The time-integrated reflectivity $R_{\text{SBS}}$ is then defined as

$$R_{\text{SBS}} = \frac{E_{\text{SBS}}}{E_{\text{in}}} \int_{t}^{t} \int_{t}^{t} \Phi_{\text{SBS}}(t) P(t, \lambda) d\lambda dt. \tag{7}$$

The quantities $E_{\text{SBS}}$ and $E_{\text{in}}$ denote the backscattered and incident energy, respectively. Using this model to calculate the reflectivity yielded the triangles ($\Delta$) shown in Fig. 67.4. For the highest gains it was necessary to include pump depletion to avoid instantaneous reflectivities of $>100\%$ for the largest intensity components.

The resultant predictions for the reflectivity are now in reasonable agreement with the experimental results for short time delays (where $n_e < 0.7-0.9$ $n_{\text{cr}}$) but strongly disagree for the later timings ($n_e > 0.03$ $n_{\text{cr}}$). We found that for the shortest timings (2.2 ns) the calculated gains for the peak reflected wavelength are ~10 during the major part of the pulse. As the time delay increases, the gain decreases monotonically and becomes of the order of 1 to 2 for a delay of 3.2 ns.

While the precise dependence of $G$ on the density and flow velocity is rather complex, we can obtain a qualitative understanding of the variation of $G$ from an approximate analytic treatment. In the weak damping limit, there is a sharp resonance in the integrand of Eq. (2) at the resonance point, $x_m$, at which $\text{Re}[\varepsilon(x_m)] = 0$. Carrying out the resonant integration in $x$, the expression for the gain becomes

$$G \equiv \frac{\pi}{4} \left( \frac{\omega_0}{\omega} \right)^2 \frac{n_e}{n_{\text{cr}}} \frac{k_0 L_v}{n_e} \frac{k_0}{n_{\text{cr}}} \left( \frac{L_{\text{c}}}{L_{\text{c}}^2} (1 - M) - 2M \left( 1 - \frac{n_e}{n_{\text{cr}}} \right) \right), \tag{8}$$

where $M$ denotes the Mach number, $L_{\text{c}} = n_e / (dn_e / dx)$ is the density-gradient scale length, $L_v$ is velocity-gradient scale length, and all quantities are evaluated at $x_m$. This result agrees exactly with the expression given in Ref. 4 if one neglects the temperature gradient (as seems appropriate for our plasma) and allows for our definition of $L_v = \tau (dn_e / dx)^{-1}$.

At the matching point, one has $\omega_0 - \omega_s - k \cdot \mathbf{v} = kc_s$, where $c_s$ is the sound speed, and, since $k = 2k_0$, this has the form $\omega_0 - \omega_s - 2k_0 \cdot \mathbf{v}(x_m) = 2kc_s$. Roughly, for a particular scattered frequency $\omega_s$, the matching point is at a specific value of the flow velocity. As the time delay increases, we note that a given velocity moves farther out in space. The density at that point also has dropped; hence, it becomes clear why the gain decreases with increasing time delay.

The possibility that the dominant reflected beam is the phase conjugate of the laser beam has generated considerable interest. We note that phase conjugation can at most yield a factor-of-2 increase in the gain over the value obtained using the speckle-averaged intensity. Once again, this will have little effect on the large discrepancy between theory and experiment for the longer time delays.

Equation (2) also allows us to predict the scattered spectrum as a function of time. If we include hot-spot variation via Eq. (5), the resultant calculated streaks (shown in Fig. 67.7) indicate reasonable agreement with the observed experimental streaks (Fig. 67.3). However, note the difference in the time variation of the calculations and the measurements. The red-shifted components seen in the calculated spectra [Figs. 67.7(b) and 67.7(c)] are due to a strong resonance in the gain integral at points close to the center of the plasma, where the expansion velocity is subsonic. With the exception of one shot, we did not see such strongly red-shifted components. This discrepancy is likely due to refraction of the interaction beam. The effect of refraction of the interaction beam is clearly seen in ray-tracing simulations carried out on the 2-D plasma profiles generated by SAGE. However, our simulations use only the central ray along the axis of symmetry. For such a ray, by definition, refraction does not occur. We have found no reasonable and satisfactory way to include refraction in our model since ray tracing in this region leads to caustics and crossing rays for which intensities cannot be defined without recourse to physical optics.

Since conventional SBS linear gain theory cannot account apparently for all our observations, one should note other possible explanations. Among the possibilities raised in the
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Figure 67.7

Calculated SBS gain as a function of time and spectral shift for three timings of the interaction beam: (a) 2.2 ns, (b) 2.7 ns, and (c) 3.2 ns. Hot-spot variation of the intensity is modeled using Eq. (5), and pump depletion is included.
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Since it is also difficult to argue how such ripples lead to locally enhanced SBS reflectivities, we conclude that this mechanism is unlikely to account for the observed spectral fine structure.

SUMMARY AND CONCLUSIONS

We have observed backscattered Brillouin spectra for a range of interaction beam delays corresponding to electron-density changes during the interaction pulse. The blue-shifted spectra of the reflected light are centered mostly near $-15 \text{ Å}$. The spectra for the shortest timings also include a slightly red-shifted component. The measured backscattered light reflectivity is in the range of 1%–7%. Calculated SBS reflectivities are in agreement with the measurements for the shortest timings (plasma densities near critical) but are far below the experimental reflectivities for the later timings ($n_e < 0.1 n_{cr}$). Calculations of the spectra yield a blue shift similar to the observations, but the predicted and observed time variations differ. A calculated red-shifted component is generally not observed in the experiments, a discrepancy that is attributed to refraction of the interaction beam, which is not included in the calculations.
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Power Exchange between Crossed Laser Beams  
and the Associated Frequency Cascade

Stimulated Brillouin scattering (SBS) in a plasma is the decay of a higher-frequency light wave into a lower-frequency light wave and an ion-acoustic wave. There is considerable current interest in the near-forward SBS of one laser beam and two laser beams because of its relevance to inertial confinement fusion (ICF) research.

The indirect-drive approach to ICF involves multichromatic laser beams that overlap as they enter the hohlraum. SBS allows the frequency components of one beam to interact with the frequency components of another beam. Because a power transfer between the beams affects the implosion symmetry adversely, it is important to understand this process.

Consider the interaction of two crossed laser beams (A and B) that have a common carrier frequency $\omega_0$. The ponderomotive force associated with the beams drives an ion-acoustic (sound) wave (grating) of wave vector $\mathbf{k}_g = \mathbf{k}_a - \mathbf{k}_b$, and frequency $\omega_g = c_s k_g$, as shown in Fig. 67.8(a). In turn, the grating scatters the laser light from one beam direction to the other. This interaction is governed by the equations

$$\partial_\xi A = -i(\omega_0^2/2\omega_0 c) n B, \quad \text{(1)}$$

$$\partial_\eta B = -i(\omega_0^2/2\omega_0 c) n^* A, \quad \text{and}$$

$$\left(\partial_\xi^2 + 2v_s \partial_\xi + \omega_s^2\right)n = -\omega_s^2 AB^*, \quad \text{(2)}$$

where $A = (v_a/c_s)(m_e/m_i)^{1/2}$ and $B = (v_b/c_s)(m_e/m_i)^{1/2}$ are the electron quiver velocities associated with the laser fields divided by a characteristic speed that is of the order of the electron thermal speed and $n$ is the electron-density variation associated with the grating divided by the background electron density. In Eq. (1), $\xi$ and $\eta$ represent distance measured along the propagation directions of the beams, as shown in Fig. 67.8(b). The time derivatives were omitted from Eqs. (1) because the time taken by the beams to cross the interaction region is much shorter than the time taken by the grating to respond to the ponderomotive force.

Previous studies of the interaction of two crossed laser beams assumed that the beams were monochromatic. If the beam frequencies are equal, there is no power transfer in steady state. Conversely, if the beam frequencies differ, in steady state there is a monotonic transfer of power from the higher-frequency beam to the lower-frequency beam.

In this article we allow the beams to have many frequency components and study the power transfer between the beams.
and the associated frequency cascade. For simplicity suppose that each beam has two frequency components with a frequency separation equal to the sound frequency. Subsequently, other frequency components are generated by the interaction, with the same frequency separation that was present initially. One can highlight this frequency cascade by writing

\[ B = \sum_j B_j \exp(-i \omega_j t), \]

where \( \omega_j = j\omega_s \) and

\[ n = M \exp(-i \omega_s t) + N \exp(i \omega_s t). \]

By substituting definitions (3) and (4) in Eqs. (1) and (2), and making the substitutions

\[ A_j / 1^{1/2} \rightarrow A_j, \quad B_j / 1^{1/2} \rightarrow B_j, \]

\[ (2\omega_s \omega_1 / \omega_s^2 l) M \rightarrow M, \quad (2\omega_s \omega_1 / \omega_s^2 l) N \rightarrow N, \]

\[ \gamma \xi \rightarrow \xi, \quad \gamma \eta \rightarrow \eta, \]

where \( l \) is the intensity of beam A as it enters the interaction region and \( \gamma = \omega_s^2 \omega_1^2 l / 4\omega_s \omega_1 \omega_s \), is the spatial growth rate of SBS, one can show that

\[ d_\xi A_j = -i \left( MB_j + NB_{j+1} \right), \]

(5)

\[ d_\eta B_j = -i \left( N^* A_{j-1} + M^* A_{j+1} \right), \]

where

\[ M = -i \sum_j A_j B^*_{j+1}, \]

(6)

\[ N = i \sum_j A_j B^*_{j-1}. \]

The distance variables \( \xi \) and \( \eta \) range from 0 to \( l \), where \( l \) is the number of SBS gain lengths over which the interaction occurs. The dependence of \( l \) on the beam and plasma parameters is discussed in detail in Refs. 4 and 6. In recent simulations and experiments relevant to ICF, the idealized values of \( l \) were 10 and 20, respectively. Although small-scale inhomogeneities of the beams and plasma can reduce the value of \( l \) in experiments, it is potentially large enough to warrant a detailed study of crossed-beam interactions in ICF.

Because of the intrinsic complexity of the frequency cascade, we began our study with the one-dimensional (1-D) equations

\[ d_\xi A_j = -i \left( MB_{j-1} + NB_{j+1} \right), \]

(7)

\[ d_\eta B_j = -i \left( N^* A_{j-1} + M^* A_{j+1} \right), \]

where \( x \) represents distance measured along a line that bisects the angle between the \( x \) and \( y \) axes. The 1-D cascade Eqs. (6) and (7) are generalizations of equations that arise in the study of the beat-wave accelerator. A truncated set of 1-D cascade equations that allow each beam to have 20 frequency components was solved numerically, subject to the boundary conditions \( A_1(0) = A_0(0) = 1 \) and \( B_1(0) = B_0(0) = \rho \). The intensities of the first ten frequency components of each beam, at discrete distances from the boundary, are displayed in Figs. 67.9 and 67.10 for the case in which \( \rho = 0.3 \). Although the “microscopic” evolution of the individual frequency components is complicated, certain trends are evident in the figures; most of the power contained in beam A is transferred to beam B, then returned to beam A. As power is exchanged, the average frequencies of the beam spectra decrease and the range of frequencies over which power is distributed increases.

Motivated by the apparent periodicity of the power exchange, we plotted the total beam intensities

\[ P = \sum_j |A_j|^2, \quad Q = \sum_j |B_j|^2 \]

and the grating strengths

\[ R = |M|^2, \quad S = |N|^2 \]

as functions of distance. The evolution of these “macroscopic” quantities is displayed in Fig. 67.11 for the case in which \( \rho = 0.3 \). Despite the complexity of the microscopic evolution, the macroscopic evolution is periodic and predictable! To test the robustness of the observed periodicity, the I-D cascade equations were solved numerically for boundary conditions that included phase shifts between the beams (complex \( \rho \)) and between the frequency components of each beam. In all
It follows from the 1-D cascade equations that

\[ d_xP = -2(R - S), \quad d_xQ = 2(R - S) \]  

and

\[ d_xR = 2R(P - Q), \quad d_xS = -2S(P - Q). \]  

Equations (10) are valid for arbitrary boundary conditions on beams A and B. Terms were omitted from Eqs. (11) that equal zero for the boundary conditions described between Eqs. (7) and (8). There are three conservation laws associated with these model equations. The first is \( P + Q = T \), where \( T = 2R + 2r \) is the sum of the initial beam intensities. The second is \( R + S = U + TQ - Q^2 \), where \( U = -2r' \), and the third is \( RS = V \), where \( V = r^2 \) is the product of the initial grating strengths. By using these conservation laws, one can eliminate \( R, S, \) and \( P \) from the model equations, which reduce to the potential equation

\[ (d_xQ)^2 = 4Q(Q - 2r)(Q - 2)(Q - 2 - 2r). \]  

It follows immediately that \( Q \) oscillates regularly between \( 2r \), the initial intensity of beam B, and \( 2r \), the initial intensity of beam A. As a bonus, Eq. (12) can be solved analytically. The result is

\[ Q(x) = \frac{2r}{1 - (1 - r)\text{sn}^2(2x, m)}. \]  

where \( \text{sn}(2x, m) \) is the elliptic sine function of argument \( 2x \).
and order \( m = 1 - r^2 \). Solution (13) is compared to the numerical solution of the 1-D cascade equations in Fig. 67.12. The agreement is excellent. It follows from solution (13) that the spatial period of the power exchange

\[ l = K(m), \]

(14)

where \( K(m) \) is the complete elliptic integral of the first kind. For an initial intensity ratio \( r = 0.09 \), \( l = 3.8 \), in agreement with Fig. 67.12. One can obtain the same result by using the simpler formula \( l \approx \log(4/r) \), which is valid for \( r \ll 1 \).

In contrast to monochromatic illumination, which results in a monotonic transfer of power from one beam to the other, multichromatic illumination results in a periodic exchange of power between the beams. The main difference between the two cases is the presence of grating \( N \) in the latter, which allows energy to be transferred from the higher-frequency components of beam \( B \) to the lower-frequency components of beam \( A \). This assertion is supported by Fig. 67.11(b), in which the growth of grating \( N \) after beam \( A \) has been depleted is a precursor to the transfer of energy from beam \( B \) back to beam \( A \).

The results for the triangular interaction region are displayed in Fig. 67.13. Light shading represents high beam intensity and grating strength, whereas dark shading represents low beam intensity and grating strength. The beam and grating evolution is periodic in the \( x \) direction, and the growth of grating \( N \) is a precursor to the transfer of power from beam \( B \) back to beam \( A \), as predicted by the 1-D cascade equations. Within the interaction region, the 1-D and 2-D results agree quantitatively.

The results for the rhomboidal interaction region are displayed in Fig. 67.14. Clearly, the beam evolution is not periodic in any direction. Although 2-D rhomboidal geometry suppresses the periodicity that is characteristic of the 1-D and 2-D triangular geometries, it does not suppress the effects of multichromatic illumination completely. Under monochromatic illumination \( p(\alpha,s,0) = \exp(-2r\xi) \); the intensity of beam \( A \) decreases as it propagates near the entry boundary of beam \( B \), as shown in Fig. 66.33 of LLE Review 66 (see Ref. 6). In contrast, under multichromatic illumination \( p(\xi,0) = 1 + \cosh(4r\xi) \); the intensity of beam \( A \) increases slowly as it propagates near this boundary, as shown in Fig. 67.14(a). Once again this qualitative difference is due to grating \( N \), which is strong near the aforementioned boundary, as shown in Fig. 67.14(b).
In summary, the power exchange between two crossed laser beams was studied analytically and numerically. Multichromatic illumination and two-dimensional geometry are both capable of changing the qualitative character of the beam evolution, so their effects should not be overlooked.
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Electron Acceleration by a Laser Pulse in a Plasma

The motion of a charged particle in an electromagnetic field is a well-known paradigm of physics.\textsuperscript{1,2} Suppose that the field is associated with a laser pulse of finite extent propagating in a vacuum. As the pulse overtakes the particle, the particle gains energy and momentum at the expense of the pulse. At the peak of an intense pulse, the particle has considerable (longitudinal) momentum in the propagation direction of the pulse. This fact suggests that intense pulses\textsuperscript{3} might be used to accelerate particles. Unfortunately, the energy associated with the transverse particle motion is wasted, and it is difficult to extract the particle from the middle of the pulse. One cannot simply wait until the pulse has overtaken the particle completely because the pulse leaves the particle at rest, albeit displaced a finite distance in the direction of the pulse. If the pulse is of finite transverse extent, the particle can be expelled from the pulse.\textsuperscript{4} However, this transverse expulsion is difficult to control.

In this article, we describe the motion of a charged particle in the field of an idealized laser pulse propagating through a medium and show that the particle can be accelerated efficiently and extracted easily. We then discuss briefly some issues relevant to electron acceleration in a plasma. For a detailed review of laser-driven electron acceleration schemes, we refer the reader to the paper by Sprangle, Esarey, and Krall.\textsuperscript{5}

The motion of a particle, of charge $q$ and mass $m$, in an electromagnetic field is governed by the equation\textsuperscript{6}

$$d_\tau (u_\mu + a_\mu) = u^\nu \partial_\mu a_\nu,$$  \hfill (1)

where $u^\mu$ is the four-velocity of the particle, $\tau$ is the proper time of the particle multiplied by $c$, and $a^\mu$ is the four-potential of the field multiplied by $q/mc^2$. For a circularly polarized field

$$a^\mu = (0, 0, a \cos \phi, a \sin \phi)/\sqrt{2}. \hfill (2)$$

We assume that the phase $\phi$ and amplitude $a$ are functions of $t$ and $x$ alone. In this case, it is well known that

$$d_\tau (u_\perp + a_\perp) = 0,$$  \hfill (3)

which reflects the conservation of transverse canonical momentum. For future reference, notice that Eq. (3) does not imply that $u_\perp$ attains all values of $a_\perp$; it implies that the values of $a_\perp$ to which the particle has access are reflected in the corresponding values of $u_\perp$. Using Eq. (3), one can rewrite the first two components of Eq. (1) as

$$d_\tau \gamma = \frac{1}{2} \partial_\tau u_\perp^2, \quad d_\tau u_\parallel = -\frac{1}{2} \partial_\tau u_\perp^2. \hfill (4)$$

The right sides of Eqs. (4) are the $t$- and $x$-components of the ponderomotive four-force.

We assume that $\phi = \tau - sx$, where $s$ is the inverse phase speed of the pulse, and $a = a(\psi)$, where $\psi = \tau - rx$ and the inverse pulse speed $r > 1$. Although these assumptions are based on the known characteristics of a low-intensity pulse, which may differ from those of a high-intensity pulse, the only requirements of the following analysis are that the pulse propagates without distorting significantly and that its propagation speed is less than $c$. The propagation characteristics of high-intensity pulses have been studied by Decker and Mori.\textsuperscript{7}

Since $u_\perp^2$ is independent of $\phi$, it follows from Eqs. (4) that

$$d_\tau (r \gamma - u_\parallel) = 0. \hfill (5)$$

For a particle that is at rest initially, $u_\parallel = r(\gamma - 1)$. Since $r > 1$, longitudinal momentum is produced more efficiently in a medium than in a vacuum. By combining this result with the definition of the Lorentz factor $\gamma$, one can show that

$$(r^2 - 1)u_\parallel^2 - 2ru_\perp + r^2 u_\perp^2 = 0. \hfill (6)$$

It follows immediately that

$$u_\parallel = \frac{r \pm r [1 - (r^2 - 1)u_\perp^2]^{1/2}}{r^2 - 1} \hfill (7)$$
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and

\[
\gamma = \frac{r^2 \pm \sqrt{1 - (r^2 - 1)u_\perp^2}}{r^2 - 1},
\]

Equation (6) describes an ellipse that intersects the origin and has semi-major and semi-minor axes of length \(r/(r^2 - 1)\) and \(1/(r^2 - 1)^{1/2}\), respectively, as shown in Fig. 67.15. The minus (-) signs in Eqs. (7) and (8) correspond to the left half of the ellipse, whereas the plus (+) signs correspond to the right half. It follows from Eqs. (7) and (8) that \(v_\perp = 1/r\) at the intermediate point B. This information allows the particle motion to be determined qualitatively.

Initially, the pulse overtakes the particle. As it does so, \(u_\perp^2\) increases and the representative point \((u_\parallel, u_\perp)\) moves from A, which corresponds to the leading edge of the pulse, toward B. If \(u_\perp^2 < 1/(r^2 - 1)\) at the peak of the pulse, the representative point does not reach B. Since \(v_\perp < 1/r\), the pulse overtakes the particle completely and the representative point moves back toward A, which now corresponds to the trailing edge of the pulse. Eventually, the particle is at rest. This scenario is illustrated in Fig. 67.16(a). However, if \(u_\perp^2 = 1/(r^2 - 1)\) before the particle reaches the peak of the pulse, the particle is repelled by the pulse, because the \(x\)-component of the ponderomotive four-force is positive, and the representative point continues toward C, which corresponds to the leading edge of the pulse. Eventually, \(u_\parallel = 0\), \(u_\perp = 2r/(r^2 - 1)\), and \(\gamma = (r^2 + 1)/(r^2 - 1)\). This scenario is illustrated in Fig. 67.16(b). The Palmer theorem does not apply to this scenario because the ponderomotive terms in Eqs. (4) are nonlinear and the pulse is propagating through a medium.

During this interaction, the phase of the pulse evolves according to \(d_\phi = \gamma(1 - sv_\perp)\). Initially, \(d_\phi = 1\) and a positively charged particle rotates in an anticlockwise direction. As the particle’s speed increases, its rate of rotation decreases. For media in which \(r < s\), the direction in which the particle rotates can change if the pulse is sufficiently intense.

For reasons that will become clear shortly, consider the acceleration of a particle that is traveling in the direction of the pulse with initial momentum \(u_A\) and initial energy \(\gamma_A\). The analysis of particle acceleration is simplest in the pulse frame, in which the four-potential is time independent and, hence, the particle energy is constant; energy is exchanged between the longitudinal and transverse degrees of freedom. Because the four-potential is transverse, it has the same amplitude in both the laboratory and pulse frames. Let \(\gamma_P = r/(r^2 - 1)^{1/2}\) be the Lorentz factor associated with the pulse and \(u_P = (\gamma_P^2 - 1)^{1/2}\). Initially, the particle is moving to the left in the pulse frame. The particle will be repelled if, at some point in the pulse, the energy associated with its transverse motion equals its initial energy. In this case the particle regains its initial energy as it moves to the right. It follows from these observations and Eq. (2) that, in the laboratory frame,
the repelling threshold

\[ a_B^2 = \left[ (\gamma_p \gamma_A - u_p u_A)^2 - 1 \right] \quad (9) \]

and the corresponding gain in particle energy

\[ \delta \gamma = 2 (u_p^2 \gamma_A - \gamma_p u_p u_A) \]. \quad (10) \]

The energy gain and repelling threshold are plotted as functions of the initial energy in Fig. 67.17, for the case in which \( \gamma_p = 30 \). Energy is measured in units of the particle rest mass. If the particle is at rest initially, \( a_B^2 = 2 (\gamma_p^2 - 1) = \delta \gamma \); the energy gain is large, but so is the required pulse intensity. Since the repelling threshold decreases more rapidly than the energy gain as the initial energy is increased, the intensity requirement can be minimized by injecting preaccelerated particles. For example, if the injection energy is 7, the repelling threshold is 8.3 and the energy gain is 120. If the injection energy is 15, the repelling threshold is 1.1 and the energy gain is 45.

When \( \gamma_p > \gamma_B \), the first and second terms of Eq. (11) are adequate, and, when \( \gamma_p \gg \gamma_B \), the first and third terms are adequate. In the latter limit Eq. (10) reduces to

\[ \delta \gamma = 2 \gamma_p \gamma_B - \gamma_p / \mu_B. \quad (13) \]

The injection energy and energy gain are plotted as functions of \( \gamma_p \) in Fig. 67.18 for the case in which \( a_B^2 = 10 \). The approximate formulas (12) and (13) are accurate and show clearly how the injection energy and the energy gain scale with \( \gamma_p \) and \( \mu_B \).

Subject to the constraints described between Eqs. (4) and (5), the preceding analysis is directly applicable to the acceler-
ELECTRON ACCELERATION BY A LASER PULSE IN A PLASMA

The acceleration of a test electron in a plasma. However, one must also consider the motion of the background electrons under the influence of the pulse.

In the absence of collective effects, the background electrons behave like independent test particles. Provided that \( \frac{a_2^2}{\gamma^2} < \frac{2(r_2^2 - 1)}{\gamma'} \), the background electrons pass freely through the pulse: although there is a temporary exchange of energy between the pulse and the background electrons (which is why the pulse speed is less than \( c \)), none of the pulse energy is lost to the plasma. It is for this reason that the test electron must be preaccelerated.

In the presence of collective effects, the compression of the electron fluid by the leading edge of the pulse produces a charge nonuniformity that, in turn, produces a longitudinal electric field. This longitudinal field modifies the motion of the electron fluid and the conclusions of the preceding paragraph. The electron-fluid momentum equation can be written in the form\(^{10}\)

\[
\partial_t (u_i - a_i) = -\partial_x \gamma, \tag{14}
\]

from which follows a conservation equation similar to Eq. (5). By using this conservation equation, one can show that the longitudinal potential evolves according to

\[
\frac{d^2 a_i}{d t^2} = \frac{1}{r^2 - 1} \left[ \frac{r - a_i}{1 + (r - a_i)^2 - r^2 - (r^2 - 1)u_{\perp}^2} \right]^{1/2}. \tag{15}
\]

In the low-intensity regime, Eq. (15) reduces to the equation for a driven linear oscillator, the behavior of which is well known: A short pulse provides an impulse to the plasma, which continues to oscillate after the pulse has passed. This oscillation, which is referred to as the wake of the pulse, can be removed by a second impulse that counteracts the first. In contrast, a long pulse produces an adiabatic plasma response. A pulse of infinite duration leaves no wake, whereas a pulse of finite duration leaves a wake, the amplitude of which depends on the ratio of the plasma period and the duration of the pulse. In the high-intensity regime the intrinsic plasma oscillation is nonlinear.\(^{11}\) However, the plasma response is similar to that described above, as shown in Figs. 67.19 and 67.20. In Fig. 67.19(b) the first pulse loses energy to the second pulse at the same rate as the pulse loses energy to the wake in Fig. 67.19(a). Thus, a short pulse, which contains only a small amount of energy initially, is depleted quickly, whereas a long pulse, which contains a large amount of energy initially, is depleted slowly.

It is clear from Figs. 67.19 and 67.20 that a longitudinal field is generated within the pulse. The density nonuniformity associated with this longitudinal field modifies the transverse current and, hence, the pulse itself. Two-dimensional effects are also important. The pulse must be wide enough for the test electron to complete its transverse rotations without being deflected by the transverse ponderomotive force. This force also tends to expel background electrons from the neighborhood of the pulse.\(^{5,12}\) If this expulsion is slow, the reduction in group speed of the pulse will be produced by the plasma through which most of the pulse will propagate. If the expulsion is rapid, most of the pulse will propagate in a plasma channel, or waveguide, and the reduction in group speed of the pulse will be produced by the waveguide. All of these effects must be included in a detailed study of this acceleration scheme.
ELECTRON ACCELERATION BY A LASER PULSE IN A PLASMA

Figure 67.20
Longitudinal vector potential (wake) generated by a pulse of intensity $\alpha^2 = 10\sin^2(t/t_p)H(t)H(t_p - t)$ for the case in which $\gamma_p = 30$. Time is measured in units of the inverse of the electron plasma frequency: (a) $t_p = 10.0$; (b) $t_p = 10.3$.

In summary, the motion of an electron in the electromagnetic field associated with a circularly polarized laser pulse in a plasma was studied. It appears possible to increase significantly the energy of a preaccelerated electron. While wake generation renders this acceleration scheme less than ideal, its simplicity is noteworthy. The wake fields produced by short laser pulses have been observed recently. Future experiments will study the interaction of a preaccelerated bunch of electrons with such wake fields. One would only need to change the timing of the electron bunch in these experiments to test the scientific feasibility of this scheme.
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A New Approach to the Analysis of the Thermal Equilibration of Optically Excited States

Mechanisms and rates of relaxation of optically excited states are important in the study of almost every material. They often determine the efficiency of some desired photoeffect and usually carry interesting information about the excited states themselves. Many fluorescent systems have been analyzed on the basis of the "universal relationship" introduced by Kennard and by Stepanov (K-S). These analyses frequently claim experimental confirmation of the applicability of the fundamental K-S assumption, namely, that the manifold of states associated with an excited electronic state have reached thermal equilibrium by the time of emission. The K-S prediction is that a certain function $F(v)$ will be linear in $v$ with slope $-h/k_B T$, where $T$ is the ambient temperature. A more precise look at the K-S function, reported here, reveals the possibility of extensive lack of excited-state thermal equilibration.

The spectral K-S temperature $T^*(v) = \frac{h}{k_B} \frac{dF}{dv}$ is introduced, and it is found to be seldom close to $T$ in a sampling of spectral data from various systems. While $P(v)$ does not necessarily represent an actual molecular temperature, its variation can be modeled in broadband systems by assuming coupled emitting and absorbing submanifolds that are demonstrably far from the equilibrium envisaged by Kennard and Stepanov.

Introduction

Kennard was probably the first to predict the following general relation between the shapes of the absorption and fluorescence spectra of a homogeneous substance:

$$F(v) = \ln \left( \frac{c^2}{8\pi h} \frac{I(v)}{v^2 \sigma(v)} \right) = -\frac{h v}{k_B T} + D(T). \quad (1)$$

Here $I(v)$ is the emissive power (W·Hz$^{-1}$) at frequency $v$, $\sigma(v)$ the absorption cross section at that frequency, $T$ the ambient temperature, and $D(T)$ a quantity independent of frequency. Stepanov revived interest in the relation in 1957, and it has been widely attributed to him. Others have developed the concept and formulated it for organic molecules, photosynthetic systems, semiconductors, and inhomogeneous systems. Its application has generally focused on the goodness of the fit of experimental data to the linear function of frequency suggested by Eq. (1), and the translation of the results into a judgment of how well the excited state has attained thermal equilibrium before emission.

In Stepanov's version of the theory, relation (1) will hold if two conditions are satisfied: first, the aforementioned equilibrium, and second, that "non-exciting absorption" (due to transitions between two vibrational levels of the ground state) is negligible. The relation is frequently violated, and we shall see that these two assumptions alone do not give one a sufficiently broad basis to understand the violations.

Original Theory

Equation (1) is very general, but since it is known and applied largely by workers in biofluorescence, we review its derivation. It is a result of applying the Einstein A-B relation to sets of transitions (Fig. 67.21) in a system characterized by a metastable excited-state population. In the intensity, temperature, and wavelength regimes of interest, stimulated emission is entirely negligible. Thus

$$\frac{I(v)}{\sigma(v)} = \frac{Z \int g'(w') A(w', v) p(w') dw'}{Z' \int g(w) B(w, v) \exp(w/k_B T) dw'}, \quad (2)$$

where $g$ and $g'$ are the ground- and excited-state densities of states, respectively; $Z$ and $Z'$ are the partition functions for the ground and excited manifolds, respectively; and $A$ and $B$ are the Einstein coefficients. The important function $p(w')$ is proportional to the probability of occupation of the states at $w'$ and will be central to our subsequent discussion. When the A-B relation is introduced with concern for densities of states,

$$g'(w') A(w', v) dw' = \frac{8\pi h v^3}{c^2} g(w) B(w, v) dw, \quad (3)$$
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Figure 67.21
Relative positions of the energy levels involved in constructing Eq. (5), showing a transition at energy $h\nu$ between two different vibrational sublevels of the ground ($w$) and excited ($w'$) states.

we obtain

$$\frac{c^2}{8\pi h} \frac{I(\nu)}{\nu^3 \sigma(\nu)} = \frac{Z}{Z'} \int g(w) B(w, \nu) p(w') dw$$

(4)

At each $\nu$, the states in the vicinity of $w'$ are connected to specific groups of states in the vicinity of $w$ in the lower manifold, and their energies are related by

$$h\nu_0 + w' = h\nu + w;$$

(5)

therefore,

$$\frac{c^2}{8\pi h} \frac{I(\nu)}{\nu^3 \sigma(\nu)} = Z \int g(w) B(w, \nu) \exp(-w'/k_B T) dw$$

(6)

Equation (6) is still quite general, and, when $p$ is replaced by the Boltzmann distribution and $h\nu_0$ is set equal to zero, it reduces to the Wien law at photon frequencies of interest to us. What distinguishes the fluorescent case from the blackbody case is that the fluorescence has an artificially induced metastable population based on the energy $h\nu_0$ (such as, for example, the 0-0 electronic energy separation in a complex molecule). Kennard and Stepanov assumed such a metastable situation in a fluorescent system and made the further key assumption that the excited system was thermally equilibrated:

$$p(w') = \exp(-w'/k_B T) = \exp\left[-(w + h\nu - h\nu_0)/k_B T\right].$$

(7)

Introduction of this distribution into Eq. (6) leads immediately to Eq. (1) and tells us that the quantity $D(T)$ is the systemspecific quantity $h\nu_0/k_B T + \ln(Z'/Z)$. The careful identification of $D(T)$ is due to Neporent.

Ordinarily, the relation (1) is checked for a substance by finding the slope of $F(\nu)$ from experimental data and comparing $T$, as determined from this slope, with the ambient temperature. The most reliable data are those from the Stokes region, where both absorption and emission are at a high fraction of their maximum values. Experimenters have almost always found the relationship to be "half-right"—the function $F(\nu)$ is a reasonably straight line over much of the Stokes region, but, remarkably, the deduced value of $T$ has seldom agreed with the ambient temperature. In Fig. 67.22, taken from

Figure 67.22
Absorption and emission spectra of perylene vapor at (1) 513 K, (2) 633 K, and (3) 713 K, and the corresponding Kennard-Stepanov functions (straight lines). Note the correct qualitative temperature dependence of the slope of $F(\nu)$. These straight lines cover over three decades on the vertical scale and yield effective temperatures 556 K, 655 K, and 755 K, respectively. After Borisevich and Gruzinskii.
Borisevich and Gruzynskii, it is seen that the effective temperature $T^*$ deduced from the slope is 20 K to 60 K higher than ambient. In some cases $T^*$ has been as high as twice ambient temperature; in a few cases it has been lower. There has been much speculation as to the causes of these particular deviations from the relation. Many cases are reviewed and discussed by Van Metter and Knox, who evaluated inhomogeneous broadening as a possible cause.

Alternative Approach

The observed linear function that remarkably arises from very complex input is a broad confirmation of the "universal relation," but its failure in detail is symptomatic of the possibility of a very complex nonequilibrium distribution during the lifetime of the fluorescence. The experiments yielding $T^* \neq T$ seem to tell us that this distribution is nearly equilibrated, although the conclusion that the excited molecule has a "warm" environment is inconsistent with a single temperature appearing in the theory. Here we report a new method of analyzing the Kennard-Stepanov data that highlights the deviation from a Boltzmann distribution. We find that the failure of the slope to produce an ambient temperature value is only one aspect of this deviation, and we set forth a phenomenological theory on the basis of which some of the observations can be understood.

We define the Kennard-Stepanov spectral temperature in terms of the local slope of $F(v)$:

$$T^*(v) = \left[ \frac{k_B}{h} \frac{dF(v)}{dv} \right]^{-1} = \frac{k_B}{h} \left[ \frac{c^2}{8\pi h v^3 \sigma(v)} \right]^{-1}.$$

This device transforms the rather prosaic experimental $F(v)$ into a spectrum which, in most cases seen to date, is rich in detail. There are peaks, valleys, plateaus, and sometimes divergences. In virtually no case to date have we found a constant $T^*(v)$, as the K-S relation predicts. $T^*(v)$ curves computed from data sets in several typical cases are shown in Fig. 67.23. A frequently seen feature is that $T^*(v)$ remains fairly constant either near ambient temperature or somewhat above it over much of the frequency range but includes one or more peaks.

In practice, $T^*(v)$ is found from the inverse slope of the regression line through $F(v)$ for a series of data points centered at frequency $v$. The width of the derivative window can be

---
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Experimental $T^*(v)$ spectra (filled diamonds) and the parent $F(v)$ (open circles). Dashed curves in the background are emission (on the left) and absorption (on the right). Spectra are in arbitrary units, $T^*(v)$ is in K, and the variation of $F(v)$ is indicated by tick marks, separated by factors of 2.303, at the right of each frame except (d). The abscissa is frequency in energy units. (a) α-phycocyanin, 295 K (K. Sauer); (b) α-phycocyanin, 77 K (M. Debreczeny et al.); (c) erbium-doped silicate glass, 295 K (R. Giles and DeSurville); (d) poly(p-phenylene vinylene), PPV. In each case the constant value of the ambient temperature, which is the prediction of the universal relation for $T^*$, is shown as a horizontal dotted line. In (d), the spectral temperature computed from six absorption-emission pairs is shown as a mean with standard deviation indicated by error bars.
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varied. A larger window is necessary when there seems to be a
great deal of experimental noise. In most cases, the slope has
been best found over a number of data points ranging between
5 and 11. Generally, changing the width of the derivative
window has only a very slight effect upon the contour of $T^*(v)$. By
introducing artificial noise and artificial miscalibrations
into simulated data, we have satisfied ourselves that the struc-
tures seen are not artifacts of the method. Also, the effects
appear to be reproducible, as will be discussed.

Before discussing the possible origins of the structure
appearing in Fig. 67.23, we describe the materials on which it
is based. We have found it difficult to rely on the published
literature for the accuracy necessary in this study, so in most
cases unpublished data in electronic form have been used.
Figures 67.23(a) and 67.23(b) refer to solutions of a subunit of
an important photosynthetic antenna protein, $\alpha$-phycocyanin
($\alpha$-PC). Figure 67.23(a) shows one of the first cases we
analyzed. Kenneth Sauer, who brought its unusual K-S behav-
ior to our attention several years ago, computed $F(v)$ from
room-temperature fluorescence and absorption spectra of $\alpha$-
PC representative of samples from four different organisms
(Switalski\textsuperscript{13}). The four $\alpha$-PC had similar fluores-
cence, absorption, and circular dichroism spectra, similar time-resolved
fluorescence behavior, and high fluorescence polarization
across the entire band of excitation wavelengths. Care was
taken to test for the presence of $\alpha$-$\beta$ heterodimers.

The data from which Fig. 67.23(b) was produced were those of Debreceny and colleagues.\textsuperscript{10} Again the system is the
subunit $\alpha$-PC, this time at 77 K in a buffer of 5 mM phos-
phate at pH 7.0 with 75% glycerol by volume. The small rise
near 2.02 eV should be ignored as it may be a result of
scattering from the 560-nm excitation source.

Figures 67.23(c) and 67.23(d) show K-S analyses for two
materials of interest to applied physics. The former represents
room-temperature Er-doped silicate glass co-doped with Al
and Ge,\textsuperscript{11} one of the important materials for use in fiber light
amplifiers. The latter shows spectral temperatures computed
from the spectra of a series of poly(p-phenylene vinylene)
(PPV) samples,\textsuperscript{12} materials of interest for use in light-
emitting diodes. The several cases shown represent data from
samples subjected to different periods of aging. The case of
Fig. 67.23(c) illustrates the remarkable amount of structure
that sometimes presents itself in terms of a K-S spectral
temperature. Figure 67.23(d) will be discussed later as an
example of reproducibility of the curves.

Model Calculations

The existence of peaks in certain $T^*(v)$ data may be under-
stood physically on the basis of the following straightforward
model. A system of fluorescing states is considered as a
mixture of individual systems within each of which there is
thermal equilibration and among which detailed-balance ki-
netics with adjustable rates can be applied. This is a natural
development of an idea introduced by Band and Heller.\textsuperscript{7} In
terms more closely related to our context, each subsystem of
fluorescers is a "K-S system" that contributes absorption and
fluorescence components obeying Eq. (1) but whose popula-
tions relative to each other are kinetics-dependent. The
subsystems may in fact be chemically different molecules or
sets of chemically identical molecules that are inhomoge-
nously broadened, or they may represent manifolds associated
with different electronic states of each molecule of a homoge-
nous species.

It is readily shown that the K-S function for the K-S mixture
just described is given by

$$F(v) = \ln \left( \sum_i \bar{p}_i \xi_i(v) \exp \left[ F_i(v) \right] \right), \quad (9a)$$

where $\bar{p}_i$ is the average relative population of the emitting
subset $i$, $F_i(v)$ is the K-S function for that subset, and

$$\xi_i(v) = \frac{\sigma_i(v)}{\sum_j \sigma_j(v)}. \quad (9b)$$

From this, we can discern that, for a system in which the
absorption and emission spectra are linear combinations of the
individual spectra of $n$ species, each of which obey Eq. (1),
$F(v)$ will have $n$ asymptotes of slope $-h/k_B T$. In a mixture of
two species that do not exchange excitation energy (noninter-
acting species), the spacing between the intercepts will be
equal to the difference between the two values of $D(T)$. In a mixture of
two species that do not exchange excitation energy (noninter-
acting species), the spacing between the intercepts will be
equal to the difference between the two values of $D(T)$. In a mixture of
two species that do not exchange excitation energy (noninter-
acting species), the spacing between the intercepts will be
equal to the difference between the two values of $D(T)$. In a mixture of
two species that do not exchange excitation energy (noninter-
acting species), the spacing between the intercepts will be
equal to the difference between the two values of $D(T)$. In a mixture of
two species that do not exchange excitation energy (noninter-
acting species), the spacing between the intercepts will be
equal to the difference between the two values of $D(T)$. In a mixture of
two species that do not exchange excitation energy (noninter-
acting species), the spacing between the intercepts will be
equal to the difference between the two values of $D(T)$. In a mixture of
two species that do not exchange excitation energy (noninter-
acting species), the spacing between the intercepts will be
equal to the difference between the two values of $D(T)$. In a mixture of
two species that do not exchange excitation energy (noninter-
acting species), the spacing between the intercepts will be
equal to the difference between the two values of $D(T)$. In a mixture of
two species that do not exchange excitation energy (noninter-
acting species), the spacing between the intercepts will be
equal to the difference between the two values of $D(T)$. In a mixture of
two species that do not exchange excitation energy (noninter-
acting species), the spacing between the intercepts will be
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Exchange of excitation between the manifolds makes the situation slightly more complex. We solve the kinetic equations for the steady-state manifold populations $\bar{p}_i$, assuming that the exciting light is constant and using transfer rates, intrinsic quantum yields, relative oscillator strengths, and spectral shape functions as inputs. We assume a rate $k$ for transfer from the upper to the lower manifold and, in keeping with detailed balance, a rate $k \exp(-\Delta/k_B T)$ from lower to upper. For our particular spectra, $\exp(-\Delta E/k_B T) = 0.145$ at $T = 300$ K. In each manifold we take $Z = Z'$ and unit quantum yield for simplicity. Figures 67.24(c) and 67.24(e) illustrate the effect of increasing $k$; the curvature in $F(v)$ is completely smoothed out as $k$ reaches 1000 times the fluorescence rate. Correspondingly, as one may see by scanning Figs. 67.24(b), 67.24(d), and 67.24(f) from top to bottom, there is a dramatic effect on $T^*(v)$ as the excited state approaches an equilibrium condition. At the same time, one sees the emission shifting from an equal mixture of both bands [Fig. 67.24(a)] to predominant emission from the lower band [Figs. 67.24(c) and 67.24(e)]. A peak in $T^*(v)$ appears at relatively small excitation exchange rate, which is a significant result. To the extent that such modeling is appropriate, it appears to indicate that the various systems involved in Fig. 67.24 exhibit considerable nonequilibration preceding fluorescence. A more extensive range of parameters has been studied$^{14}$ and further work is planned.

More generally, there will be at most $n-1$ peaks in $T^*(v)$ for $n$ excited manifolds. These peaks correspond to the visibly nonlinear portions between the asymptotes of $F(v)$. When $F(v)$ includes one or more segments of positive slope, $T^*(v)$ will be undefined where the slope momentarily crosses zero, and may become negative, as in Fig. 67.24(b). The number of species present is not necessarily evident from looking at a plot of $T^*(v)$ because some of the peaks may be small enough to be indistinguishable from experimental noise or two or more peaks may be so close together that they resemble one.
Discussion

The full modeling of spectra must account also for $T^*(v)$ dropping below ambient, in some cases becoming divergent. Our exploration of parameter space has shown that dips below ambient are indicative of the higher-energy species having a low quantum yield, and that divergences occur when there is broadband excitation of weakly coupled manifolds whose separation is greater than their widths. Variation in the curves with excitation wavelength is readily treated with the kinetic model, in analogy with the variation of the standard $T^*$, discussed and reviewed by Van Metter and Knox. Variation of the standard $T^*$ was observed in splendid detail recently by Sechkarev and Beger in adsorbed rhodamine 6G, a system for which the present method should provide an even richer basis for analysis of the relaxation.

The systems of Fig. 67.23 are complex, and we have had only limited success in fitting the curves using this elementary relaxation model. The $\alpha$-PC peaks in Figs. 67.23(a) and 67.23(b) are sufficiently stable and reproducible that the existence of poorly coupled states, as in our model, is a good possibility. Should they represent impurities, it is clear that the K-S analysis is a sensitive method for locating them. The $T^*$ variations of Figs. 67.23(c) and 67.23(d) may well be indicative of single-manifold K-S failure. Another consideration is inhomogeneous broadening, which, in a case involving a single species, causes an upward shift in the value of the ordinary $T^*$ and, if the excitation is not broadband, introduces some weak $v$ dependence into $T^*(v)$. Adding inhomogeneous broadening into the computer simulation might make it possible to model a case resembling the 77 K data of Debreczeny et al. [Fig. 67.23(b)], in which the contour of the $T^*(v)$ plot resembles the theoretical case of a mixture of species, but in which $T^*(v)$ never goes as low as the ambient temperature.

It is necessary to address the question of reproducibility of the experimental effects. Of course, this is primarily a matter of reproducibility of the spectra involved, but $T^*(v)$ senses small relative changes, in analogy with derivative spectroscopy. In the case of $\alpha$-phycocyanin, Debreczeny’s 295 K data (not shown) is very similar to Sauer’s [Fig. 67.23(a)], a main peak occurring at 1.87 eV and an additional one outside Sauer’s range at 1.80 eV. As the temperature is lowered, these peaks apparently shift and interchange strengths, ending up at 1.89 and 1.83 eV at 77 K [Fig. 67.23(b)]. The data on PPV [Fig. 67.23(d)] provide a good example of $T^*(v)$ reproducibility. The several dashed curves shown are absorption and emission spectra of six different samples. While in this case the data come from the same laboratory, each sample was grown from a different precursor aged for six separate periods of time. When judging reproducibility, we must recognize that the utility of the $T^*(v)$ analysis brings with it the cost of high sensitivity to those experimental conditions that affect equilibrium among various manifolds of states.

Conclusions

We have shown the usefulness of plotting a new function $T^*(v)$ in order to magnify regions of nonlinearity in the K-S function that analyzes equilibration in fluorescing excited states. The nonlinearity of these plots has long been smoothed over in their interpretation. As we have seen, however, peaks in $T^*(v)$ could be sensitive indicators of the presence of hidden excited states or impurities with which there is incomplete thermal equilibration. $T^*(v)$ should prove useful as a means of estimating transfer rates in complex molecules. We are persuaded by the data and by several preliminary theoretical results that our interpretation is correct, and that efforts to examine the full parameter space will be rewarded.
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Overview of the Design and Implementation of the OMEGA Laser Control System Software

Over the last four to five years, the Laboratory for Laser Energetics has been in the midst of an Upgrade Project, which has resulted in the new OMEGA inertial confinement fusion (ICF) laser system. The previous OMEGA consisted of a 24-beam laser with its associated controls and diagnostics. Many of the components of the previous system were manually adjusted, and the control system consisted of several Digital Equipment Corporation VAX and PDP-11 computers and a custom-designed power conditioning computer system. Several IBMPC-based diagnostics were also a part of this system. Much of the original control software had been written in the Forth language, but over the years it was largely rewritten in Fortran and C, making extensive use of DEC-specific libraries and language extensions.

In addition to upgrading the hardware for the new 60-beam laser, all of the laser controls were also redesigned. This redesign was necessary for a variety of reasons, the most compelling of which was the motorization of virtually every movable optic and component in the system. Other factors included the desire for more modern user interfaces and more platform-independent software systems (to take advantage of the inevitable evolution in computer hardware and operating environments). The success in achieving these goals will be reviewed in a later section. First, an overview of the current design and some implementation details will be presented.

Laser Control System Overview

As shown in Fig. 67.25, which also appears in Ref. 1, p. 34, the top-down design of the newly upgraded OMEGA laser control system consists of an interconnected network of software executives. This control system has been developed using state-of-the-art techniques and tools, included C/C++, X-based Graphical User Interfaces (GUI's), Inter-Process Communication (IPC), and Lightweight Processes (LWP's or threads).

1. Choice of Platform

In choosing the primary computer platform, the factors that were considered included hardware and software price, speed, packaging, support and availability of operating systems, programming languages, and configuration management tools.

![Diagram of Laser Control System](image)

Figure 67.25

The laser control system is distributed over several Executives that are interconnected via Ethernet using TCP/IP. Each Executive performs or oversees one aspect of the laser operation and interacts with its associated devices.
a. Computer hardware. The choice of platform for the primary control computers was a difficult one, and several of the recently developed Reduced Instruction Set Computers (RISC) were considered before the Sun Microsystems’ SPARC architecture was selected. Other platforms that were considered included the DEC Alpha, IBM RS-6000, and HP 735. As mentioned, the primary factors used in selecting the computer hardware were price, speed, packaging, and support. Another consideration was the installed base at LLE and availability of experienced support people within the Laboratory. In the end, since there was no clear winner in the technical areas, this latter consideration may have been the deciding factor since LLE already had a large, installed base of Sun Microsystems’ equipment and several years of experience with the administration of Sun systems.

b. Operating system. The operating system was a key factor in the choice of platform for this project (see previous paragraph). During the design phase of the control system it was decided that available standards would be followed wherever possible to ensure the longevity of the control system. For operating systems, it was decided that conformance to the ANSI/ISO/IEEE POSIX (Portable Operating System Interface for Unix) standard would be the selection criterion. Although the POSIX standard is designed to be generally applicable, this virtually implied that a UNIX operating system would be used. Although all of the platforms considered had available operating systems that claimed some level of POSIX conformance, some platforms were dropped from consideration because of an apparent limited support for their POSIX-conforming operating environments. The OMEGA executive-level computers are currently running Sun’s Solaris 2.5 operating system, which complies with the POSIX.1\(^2\) and POSIX.2\(^3\) standards for operating system interfaces.

c. Programming languages. The primary languages used for this project were ANSI standard C\(^4\) and C++\(^5\) based on standardization and performance. It was also decided that ANSI Fortran could be used where applicable. As the project has evolved, portions of the system have also been implemented using the PV-WAVE\(^6\) system.

d. Threads. Threads, also known as lightweight processes, were identified in the design phase of the system as an important and valuable tool for implementing the control system. These threads are tightly coupled but asynchronously executing processes within a single program and are implemented in the OMEGA control system using Sun’s multithreaded Solaris operating system API.

e. Graphical User Interfaces builders. As will be seen later, a key element of the OMEGA control system is the design of the various Graphical User Interfaces (GUI’s). Two GUI builders\(^7\) were employed in the development of the OMEGA control system: the UIM/X system from Visual Edge Software and the Data Views from V. I. Corporation. Each has advantages and disadvantages that make them both valuable. These GUI builders generate code for X/Motif GUI’s, which is in turn linked with the application software through locally developed libraries and so-called “call-backs.”

f. Configuration management tools. As mentioned, the new OMEGA control system is intended to be easier to maintain and more durable than the previous system. A key factor in the longevity of any system, including software systems, is configuration management. The OMEGA system employs the well-established UNIX/POSIX configuration management tool called make, and all revisions to source code are maintained by SCCS (Source Code Control System).

g. Auxiliary computer systems. A number of auxiliary systems on OMEGA are not operating on the Primary computer platform. The vast majority of these are IBM/PC-compatible systems, which are used generally for reasons of convenience or hardware interface availability. Wherever possible, the same languages and tools were used for developing software on these auxiliary systems, several of which will be mentioned in later sections.

The Executives

The upper-level control software for OMEGA is divided into several major programs, which are called executives, as shown in Fig. 67.25. These executives vary in complexity and function; however, they all share a number of features and make use of a number of the same subprocesses to perform their various tasks. Each executive follows, in some way, the vertical layout illustrated in Fig. 67.26. For the laser system to operate, several, if not all, of these executives must be operating and communicating with their associated devices and with each other. The next few sections will describe the design of several of the executives currently in use or being implemented; later sections will discuss the interface and support systems that are common across the executives.

1. Shot Executive

Although it was not available during the activation of the laser system, a key element in the ultimate operation of the laser system is the Shot Executive, also known as the Shot Supervisor. This executive is under the direct control of the
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The laser control subsystems are distributed vertically into executive, mid-level, and low-level processors. This organization facilitates both modular code development and reusability.

Figure 67.26

The laser control subsystems are distributed vertically into executive, mid-level, and low-level processors. This organization facilitates both modular code development and reusability.

This executive serves several purposes. In its current form, it acts primarily as a sort of clearing house for status information from various other executives and processes. It monitors the state of the laser system and determines whether the various subsystems are ready to proceed to a new state, as requested by the Power Conditioning Executive (PCE). This allows the Shot Director to monitor the system and, in the event of some problem, make the decision whether or not to proceed into the next state. This process of moving from state to state will be discussed in more detail in a later section and was discussed in much greater detail in Ref. 1, pp. 3443.

This executive makes use of a library of C++ classes and functions that implement a state engine and messaging system. This library was generalized from code developed for the Power Conditioning Executive, which was discussed in detail in Ref. 1 and is also used by the Experimental Executive (discussed later in this article).

In addition, the Shot Executive uses the Broadcast system (described in Ref. 1, p. 38) to communicate with the other executives. A standardized Graphical User Interface (GUI) allows the Shot Director to abort the shot sequence and to intervene should any other executive indicate that it is not prepared for a requested system state transition (see subheading Standard Graphical User Interface later in this article).

2. Facility Interlock Executive

The Facility Interlock Executive (FIE) was the first executive to be operational in the OMEGA control room. It provides a user interface to access all doors, shutters, personnel monitors, signs, beacons, sirens, and power cutoffs that constitute the safety-related subsystems of the OMEGA laser. In addition, the FIE communicates via the Broadcast system to the Power Conditioning Executive to inform it of the state of the 750-KVA power that operates the OMEGA power conditioning subsystem.

The FIE is implemented in two parts: The executive part is a standard GUI, which acts as both operator interface and status display. This part communicates over Ethernet using a low-level protocol to a Programmable Logic Controller (PLC), located in the main laser relay panel. This PLC has the safety-related logic programmed into it to ensure safe operation of the facility, even if the PLC should lose contact with the executive process. The PLC subsystems of OMEGA are discussed in more detail later.

Because of conflicts with the API (Application Programmers Interface) for the PLC, the FIE could not be implemented with the threads that were used in most of the other executives. This resulted in a number of changes in its design and increased the difficulty of its implementation.

3. Power Conditioning Subsystem

The design and implementation of the power conditioning subsystem has been described in detail in Ref. 1, pp. 34–42.

4. Alignment Executive

One of the most critical subsystems for activation and continued operation of the laser system is the Alignment Executive (AE). This executive provides access for the alignment operators to the several thousand controllable devices throughout the laser system. These devices are controlled individually or in groups by specially designed Neuron™ control modules, including the Two-State Control Module (TSCM), Single-Axis Control Module (SACM), and Dual-Axis Control Module (DACM). These devices are accessed via the LENA interface (see Ref. 1, pp. 38–39).
The AE itself has gone through several evolutionary stages, from an early form based on the Drivers Executive (see next paragraph), to its current, highly graphical interface. In its current form, the GUI, which was developed using the DataViews GUI builder, has interactive graphical representations of the various control devices, which allow both control and status displays. Additional pull-down menus allow more detailed control, as well as execution of macro scripts and saving and restoring of device locations.

5. Drivers Executive

Although recently largely rewritten for use in the Control Room, the Drivers Executive was the first executive made operational on the OMEGA system. In many ways, the Drivers Executive contains all of the features of the entire laser control system: device control, energy diagnostics, access to imaging, and GUI's. This made its implementation and deployment in the early stages of the OMEGA Upgrade extremely difficult. To make the job easier, the task was divided between several developers, and the executive divided into several semi-autonomous subprocesses (illustrated in Fig. 67.27).

While many aspects of this early executive have been eliminated or redesigned, the process of developing it was key to the evolution of the current design. In the current design, for example, the process interface has evolved into the current, much simpler Broadcast system or been replaced by direct interfaces.

Most of the diagnostic subprocesses of the Drivers Executive are still in place, including the imaging subsystem (see next paragraph plus later subsection on imaging).

6. Laser Diagnostics

Laser Diagnostics is not a separate executive per se but is a complex set of processes run in cooperation with the executives to obtain diagnostic information about several aspects of the laser system.

Associated with the Drivers Executive is a sophisticated suite of acquisition processes that interact with CAMAC-based diagnostics and oscilloscopes via several GPIB (General Purpose Interface Bus) interfaces.

Other key diagnostic interfaces are those for the calorimeters, which are Neuron™-based devices, and the harmonic energy diagnostic (HED) (see later subsection on imaging).

7. Experimental Systems Executive

The Experimental Systems Executive (ESE) is currently still in the design phase. In its first form, it will be similar in
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The original Drivers Executive included several important design features, i.e., distributed processing and a Graphical User Interface (GUI).
function to the Shot Executive (SE). It will coordinate the status information from the numerous experimental diagnostic subsystems and interact with the SE to allow the shot sequence to proceed.

a. TVS/TPS—Target Viewing and Positioning System. One subsystem of the ESE has been in operation for some time—the target viewing and positioning subsystem. This GUI provides access to the imaging system used for target viewing, and to the PLC used for control of the TVS controls and target positioner.

Interface/Support Systems
1. Imaging

The first operational system within the Alignment Executive on the upgraded OMEGA laser was the electronic imaging subsystem, which is used for alignment. This system includes nearly 100 cameras, video multiplexors, frame grabbers, and a cable TV-style video distribution system.

The control software for the imaging subsystem is divided into several layers, as illustrated in Fig. 67.28. Although a number of different GUI’s have been and are being used, the same basic netgrabc/netgrabs subsystem is used in several OMEGA subsystems including the Alignment Sensor Packages (ASP’s), Harmonic Energy Diagnostics (HED’s), Target Viewing System (TVS), and Imaging X-Ray Streak Camera (IXSC).

In addition to being able to select, view, save, and restore images from the numerous cameras throughout the laser system, the imaging system incorporates an extensive suite of image-processing routines that provide the alignment operators with immediate feedback on the positioning of the laser beams. This includes overlay of reference locations from the database (see 2. Database Interface) and computation of centers using various algorithms.

a. Alignment Imaging Graphical User Interface. A specialized and highly sophisticated GUI was developed to operate of the alignment imaging subsystem. This interface continues to operate in conjunction with the Alignment Executive.

2. Database Interface

The executives are interfaced to an Ingres database, which stores the laser and experimental data and maintains the various shot counters, including the Database Log Number (DBL#) that is incremented for all shots or aborts, and counters for the different shot types. As an example of the database’s function, a precise record of the number of shots on each of the system’s many thousand flash lamps is maintained. These records allow periodic maintenance to be performed in a timely manner. The post-shot data logged to the database can be used to review the amplifier performance on any shot or to perform statistical analysis of amplifier performance over time. In addition, post-shot reports are generated from the database, using this information as well as other diagnostic data that are stored in the database after the shot.

An earlier version of the executive software used a separate process called the Data Manager to communicate with the database. This was done because of an incompatibility be-
between the multithreaded executives and the database API. Recent updates to the database system have allowed this functionality to be merged directly into the executives, resulting in a significant improvement in performance as well as simplicity and reliability. The database API has been written in ANSI C for compatibility with a variety of applications.

4. Image/data archive. One lesson learned on the previous OMEGA laser system was that there is a need for a coordinated system to deal with experimental data, including images from film and electronic detectors, as well as trace and point data from various detectors.

The approach taken on the new OMEGA system is to provide an interface through the Ingres database to a separate archive of this data. Currently, there is an experimental interface to this archive making use of a World Wide Web interface system (e.g., Netscape) to allow access to the data from any of the various computer systems within the Laboratory. The design of the image/data archive is illustrated in Fig. 67.29.

3. Standardized Graphical User Interface

Most of the executives have been designed with a standardized Graphical User Interface (GUI), both to maintain a uniform and aesthetic appearance and to aid the operators in quickly obtaining the basic information and controls needed for efficient operation of the laser system. The visible features of the standard GUI can be seen in the Power Conditioning Executive GUI shown in Fig. 65.34 of Ref. 1.

The lower section of the screen features an infinitely scrollable (but clearable) window in which various operator messages are displayed. These messages are also logged to a file, for so-called postmortem analysis, should some error occur during operation of the laser system.

The upper portion of the screen features several standard displays and controls, including the clock time, time since last shot, database log number, executive title, and an abort button. These displays and controls are standard across the executives.

The center portion of the screen is used uniquely by each executive for its unique controls.

4. Broadcast

The broadcast interface is described in Ref. 1, p. 38.

5. LENA Interface

The LENA interface is described in Ref. 1, p. 38.

6. PLC's: Programmable Logic Controllers

Several of the subsystems use Programmable Logic Controllers (PLC's) as part of their construction. Several types are being used in the OMEGA system. Of these, two particular

---
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**Figure 67.29**
The LLE Image/Data archive is designed for easy access from throughout the Laboratory via World Wide Web interfaces such as Netscape Navigator™.
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PLC systems will be discussed: one produced by Square D, and another by GE Fanuc.

The Square D systems are being used in facility interlock and for control of the periscope mirror assembly (PMA), which is part of the ultraviolet (UV) alignment system and controlled through the Alignment Executive.

The GE Fanuc systems are used for main target vacuum and other target area controls (via the so-called HexPent\(^9\) controllers), including the auxiliary vacuum systems, target positioner, and ten-inch manipulator (TIM) controls, as well as various target-area diagnostic system controls.

Generally, PLC's have been chosen in areas where inexpensive but highly reliable systems were desired for either local manual or automatic control of some subsystem.

**Future Directions**

Although the OMEGA laser system is now in operation and proceeding with its planned experiments, many aspects of the control system (several of which are outlined below) still remain to be developed or extended.

1. Automatic Alignment

   The current system provides tools for alignment personnel to view the position of the laser beams, as well as control this position by adjusting the associated mirrors and other devices. In spite of this, given the large number of beams and even larger number of movable devices, it is unrealistic to expect humans to align the entire laser system within the 1-h shot cycle for which the system was designed. As a result, an automatic alignment system was envisioned where the measured beam positions would be folded back to produce computed moves so that the laser could be automatically aligned under software control.

   Presently the position of the beams is measured and the mirrors are computer controlled, but closing this loop involves a substantial task of developing algorithms for computing the mapping of the beams' position to motor movement, as well as dealing with errors that can occur during the alignment process.

2. Templates

   An important concept in the early design of the laser control system was the implementation of templates. These templates will provide predefined configurations for the laser and for both laser and experimental diagnostics for each shot.

   A hierarchical scheme is envisioned for storing, merging, and verifying laser-device configuration, power-conditioning configuration, diagnostic configuration, and target chamber configuration, as well as recording this configuration after the shot.

   At present, only limited portions of this system have been implemented, but as the system continues to evolve, we continue to move its design closer to this design goal.

3. On-Line Help

   No system is complete without documentation. For the OMEGA laser, it is intended that most if not all of the documentation for the system will be available as on-line help, so that system operators will always have, at their fingertips, the facility to locate the information they need to answer any question about system operation.

   To date, unfortunately, time and resources have not permitted the inclusion of this on-line help facility. When it is implemented, the current plan is to make use of the same World Wide Web interfaces that are being used for access to the image/data archive system. Some preliminary work along these lines has already begun.

4. Target Diagnostic Systems

   Although they are not strictly part of the laser control system, a number of the target-area diagnostic systems are equally critical to safe and efficient operation of the laser as an experimental facility. As such, software for these systems is given equal priority and is currently under development.

5. Evolution

   A goal of the upgrade of the OMEGA control system is a system that can grow and evolve with time. This goal was kept well in sight for this implementation, but much could be improved to prepare for the inevitable changes to come in computer systems and associated technology. As an example, as the POSIX.4 standard for lightweight processes becomes official and is supported, it would be prudent to convert the existing lightweight processes to this standard. Additional modularization and documentation of hardware-dependent subsystems would also be beneficial.

**Summary**

The control software for the OMEGA laser is composed of several major executives and supporting subsystems. Good design practices, including the use of both centralized and distributed control concepts, help keep the system manageable.
A set of semi-autonomous processes called Executives perform the major control functions, with the help of several interface and support programs.

Implemented in C/C++ and making use of X/Motif and threads, these programs take best advantage of state-of-the-art software tools to provide an efficient and effective interface for the power conditioning hardware. Graphical User Interfaces make the system easy to operate and present the status of the system in an attractive and accessible format.

To perform their tasks, the various Executives interact continuously with a central database system, a master timing interface, other Executives, the Neuron™-based control modules, and various other devices. Judicial use of threads, or lightweight processes, and interprocess communication allows these many tasks to be performed in concert with one another.

The successful deployment of this control system, as part of the entire OMEGA Upgrade Project, has been the work of many individuals over several years. Many more years of work remain to implement all desired aspects of this new OMEGA laser control system.
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Cancellation of $B$-Integral Accumulation for CPA Lasers

Self-phase modulation (SPM) plays an important role in determining the final shape of the compressed pulse in chirped pulse amplification (CPA) lasers, even at relatively low values of the cumulative $B$-integral, $B \sim 1$ to $2$.\textsuperscript{1,2} The SPM distorts the linear chirp and causes the compressed pulse duration to increase noticeably near $B \sim 1$ and approximately double for $B \sim 2$.\textsuperscript{1,2} It is possible to reset the expansion or compression gratings to compensate for this effect on average, but the radial variation of the $B$-integral means that it cannot be compensated for exactly. Temporal structure (wings) will unavoidably appear in a recompressed pulse, even for relatively small values of $B$.

We report the cancellation of the $B$-integral accumulated by a chirped pulse in a regenerative amplifier by using a GaAs plate that has a negative nonlinear index of refraction at 1.053 $\mu$m.\textsuperscript{3} The absolute value of the nonlinear index of refraction is about three orders of magnitude larger than that of Nd:glass or KDP, so a thickness of less than 1 mm is required. We show that the compressed pulse duration and wings measured as a function of accumulated $B$-integral increase without the compensator plate as $B$ exceeds 1, while with the GaAs plate installed the pulse duration remains fixed and the wings are reduced to almost their unmodulated value. The cancellation of the nonlinear phase was demonstrated with a 4.6-m Xe gas cell for a 10-ps KrF laser operating at 248.4 nm, which is just above two-photon resonance with the Xe $6p[1/2]_0^-$ state.\textsuperscript{4}

1.053-$\mu$m chirped pulses are generated in a Nd:YLF oscillator coupled into a 0.8-km, single-mode fiber. They are subsequently expanded in a conventional single-grating, lens and mirror stretcher up to a 0.45-ns duration. One pulse is seeded into a Q-switched regenerative amplifier. Due to strong gain narrowing, the stretched pulse becomes Gaussian in time with a 0.3-ns duration.\textsuperscript{5} As the pulse envelope builds up in the regenerative amplifier, the $B$-integral is accumulated on every pass. Near the peak of the Q-switched envelope the $B$-integral is approximately 0.18 per pass. By varying the switch-out time of the pulse relative to the peak of the pulse train, we vary the $B$-integral accumulated by the output pulse. The pulse passes through a pair of compression gratings, and the pulse duration is measured with an autocorrelator.

We modeled the regenerative amplifier using the Frantz-Novdik system of equations similar to Ref. 6 to estimate the cumulative $B$-integral. The round-trip loss factor is 50% due to the output coupler, and the 6.3% additional intracavity losses derived from equations are in good agreement with 55% measured with a cold cavity. The gain-narrowed pulse width is still slightly longer than the terminal-level lifetime of the active host. Although the final simulation values of output parameters are indistinguishable from the experimental ones, we still have 25% of systematic error and 10% random error in $B$-integral evaluation. The parameters of the regenerative amplifier are shown in Table 67.I.

A polished, 400-$\mu$m-thick, GaAs plate was inserted before the compression gratings to cancel the accumulated $B$-integral. To have a negative $n_2$ from the direct-beam semiconductor without strong single-photon absorption, the gap energy should be\textsuperscript{3}

\begin{equation}
\hbar \omega < E_g < 1.42 \hbar \omega,
\end{equation}

where $\hbar \omega$ is the incident photon energy. The region of $x = \hbar \omega/E_g : 0.5 < x < 0.7$ can, in principle, be used for cancellation, but in that case the bound electronic contribution and the generated free-carrier contribution will have opposite signs, and the free-carrier contribution will be greatly reduced due to reduction of two-photon absorption coefficient that scales as\textsuperscript{8} $\beta_2 \propto x^{-6}(2x-1)^{3/2}$. The nonlinear index of refraction of the GaAs plate estimated for 1.053 $\mu$m is $-4.2 \times 10^{-13}$ cm$^2$/W using an experimental value of $-3.3 \times 10^{-10}$ esu obtained for 1.064 $\mu$m\textsuperscript{9} and scaling laws for $n_2(\hbar \omega/E_g)^3$.

The power incident on the GaAs wafer was adjusted to cancel the accumulated $B$-integral and remove the temporal distortion of the compressed pulse (see Fig. 67.30). The 1.65-ps pulse generated with low accumulated $B$-integral ($\sim 0.5$) is shown on trace (a). The pulse with time-bandwidth...
Table 67.1: Parameters of Regenerative Amplifier

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Active element</td>
<td>Q-98 Nd:phosphate glass, 6%; ( L = 115)-mm athermal rod, ( \phi = 7 \text{ mm} ); ( n_2 = 3.5 \times 10^{-16} \text{ cm}^2/\text{W} )</td>
</tr>
<tr>
<td>Resonator</td>
<td>Stable ( g = 1/2 ), plano-concave, 100% end cavity dumped; 50% output flat; round-trip time 11.8 ns</td>
</tr>
<tr>
<td>Switch-in Q-switch Switch-out</td>
<td>external ( \lambda/4 ) and step ( \lambda/4 ) voltage to Pockels cell</td>
</tr>
<tr>
<td>Saturation fluence</td>
<td>4.7 J/cm(^2)</td>
</tr>
<tr>
<td>Round-trip, net small-signal gain</td>
<td>1.23</td>
</tr>
<tr>
<td>Seed fluence ( (J_{\text{in}}/J_{\text{sat}}) )</td>
<td>( 2 \times 10^{-9} )</td>
</tr>
<tr>
<td>Pump fluence ( (J_{\text{in}}/J_{\text{sat}}) )</td>
<td>1.035</td>
</tr>
<tr>
<td>Peak fluence (without self-focusing)</td>
<td>0.146</td>
</tr>
<tr>
<td>Peak pass</td>
<td>86</td>
</tr>
<tr>
<td>Round-trip loss factor</td>
<td>0.437</td>
</tr>
<tr>
<td>Net gain</td>
<td>67 dB</td>
</tr>
<tr>
<td>Total gain</td>
<td>363 dB</td>
</tr>
<tr>
<td>Waist on output coupler ( (w_0) )</td>
<td>750 ( \mu \text{m} ) at low intensities and 500±50 ( \mu \text{m} ) at ( B \sim \pi/2 )</td>
</tr>
</tbody>
</table>

Product of 0.44±0.04 is generated by switching out the regenerative amplifier pulse 6 to 7 pulses before the peak of the \( Q \)-switched envelope. Pulses switched out at the peak of the \( Q \)-switched envelope have an accumulated \( B \)-integral of 1.6 \((\sim \pi/2)\) and a compressed pulse duration of 2.0±0.1 ps [as shown in trace (b)]. They show significant non-Gaussian structure as expected.\(^1\),\(^2\) Pulses compressed after passing through the GaAs wafer are shown in trace (c). In this case, the pulse duration reduced to the original 1.65±0.1 ps with the structure significantly reduced. The wings at 5% of peak intensity level are due to higher-order phase aberrations in our CPA laser utilizing fiber\(^1\) and not due to the regenerative amplifier.

Figure 67.30 shows the compressed pulse duration (FWHM) as a function of cumulative \( B \)-integral. The solid circles show that the pulse duration increases in the absence of cancellation, while the diamonds show that with cancellation, the pulse duration remains constant up to a \( B \)-integral of approximately \( \pi/2 \). The pulses in Fig. 67.31 have a slightly longer duration than those in Fig. 67.30 but are also transform limited. The graph from Fig. 67.31 with uncompensated pulses has a distinctive knee at \( B \) between 1 and 1.5 as expected.\(^1\),\(^2\)

A \( B \)-integral of 1 corresponds to an output intensity of 190 MW/cm\(^2\). Internal losses for \( B \approx \pi/2 \) were near 10%.

The \( B \)-integral accumulated in the semiconductor can be found by solving the coupled intensity and free-generated carrier-density equations:\(^8\)

\[
\frac{dI(r,t,z)}{dz} = -\alpha I - \beta_2 I^2 - \sigma_{\text{ex}} N I, \tag{2a}
\]
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Figure 67.31 Pulse duration of switch-out pulses versus accumulated $B$-integral in the regenerative amplifier without subsequent cancellation in the GaAs plate (circles) and with subsequent cancellation in the GaAs plate (diamonds). The $B$-integral (x axis) has 25% systematic and 10% random error.

$$B_{\text{bind}}(r,t) = \frac{2\pi n_2}{\lambda_{\text{vac}} \beta_2} \cdot \frac{\omega}{2\hbar} \left[1 + \beta_2 I_0(r,t)(1 - R) L_{\text{eff}}\right],$$  (4)

where $I_{\text{eff}} = (1 - e^{-\alpha L})/\alpha$. The thickness of the crystal $L$ was assumed to be much smaller than the confocal beam parameter. The dependence of $B_{\text{bind}}(r,t)$ on $I_0(r,t)$ allows effective cancellation of the $B$-integral, when $\beta_2 I_0(1 - R) L_{\text{eff}} < 1$ (0.15 for our case).

Free carriers lead to the slow term,

$$B_{\text{ex}}(r,t) = -\frac{2\pi \sigma_r \beta_2}{\lambda_{\text{vac}} 2\hbar \omega} \int_0^L dz e^{-t/\tau_{\text{rel}}} \left[\frac{1}{\tau_{\text{rel}}} I^2(r,z,t')dt'\right].$$  (5)

The relaxation time $\tau_{\text{rel}}$ is estimated to be $\approx 100$ ps — about one third of the laser-pulse duration. The free-carrier nonlinearity $\sigma_r N$ is proportional to a temporal integral of $I^2$ and cannot compensate for the accumulated $B$-integral in glass for long relaxation times $\tau_{\text{rel}} \approx \tau_{\text{p}}$. Moreover, for intensities higher than $\approx 20$ MW/cm$^2$ this term becomes comparable to $B_{\text{bind}}$ and exceeds $B_{\text{bind}}$ by more than an order of magnitude for $I_{\text{inc}} = 1$ GW/cm$^2$ with laser-pulse duration $\tau_{\text{FWHM}} = \tau_{\text{rel}}$. However, for a relaxation time of one third of the pulse width, the contribution from the two terms is comparable at sub GW/cm$^2$ intensities. For short relaxation times ($\tau_{\text{rel}} < \tau_{\text{p}}$), $B_{\text{ex}}$ follows the intensity dependence as well.

The $B$-integral of the pulses incident onto the GaAs crystal was taken as $B_{\text{glass}}(r,t) = B_{\text{glass}}(0,t) I_0(r,t)/I_0(0,0)$, where $B_{\text{glass}}$ is the peak $B$-integral accumulated in the regenerative amplifier. The total accumulated integral $B_{\text{tot}}(r,t)$ after the GaAs crystal,

$$B_{\text{tot}}(r,t) = B_{\text{glass}}(r,t) + B_{\text{bind}}(r,t) + B_{\text{ex}}(r,t),$$  (6)

can be reduced to values allowing wingless compression of the pulse for appropriate beam and crystal parameters. Figure 67.32 shows a calculation of $B_{\text{tot}}(0,t)$ and $B_{\text{tot}}(r,0)$ for a laser pulse that is Gaussian in time and space,

$$I_0(r,t) = I_0 \exp \left[-2(r/w_0)^2 - 4 \ln 2(t/\tau_{\text{FWHM}})^2\right],$$

with $I_0 = 285$ MW/cm$^2$ and $\sigma_r = 5.4 \times 10^{-21}$ cm$^3$ (computed...
for $E_g = 1.4 \text{ eV}$ and $\hbar \omega = 1.177 \text{ eV}$). The intensity was chosen so that $-B_{\text{end}}(0,0)-B_{\text{ex}}(0,0)=B_{\text{glass}}(0,0)=\pi/2$. The cancellation reduced the $B$-integral to a temporal maximum of 0.5 and 0.3 radially at the temporal peak of the pulse. The computation shows that for a slightly longer crystal and smaller intensities the $B$-integral can be reduced by another factor of 2. The optimal choice of low-temperature (LT)-grown semiconductors with special dopants and/or longer pulses can reduce the $B$-integral to negligible values. The estimated dispersion (wavelength dependence) of $\alpha$, $\beta$, or $n_2$ is negligible for a 10-$\AA$ spectrum.

AlGaAs with $E_g = 1.57 \text{ eV}$ has the same properties for $\lambda = 850 \text{ nm} - \alpha = 1 \text{ cm}^{-1}$, $n_2 = -5 \times 10^{-13} \text{ cm}^2/\text{W}$ (Ref. 11), $\sigma_r = 5 \times 10^{-21} \text{ cm}^3$, and $\beta_2 = 10 \text{ cm}/\text{GW}$ — as GaAs at 1.053 $\mu\text{m}$. However, for $x = 0.92$ one should take into account the wavelength dependence (i.e., dispersion) of these parameters for efficient compensation of the $B$-integral.

The spatial $B$-integral accumulated in high-power lasers can be precompensated by placing a semiconductor wafer somewhere upstream in the laser path. Aside from coupling (fresnel) losses, which can be removed by an appropriate AR coating, linear and TPA losses should be small enough for sufficient $B$-integral accumulation to justify placing the semiconductor for cancellation. The conditions $\alpha L \ll 1$, $\beta_2 L_{\text{eff}} \ll 1$, and $B = (2\pi/\lambda)\Delta n L_{\text{eff}}$ are the same as those used in all optical-switching inequalities.$^{12}$ These inequalities ($n_2/\beta_2 \lambda > B/2\pi$, $\Delta n/\alpha \lambda > B/(2\pi)$) are satisfied for $B$ as large as $\pi$ due to fairly large nonlinearities of GaAs for a fixed wavelength. For our case the bound electronic contribution is $n_2/\beta_2 \lambda = 0.2$, and free-carrier index change is comparable to that caused by bound electrons.

Thus, the same semiconductor technique can be used to cancel the radially dependent $B$-integral acquired due to a nonuniform intensity profile in a long-pulse, high-power laser system. The wafer can be used as a pre- or post-compensator, depending on experimental conditions. Because the accumulated positive $B$-integral in the amplifier and the negative $B$-integral in the wafer are both proportional to the intensity, input intensity fluctuations do not affect the quality of cancellation.

The simulation in Fig. 67.33 shows cancellation of spatial and temporal $B$-integral with a GaAs wafer. A supergaussian in space ($n = 8$) and Gaussian in time ($\tau_{\text{FWHM}} = 1 \text{ ns}$) pulse...
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with peak intensity incident onto GaAs wafer \( I_0 \) \((0,0) = 90 \text{ MW/cm}^2\) has a pre-accumulated \(B\)-integral of 1. This pulse is close to ~3 times the expanded LARA output beam.\(^\text{13}\) All parameters of the GaAs wafer were the same as above except the thickness, which was 2 mm, and the linear absorption coefficient \( \alpha = 1 \text{ cm}^{-1} \). The phase accumulated after the cancellation is more than five times smaller than the initial phase and represents reduction of the phase error from \( \lambda/6 \) to \( \lambda/30 \). A 10% incident-energy fluctuation results in variation of residual phase by \( |\delta B_{\text{max}}| \approx 0.08 \).

In conclusion we have demonstrated for the first time that the nonlinear phase can be canceled in CPA lasers by using a semiconductor with negative nonlinear index of refraction.
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