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Abstract

Photoluminescence measurements have been made on a set of epitaxially grown strained GaAs photocathode structures. The photocathodes are designed to exhibit a strain-induced enhancement of the electron spin polarization obtainable by optical pumping with circularly polarized radiation of near band gap energy. For the case of non-strained GaAs, the degree of spin polarization is limited to 50% by crystal symmetry. Under an appropriate uniaxial compression or tension, however, the valence band structure near the gap minimum is modified such that a spin polarization of 100% is theoretically possible.

A total of nine samples with biaxial compressive strains ranging from zero to $\sim 0.8\%$ are studied. X-ray diffraction analysis, utilizing Bragg reflections, is used to determine the crystal lattice structure of the samples. Luminescence spectra and luminescence circular polarization data are obtained at room temperature, $\approx 78$ K and $\approx 12$ K. The degree of luminescence circular polarization is used as a relative measure of the photo-excited electron spin polarization. The room temperature luminescence circular polarization data is compared with the measured electron spin polarization when the samples are used as electron photo-emitters with a negative electron affinity surface preparation.

The luminescence data is also analyzed in conjunction with the crystal structure data with the goal of understanding the strain dependent valence band structure, optical pumping characteristics and spin depolarization mechanisms of the photocathode structures. A simple model is used to describe the luminescence data obtained for the set of samples. Within the assumptions of the model, the defor-
mation potentials $a$, $b$ and $d$ for GaAs are determined. The measured values are $a = -10.16 \pm 0.21$ eV, $b = -2.00 \pm 0.05$ eV and $d = -4.87 \pm 0.29$ eV. Good agreement with published values of the deformation potentials provides support for the model used to describe the data. Comparison of the luminescence circular polarization data for the various samples and temperatures is interpreted in terms of a spin depolarization process which occurs at the surface or in the surface band bending region of the samples.
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Chapter 1

Introduction

The spin polarization of an ensemble of electrons may be defined as

\[ P_{\sigma} = \frac{N_{\uparrow} - N_{\downarrow}}{N_{\uparrow} + N_{\downarrow}} \quad (1.1) \]

where \( N_{\uparrow} (N_{\downarrow}) \) is the number of electrons with spin parallel (anti-parallel) to the direction along which the polarization is defined. A spin polarized electron beam offers the possibility of examining the spin dependent nature of various electron scattering processes.[1]

One method of producing a beam of polarized electrons is through the photo-emission of spin polarized electrons from a semiconductor. When a direct band gap semiconductor of appropriate crystal symmetry is optically pumped with circularly polarized light, there is preferential pumping to one spin state leading to a net spin polarization among the photo-excited electrons. For electrons to escape from the semiconductor, the surface must be made to have negative electron affinity (NEA). A NEA surface is defined as a surface at which the vacuum level lies below the conduction band minimum within the semiconductor.[2] A diagram of a NEA surface is shown in Figure 1.1. Such a surface is created by deposition of a partial mono-layer of an alkali metal and either oxygen or fluorine onto the atomically
Figure 1.1: Diagram of an NEA surface showing band bending near the GaAs surface and lowering of the vacuum level.

clean semiconductor surface in an ultra-high vacuum environment. A high level of
$p$-type doping places the Fermi level near the valence band maximum and provides
enough free carriers to create a depletion region at the surface which is thin enough
for conduction electrons to traverse without significant thermalization. The layer
deposited on the surface of the semiconductor acts to bend the bands and lower the
vacuum level relative to the Fermi level. If the band gap of the semiconductor is
sufficiently large, the vacuum level can be lowered to a point below the conduction
band minimum and the surface is said to be NEA.

Semiconductor candidates for a polarized electron source must meet the re-
quirements described for both polarized electron production and successful activa-
tion to a state of negative electron affinity. The direct band gap members of the
III-V family of semiconductors meet the requirements for polarized electron pro-
duction, possessing the zinc-blende crystal symmetry and a corresponding band structure which allows for a theoretical spin polarization of 50%. The requirements of high minority carrier mobility for electron transport to the cathode surface and sufficiently large band gap for NEA activation further limit the number of potential candidates. GaAs is a specific example of a III-V semiconductor which has been used quite successfully as a polarized electron photocathode material and is the focus of the present study.

The GaAs spin polarized electron source has many attractive properties. First, the theoretical 50% polarization limit has been approached in practice by designing cathodes with sufficiently thin active layers.[3][4] With a thin active layer, the average electron escape time is presumably much shorter than any spin relaxation times associated with the material and the effect of spin depolarization within the semiconductor is thus minimized. Secondly, the cathode may be used either in a CW mode or pulsed, with pulse lengths as short as 40 psec.[5] by appropriate choice of pump laser. The spin polarization is promptly reversible by reversing the helicity of the pump laser. No external magnetic fields are necessary for spin orientation. Finally, the source is necessarily extremely clean and well suited to the high vacuum environment associated with beam transport and acceleration.

Other methods for polarized electron production include:

- Electron scattering from unpolarized targets

- Photo-ionization of polarized atomic beams

- Fano effect (photo-ionization of unpolarized atoms with circularly polarized radiation)
• Optical pumping of a He discharge

• Field emission from W-EuS

Some of these sources are capable of achieving up to 90% polarization and their performance may be well suited to the needs of certain experiments.\[1\] However, the short pulse, high peak current and pulse to pulse spin reversal capabilities of the GaAs photocathode source make it uniquely suited for the needs of a high-current, short duty cycle accelerator such as that at the Stanford Linear Accelerator Center (SLAC) in Stanford, California.\[6\]

Perhaps the greatest shortcoming of the zinc-blende photocathode is the obtainable polarization level. The 50% polarization limit of the zinc-blende photocathode is inherent to its crystal symmetry and related electronic band structure. There exist, however, semiconductors of appropriate crystal symmetry which should exhibit a theoretical 100% electron spin polarization.\[7\] These are the ternary chalcopyrites, of which CdSiAs\(_2\) is an example. These semiconductors have a natural crystal lattice of tetragonal symmetry rather than the cubic symmetry of the zinc-blende crystal. The band structure of the direct band gap chalcopyrites is appropriate for the possibility of 100% electron spin polarization by selective optical pumping of a single valence band. Unfortunately, work towards the development of chalcopyrite based photocathodes has achieved only modest success.\[8\]

Recent work towards enhancing the spin polarization from III-V semiconductors has included the development of structures which incorporate a well defined strain into the crystal lattice of the active layer. When a direct band gap semiconductor of the zinc-blende type (e.g. GaAs) is uniaxially strained along one of the
primary crystalline axes, the crystal symmetry is reduced from cubic to tetragonal and the band structure is modified in a manner which allows for a theoretical 100% electron spin polarization just as for the chalcopyrites.

One method of straining a crystal is to mechanically apply an external stress. Experiments of this type have been performed and enhanced spin polarization was indeed observed with circularly polarized luminescence from strained GaSb[9] and, later, strained GaAs.[10] However, the application of mechanical stress is technically not a practical approach for a real photocathode in an ultra high vacuum environment.

Another method of incorporating strain into a crystal is by growing a hetero-epitaxial layer of the material on a substrate possessing a slightly different lattice constant. In this case, the layer will grow pseudomorphically, constrained to the lattice constant of the substrate, until a certain thickness where the coherent strain energy within the layer is relieved through the generation of misfit dislocations. Although the original theoretical models for strained layer relaxation[11][12] predicted that relaxation would occur at thicknesses much less than necessary for a practical photocathode, experiments showed that, in fact, large residual strains were possible in layers of usable thickness.[13][14] The critical thicknesses for relaxation found in these experiments agree reasonably well with a later model for strain relaxation based on energy balance.[15]

The first enhanced photo-emitted electron polarization from a photocathode employing a strained hetero-epitaxial layer was reported in 1991.[16] This structure consisted of a thin (100 nm) active layer of In$_{0.12}$Ga$_{0.88}$As grown on GaAs. Subse-
quently, an enhancement of photo-emitted electron spin polarization was reported for a structure consisting of a strained layer of GaAs grown on GaAs$_{(1-x)}$P$_x$.[17]

In each case, the active layer is under biaxial compression so that the normally degenerate 'heavy' hole and 'light' hole valence bands are split with the 'heavy' hole valence band lying closer to the conduction band. The latter structure has a decided advantage over the former because the GaAs active layer has a larger band gap than the In$_{12}$Ga$_{88}$As, thus making the attainment of a NEA surface easier. The success of the strained layer photocathodes warrants a research program to investigate the physical properties and operational behavior of the structures, with the possibility of improving photocathode performance.

One method of studying GaAs photocathode structures is through the detection of recombination radiation from optically pumped electrons (photoluminescence). The recombination radiation spectrum is related to the energy dependence and separation of the participating bands. Furthermore, if the polarization states of pump beam and recombination radiation are considered, information regarding the form of valence and conduction band wave functions may be obtained from the luminescence spectra. For example, the degree of circular polarization of the luminescence is related to the electron spin polarization of the photo-excited conduction electrons in the following manner.

$$P_\gamma = P_e - P_h R \cos \omega$$  \hspace{1cm} (1.2)

Here, $P_e$ is the electron spin polarization at the moment of photo-excitation to the conduction band and $P_h$ is the recombination radiation coupling factor. These two terms are determined by the dipole transition selection rules for the appropriate
band to band transitions and are identical at equivalent pump and recombination photon energy and direction. The term $R$ is a factor which accounts for any spin relaxation process and is assumed to be independent of photon energy. The angle $\omega$ is measured between the pump and luminescence photon directions. The relationship given in eq. (1.2) allows one to use circularly polarized luminescence as an indirect measure of electron spin polarization.

In this work, we study the polarized photoluminescence from a series of photocathodes consisting of a strained layer of GaAs grown on a lattice-mismatched GaAs$_{(1-x)}$P$_x$ buffer which is itself grown on a GaAs substrate. A different type of strained GaAs structure is also studied. This sample consists of a strained layer of GaAs on a In$_x$Ga$_{(1-x)}$P buffer which is grown on a GaP substrate. Lastly, for reference purposes, an epitaxial GaAs structure possessing no lattice strain is studied. The total of nine GaAs photocathode structures have residual strain levels ranging from zero to $\sim$0.8% and active layer thicknesses ranging from 100 to 500 nm.

The photocathodes are characterized by both luminescence and X-ray diffraction measurements. X-ray diffraction data provides measurement of the lattice structure for the strained GaAs layer and the strain-inducing buffer layer, while the luminescence spectra may be used as a relative measure of the band gaps for these layers. Furthermore, the luminescence and X-ray diffraction data obtained from the strained GaAs layers and the strain-inducing buffer layers may be correlated. Such correlation is carried out with the purpose of developing luminescence-based characterization techniques, because the luminescence mea-
surements are obtained much more readily than the X-ray data. Examples of the use of the characterization techniques for prediction of photocathode electron spin polarization performance and photocathode wafer uniformity mapping are given.

Circularly polarized luminescence measurements acquired for the various photocathodes are used to infer the electron spin polarization. By investigating the dependence of electron spin polarization on strain and active layer thickness, it may be possible to elucidate the mechanisms responsible for the discrepancy between observed spin polarization values and the theoretical 100% limit. The luminescence measurements are complemented by spin polarization measurements made directly by photo-emission. Comparison of these two types of data may provide a means of distinguishing between effects associated with optical pumping of the active layer and those specific to the process of electron escape from the material.

In Chapter 2 of this work, the band structure of GaAs is described within the framework of a model based on a single electron traveling in a spatially infinite periodic lattice potential. Wave functions representative of the valence bands near Γ are presented for the case of a non-strained lattice. The effects of lattice strain, specifying to a state of biaxial compression, are then included in the calculation of wave functions and important differences from the non-strained case are discussed.

Optical transition probabilities for both non-strained and biaxially compressed GaAs are presented in Chapter 3. The transition probabilities may be used to calculate the expected electron spin polarization and luminescence polarization for the case of circularly polarized optical pumping. The effects of non-zero electron momentum on the spin polarization for strained GaAs are considered at the end.
of this chapter.

In Chapter 4, the structure of the various samples and special sample preparation techniques are described. The details of the optical pumping systems, luminescence detection hardware, optics and measurement techniques are presented. The X-ray diffraction apparatus and the techniques for measuring lattice strain are also described.

Chapter 5 presents the luminescence and X-ray diffraction data. Luminescence measurements used in conjunction with X-ray diffraction data are used to develop luminescence-based characterization techniques for sample structure. The room temperature luminescence polarization data is compared with spin polarization data from photo-emission experiments. Data taken at \(\approx 78 \text{ K}\) and \(\approx 12 \text{ K}\) are also presented and discussed.

In Chapter 6, analysis of the data is presented. This analysis includes calculation of the deformation potentials \(a, b, \text{ and } d\) for GaAs. The observed agreement with published values supports the assumptions of the model used in the analysis. Values of the spin relaxation factor \(R\) are also determined for the samples. From sample to sample comparison of \(R\), it is determined that spin relaxation occurs at the surface or in the surface band bending region of the samples. Conclusions drawn from the data analysis are summarized and possible implications with regard to future photocathode design are discussed.
Chapter 2

Band Structure of GaAs

2.1 Overview

In this chapter we discuss the band structure of the zinc-blende crystal in the vicinity of the gamma point (Γ). The electron wave functions are determined with the underlying assumption of a single electron moving in a spatially infinite periodic lattice. The spin orbit interaction is included in the Hamiltonian to account for the spin orbit coupling which is critical to the process of spin orientation by optical pumping.

After the electron wave functions near Γ have been determined, strain is introduced into the system. A biaxial compression, consistent with that expected for lattice mismatched epitaxial growth on a (001) surface, takes the cubic lattice to a tetragonal symmetry. The Hamiltonian for the strained lattice is expressed in terms of the non-strained coordinates in the manner described by Pikus and Bir.[18] The wave functions for the strained lattice are determined only after assuming that the strain dependent mixing terms dominate over $k$ dependent terms such that the latter may be ignored. The effect of non-zero $k$ on the wave functions and optical orientation in the strained crystal is addressed at the end of Chapter
It will be shown that the incorporation of strain into the lattice has a significant effect on the valence bands near \( \Gamma \). A knowledge of the wave functions for both the strained and non-strained cases is necessary to calculate the spin polarization expected from optical transitions under the condition of circularly polarized pump conditions. The theory relevant to the optical transitions and associated spin polarizations will be discussed in Chapter 3.

### 2.2 Band Structure of GaAs

#### 2.2.1 Electrons in a Crystal Lattice

The crystal structure of a semiconductor may be described by the unit cell for the lattice. Similarly, the Brillouin zone describes the reciprocal space of the unit cell. Figure 2.1 shows the Brillouin zone for the zinc-blende structure. This volume encompasses the reduced wave vector (\( \tilde{k} \)) space for the crystal. The symbols \( \Gamma, X, L, \Sigma, ... \) represent special symmetry points and directions within the Brillouin zone. These symmetry points may be associated with band extrema or inflection points. The Gamma point (\( \Gamma \)) corresponds to the condition \( \tilde{k} = 0 \) and, for GaAs, also to the band gap minimum.

The wave function for an electron in a crystal is properly expressed in the so-called Bloch form\[^{[19]}\] as shown in eq. (2.1).

\[
\Psi(\vec{r}) = u_{n,k}(\vec{r}) e^{i\tilde{k} \cdot \vec{r}}
\]  

(2.1)

Here, \( \tilde{k} \) is related to the 'full' wave vector by \( \tilde{k} = \tilde{k}_{full} - 2\pi \sum m_j \vec{a}_j \), where \( \vec{a}_j \)
are the basis vectors for the reciprocal lattice and $m_j$ are appropriate integers such that $|\vec{k}_j| \leq a_j^*$ for all $j$. The term $n$ in eq. (2.1) is a band index which is analogous to the atomic-orbital shell index. This wave function describes a plane wave modulated by the function $u_{n,k}(\vec{r})$ which carries the periodicity of the crystal lattice and, in general, depends on $\vec{k}$.

Since the electron wave functions are so intimately related to the symmetry of the crystal lattice, much can be learned about the electronic properties of the crystal within the framework of group theory without explicit calculation of the wave functions. In fact, using this approach, D'yakonov and Perel' showed that the maximum possible level of optical orientation of electron spin in GaAs is indeed limited to 50%.[20] The 50% result may also be obtained by solving the eigenvalue equation for the valence electron wave functions directly and then calculating the appropriate optical transition probabilities. The procedure used to solve the eigen-
value equation was introduced by Kane to describe InSb[21] and is known as the \( k \cdot p \) method.

2.2.2 The \( k \cdot p \) Method

The \( k \cdot p \) method allows one to find analytic solutions for the valence wave functions near \( \Gamma \) within a reduced manifold. The single electron Schroedinger equation is given by

\[
H \Psi_n = \left( \frac{p^2}{2m} + V(\mathbf{r}) \right) \Psi_n = E_n \Psi_n .
\] (2.2)

The spin orbit interaction is omitted here but will be included at a later point. The wave function \( \Psi_n \) must be of the form shown in eq. (2.1). Inserting the Bloch function into eq. (2.2) and allowing the momentum operator to act on the \( e^{ik \cdot x} \) portion of the term, one obtains

\[
\left( \frac{p^2}{2m} + \frac{\hbar}{m} k \cdot \mathbf{p} + \frac{\hbar^2 k^2}{2m} + V(\mathbf{r}) \right) u_{n,\mathbf{k}} = E_n u_{n,\mathbf{k}} .
\] (2.3)

The functions \( u_{n,\mathbf{k}} \) form a complete set for any fixed \( \mathbf{k} = \mathbf{k}_0 \) and therefore constitute a basis for all \( u_{n,\mathbf{k}} \). Because eigenstates in the vicinity of \( \Gamma \) (\( \mathbf{k} = 0 \)) are of interest, a basis is formed with set of functions \( u_{n,0} \). These functions are solutions to eq. (2.3) for \( \mathbf{k} = 0 \) and they are known from the set of irreducible representations for the symmetry point \( \Gamma \).

Next, the general functions \( u_{n,\mathbf{k}} \) are expressed in terms of the basis functions as

\[
u_{n,\mathbf{k}} = \sum_{n'} c_{n,n'} (\mathbf{k}) u_{n',0} ,
\] (2.4)

where the coefficients \( c_{n,n'} \), in general, depend on the wave vector \( \mathbf{k} \). The eigenvalue equation given in eq. (2.3) is rewritten with \( u_{n,\mathbf{k}} \) expressed in terms of the basis.
functions on the left hand side, and a matrix equation then constructed in the following manner.

\[
\sum_{n} u_{n',0}(\frac{p^2}{2m} + \frac{\hbar}{m} \cdot \vec{p} + \frac{\hbar^2 \vec{k}^2}{2m} + V(\vec{r})) |u_{n',0}\rangle c_{n,n'}(\vec{k}) = E_{n,n} c_{n,n'}
\]  

(2.5)

The matrix equation given in eq. (2.5) can, in principle, be diagonalized to find the various eigenstates and eigenenergies. However, as expressed, it spans a basis consisting of all functions which transform under the symmetry group of \( T \). The next step in the \( k \cdot p \) method is therefore to reduce the matrix to a manifold containing only the basis functions of interest. The technique used is known as the Löwdin perturbation method.[22] Following this method, the basis is separated into two subsets. The states within the first subset are assumed to interact strongly with one another but only weakly with the states of the latter. The interaction between the two subsets is removed by standard perturbative methods taken to second order. At this point, the second subset is ignored and the working manifold is represented by the first subset. This manifold may then be diagonalized.

2.2.3 \( k \cdot p \) Matrix for GaAs

The tetrahedral bonding structure for GaAs (and all zinc-blende crystals) is composed of atomic \( S \) and \( P \) orbitals. The valence states near the band gap have this symmetry and the basis states for the \( k \cdot p \) manifold are chosen to be \( SXYZ \). The
The $k \cdot p$ matrix within this basis is given by

$$
\begin{pmatrix}
E_c + Ak^2 & Bk_y k_x & Bk_z k_x & Bk_y k_x \\
+\hbar^2 k^2/2m & +iPk_x & +iP_k_y & +iP_k_z \\
Bk_y k_x & E_v + M(k_y^2 + k_z^2) & Nk_x k_y & Nk_x k_x \\
-iP_k_x & +Lk_y^2 + \hbar^2 k_x^2/2m & \\
Bk_x k_y & Nk_x k_y & E_v + M(k_y^2 + k_z^2) & Nk_y k_x \\
-iP_k_y & +Lk_y^2 + \hbar^2 k_x^2/2m & \\
Bk_x k_y & Nk_x k_y & Nk_y k_x & E_v + M(k_y^2 + k_z^2) \\
-iP_k_z & +Lk_y^2 + \hbar^2 k_x^2/2m &
\end{pmatrix}
$$

(2.6)

The terms $E_c$ and $E_v$ are the gamma point energies of the conduction band and uppermost valence bands, respectively. The constants $A, B, L, M, N$ come from the step of perturbative removal of the weakly interacting basis states and the explicit manner in which they are calculated within the Löwdin procedure is given by Kane. These constants are important in the effective mass description of the band structure, and their values may be determined empirically from cyclotron resonance experiments.[23] The constant $P$ is the result of the $k \cdot p$ interaction within the $SXYZ$ basis and is defined as

$$
P = -i\frac{\hbar}{m}\langle S|p_z|Z \rangle.
$$

(2.7)
The term $P$ has been found to have a fairly large value of approximately $P = (20 \text{eV} \times \hbar^2/2m)^{1/2}$ for all of the various III-V compounds.[24]

2.2.4 Spin Orbit Interaction

The spin orbit interaction strongly influences the valence wave functions for GaAs. It is this interaction which couples the electron spin to the symmetry carrying component, $u_{n,k}$, of the wave function thus providing the possibility for optical orientation of spin. The spin orbit interaction is given by

$$H_{so} = \frac{\hbar}{4m^2c^2}(\nabla V(\vec{r}) \times \vec{p}) \cdot \sigma,$$

where $\sigma$ represents the Pauli matrices for a spin 1/2 particle. When spin is considered, the $SXYZ$ basis is naturally expanded to the eightfold basis

$$S \uparrow, S \downarrow, X \uparrow, X \downarrow, Y \uparrow, Y \downarrow, Z \uparrow, Z \downarrow.$$ (2.9)

The expansion of the basis to include spin does not effect the $k \cdot p$ matrix shown in eq. (2.6) except to produce the shown matrix for both spin up and spin down states with no interaction between opposite spin states.

The spin orbit interaction must be included in the Schroedinger equation before the traveling wave component of $\Psi(\vec{r})$ has been removed. When this is done, the interaction produces a second term due to the action of the momentum operator on the traveling wave component of the Bloch function. The two terms which will act on the functions $u_{n,k}$ are

$$H_{so}^1 = \frac{\hbar}{4m^2c^2}(\nabla V(\vec{r}) \times \vec{p}) \cdot \sigma.$$ (2.10)
and
\[ H'_{so}^2 = \frac{\hbar}{4m^2c^2}(\nabla V(\mathbf{r}) \times \mathbf{k}) \cdot \sigma. \] (2.11)

The \( \mathbf{k} \)-dependent term \( H'_{so} \) is neglected here because, near band edge, this term will be much smaller than \( H_{so}^2 \). Another approximation in obtaining an interaction matrix which can be diagonalized is to neglect the terms which are generated in the Löwdin perturbation procedure by the spin orbit interaction \( H'_{so} \). These neglected terms, along with some second order perturbation terms, are linear in \( \mathbf{k} \) and cause a shift of the valence band maxima from the \( \Gamma \) point when appropriately accounted for. [21]

The spin orbit interaction terms included in the interaction matrix are of the form
\[ \langle X \downarrow (\uparrow) | H'_{so} | Z \uparrow (\downarrow) \rangle = +(-)\Delta, \] (2.12)
\[ \langle Y \downarrow (\uparrow) | H'_{so} | Z \uparrow (\downarrow) \rangle = +(-)i\Delta, \] (2.13)
\[ \langle X \uparrow (\downarrow) | H'_{so} | Y \uparrow (\downarrow) \rangle = \Delta. \] (2.14)

This interaction requires the eigenfunctions to be states of \( J \) and \( m_J \). Kane obtained solutions for the complete interaction, \( H_{kp} + H'_{so} \), by rotating the coordinate system so that \( \hat{z} \) lies along \( \mathbf{k} \). The rotation transformation matrices are given by
\[ \begin{pmatrix} \mathbf{t}' \\ \mathbf{l}' \end{pmatrix} = \begin{pmatrix} e^{-i\phi/2}(\cos \frac{\theta}{2}) & e^{i\phi/2}(\sin \frac{\theta}{2}) \\ -e^{-i\phi/2}(\sin \frac{\theta}{2}) & e^{i\phi/2}(\cos \frac{\theta}{2}) \end{pmatrix} \begin{pmatrix} \mathbf{t} \\ \mathbf{l} \end{pmatrix}, \] (2.15)
and
\[ \begin{pmatrix} S' \\ X' \\ Y' \\ Z' \end{pmatrix} = \begin{pmatrix} 1 & 0 & 0 & 0 \\ 0 & \cos \theta \cos \phi & \cos \theta \sin \phi & -\sin \theta \\ 0 & -\sin \phi & \cos \phi & 0 \\ 0 & \sin \theta \cos \phi & \sin \theta \sin \phi & \cos \theta \end{pmatrix} \begin{pmatrix} S \\ X \\ Y \\ Z \end{pmatrix}. \] (2.16)
where \( \theta \) is the angle of the \( x' \) axis from the fixed \( z \) axis and \( \phi \) is the azimuthal angle of the projection of \( x' \) on the fixed \( x - y \) plane. The fixed (unprimed) coordinate system is defined by and coincident with the crystal axes.

The rotation transformations do not affect the isotropic spin orbit interaction matrix, but the \( k \cdot p \) interaction matrix is transformed so that all terms are effectively rewritten with \( k_x = k \) and \( k_y = k_y = 0 \). The interaction matrix for the rotated coordinate system may be diagonalized by transforming to the following basis.

\[
\begin{align*}
&iS' \uparrow', \; iS' \downarrow' \\
&\sqrt{\frac{1}{2}}(X' + iY') \uparrow', \; -\sqrt{\frac{1}{2}}(X' - iY') \downarrow' \\
&\sqrt{\frac{1}{6}}(X' + iY') \downarrow' - \sqrt{\frac{5}{3}}Z' \uparrow', \; -\sqrt{\frac{1}{6}}(X' - iY') \uparrow' - \sqrt{\frac{5}{3}}Z' \downarrow' \\
&\sqrt{\frac{2}{3}}(X' + iY') \downarrow' + \sqrt{\frac{1}{3}}Z' \uparrow', \; \sqrt{\frac{2}{3}}(X' - iY') \uparrow' - \sqrt{\frac{1}{3}}Z' \downarrow'
\end{align*}
\] (2.17)

The full wave functions have a traveling wave term appended to the above functions to form the Bloch wave functions. The interaction matrix is diagonal in this basis except for a coupling between the \( m_j = \pm 1/2 \) conduction states and the \( m_j = \pm 1/2 \) valence states. This coupling arises from the term

\[
(S' \uparrow' \langle \downarrow'| H_{k,p} + H_{so} |Z' \uparrow' \langle \downarrow'\rangle) = Pk,
\] (2.18)

where \( P \) is defined in eq. (2.7).

Table 2.2.4 summarizes the wave functions and respective energies obtained with the \( k \cdot p \) method for electrons in the vicinity of \( \Gamma \). The energies are seen to be quadratic in \( k \), and each band has an effective mass associated with it. The \( |\frac{3}{2}, \frac{3}{2}\rangle \) and \( |\frac{3}{2}, \frac{1}{2}\rangle \) valence bands are referred to as the 'heavy hole' and 'light hole' bands respectively due to their effective masses \( m_{hh} \) and \( m_{lh} \). The \( |\frac{1}{2}, \frac{1}{2}\rangle \)
<table>
<thead>
<tr>
<th>Multiplet</th>
<th>$(J, m_J)$</th>
<th>$\Psi(\vec{r})$</th>
<th>$E(k)$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$S_{1/2}$</td>
<td>(1/2, ±1/2)</td>
<td>$(iS' \uparrow)e^{i\vec{k}\cdot\vec{r}}$</td>
<td>$E_c + \hbar^2 k^2 / 2m_e$</td>
</tr>
<tr>
<td></td>
<td>(1/2, ±1/2)</td>
<td>$(iS' \downarrow)e^{i\vec{k}\cdot\vec{r}}$</td>
<td></td>
</tr>
<tr>
<td>$P_{3/2}$</td>
<td>(3/2, ±3/2)</td>
<td>$(\sqrt{\frac{3}{8}}(X' + iY') \uparrow)e^{i\vec{k}\cdot\vec{r}}$</td>
<td>$E_v + \hbar^2 k^2 / 2m_{hh}$</td>
</tr>
<tr>
<td></td>
<td>(3/2, ±3/2)</td>
<td>$(\sqrt{\frac{3}{8}}(X' - iY') \downarrow)e^{i\vec{k}\cdot\vec{r}}$</td>
<td></td>
</tr>
<tr>
<td></td>
<td>(3/2, ±2/2)</td>
<td>$(\sqrt{\frac{3}{8}}(X' + iY') \downarrow - \sqrt{\frac{3}{8}}Z' \uparrow)e^{i\vec{k}\cdot\vec{r}}$</td>
<td>$E_v + \hbar^2 k^2 / 2m_{lh}$</td>
</tr>
<tr>
<td></td>
<td>(3/2, ±1/2)</td>
<td>$(\sqrt{\frac{3}{8}}(X' - iY') \uparrow - \sqrt{\frac{3}{8}}Z' \downarrow)e^{i\vec{k}\cdot\vec{r}}$</td>
<td></td>
</tr>
<tr>
<td></td>
<td>(3/2, ±1/2)</td>
<td>$(\sqrt{3}(X' + iY') \downarrow + \sqrt{3}Z' \uparrow)e^{i\vec{k}\cdot\vec{r}}$</td>
<td>$E_v - \Delta + \hbar^2 k^2 / 2m_{so}$</td>
</tr>
<tr>
<td></td>
<td>(3/2, ±1/2)</td>
<td>$(\sqrt{3}(X' - iY') \uparrow - \sqrt{3}Z' \downarrow)e^{i\vec{k}\cdot\vec{r}}$</td>
<td></td>
</tr>
</tbody>
</table>

Table 2.1: Conduction band and valence band electron wave functions and energies in the vicinity of $\Gamma$ as calculated within the $k \cdot p$ scheme.
Figure 2.2: Band structure near \( \Gamma \) of non-strained GaAs.

Valence band is referred to as the 'split off' or 'spin orbit' band because of the energy splitting \( \Delta \) which arises from the spin orbit interaction. The conduction and valence band effective masses have been experimentally measured and are approximately \( m_c = 0.067m, \ m_{hh} = -0.50m, \ m_{hh} = -0.068m \) and \( m_{zo} = -0.13m \).\[25\] where \( m \) is the electron mass. Figure 2.2 shows a diagram of the band structure in the vicinity of \( \Gamma \).

2.3 Strain Induced Effects near \( \Gamma \)

2.3.1 Strain Interaction Matrix

When a crystal is deformed, its symmetry is changed as is the set of transformation operations which describe the point group of the lattice. The change in symmetry
will have important effects on the wave functions which describe electrons near
the Γ point. Because the band structure should remain unchanged in the limit
of vanishingly small strains, one is motivated to express the effects of the strain
as a perturbation to the existing Hamiltonian. The effects of a lattice strain are
thus incorporated by expressing the operators of the strained lattice Hamiltonian
in terms of the non-distorted lattice operators.[18] This procedure leads to the
generation of the following terms.

\[ D = \sum_{i,j} D_{ij} \varepsilon_{ij} \]  
(2.19)

\[ D_{ij} = \frac{\hbar^2}{m} \frac{\partial^2}{\partial x_i \partial x_j} + V_{ij} - \frac{\hbar}{m} P_{ik} k_j \]  
(2.20)

\[ V_{ij}(\vec{r}) = \frac{\partial}{\partial \varepsilon_{ij}} V((1 + \tilde{\varepsilon}) \cdot \vec{r})|_{\tilde{\varepsilon} \to 0} \]  
(2.21)

Here, the \( \varepsilon_{ij} \)'s are elements of the strain tensor \( \tilde{\varepsilon} \). The new Hamiltonian terms
(\( D_{ij} \)) are carried out through the \( k \cdot p \) interaction generated during the removal of
the traveling wave component of the Bloch function, but they do not include any
terms generated during the Löwdin procedure. Those interactions are all higher
order in strain and therefore considered negligible.

The strain Hamiltonian terms (\( D_{ij} \)), when considered within the \( SXYZ \) basis,
yield the spin degenerate interaction matrix

\[
D = \begin{pmatrix}
S & X & Y & Z \\
0 & 0 & 0 & 0 \\
0 & -a \varepsilon + b(3\varepsilon_{xx} - \varepsilon) & d\varepsilon_{xy} & d\varepsilon_{xz} \\
0 & d\varepsilon_{xy} & -a \varepsilon + b(3\varepsilon_{yy} - \varepsilon) & d\varepsilon_{yz} \\
0 & d\varepsilon_{xz} & d\varepsilon_{yz} & -a \varepsilon + b(3\varepsilon_{zz} - \varepsilon)
\end{pmatrix}
\]  
(2.22)
where $e = Tr e$, and the terms $a, b,$ and $d$ are deformation potentials which relate lattice strain with hydrostatic and band-splitting energy shifts.

### 2.3.2 Biaxial Compression

In order to evaluate the effect of the strain matrix ($D$) on the band structure, the form of the strain tensor must be specified and applied to eq. (2.22). For the case of a layer of (001) GaAs grown pseudomorphically on a GaAs$_{(1-x)}$P$_x$ (or In$_x$Ga$_{(1-x)}$P, $x < .49$) substrate, the lattice strain is ideally a pure biaxial compression within the plane of growth. This state of lattice strain is characterized by a strain tensor with the following components.

\[
e_{xx} = e_{yy} = e\]
\[
e_{zz} = -e_{xx}(2.23)
\]
\[
e_{xz} = e_{xy} = 0 (2.25)
\]

The relationship given in eq. (2.24) between the strain along the direction of crystal growth ($e_{zz}$) and that in the growth plane ($e_{xx}, e_{yy}$) is found from the stress-strain relationship by assuming there is no applied stress in the $z$ direction. The terms $c_{11}$ and $c_{12}$ are elastic stiffness constants which relate stresses and strains. It is worth noting that the biaxial compression described here is equivalent to a uniaxial dilation along the [001] direction.

### 2.3.3 Solutions at $\Gamma$

The strained lattice interaction matrix given by eq. (2.22) becomes greatly simplified under the condition of a pure biaxial compression. Ideally, one would like to
obtain a set of solutions for the entire Hamiltonian $H = H_{kp} + H_{so} + D$. However a tractable solution of the entire interaction matrix for arbitrary values of $k$ is not possible. Therefore, solutions are obtained for the case $k = 0$ and the effects of small non-zero electron momentum are subsequently considered. For $k = 0$ the interaction matrix is nearly diagonal upon transformation to the $|J, m_j\rangle$ basis with the $\hat{z}$ direction defined along the uniaxial strain.

$$H_{kp}(k = 0) + H_{so} + D = \begin{pmatrix}
S_{1/2,1/2} & P_{3/2,3/2} & P_{3/2,1/2} & P_{1/2,1/2} \\
0 & 0 & 0 & 0 \\
0 & -\delta_h - \frac{1}{2}\delta_s & 0 & 0 \\
0 & 0 & -\delta_h + \frac{1}{2}\delta_s & \sqrt{2}\delta_s \\
0 & 0 & \frac{1}{\sqrt{2}}\delta_s & -\Delta - \delta_h
\end{pmatrix} \quad (2.26)$$

The subscripts on the atomic $S$ and $P$ symbols identify $J$ and $m_j$, respectively. The term $\delta_h$ represents the shift of valence bands relative to the conduction band due to the hydrostatic component of the lattice strain, and $\delta_s$ represents the splitting of the uppermost valence bands due to the shear component (uniaxial nature) of the strain. Expressed in terms of the deformation potentials and the in-plane compressive strain, these energy shifts are

$$\delta_h = 2a \frac{c_{11} - c_{12}}{c_{11}} \epsilon_{xx} \quad (2.27)$$

and

$$\delta_s = -2b \frac{c_{11} + 2c_{12}}{c_{11}} \epsilon_{xx} \quad (2.28)$$

The strain $\epsilon_{xx}$ is that in the plane of growth along the [100] and [010] directions.

The interaction matrix shown in eq. (2.26) is not completely diagonal. It is reasonable to neglect the mixing between the $P_{3/2,\pm 1/2}$ and $P_{1/2,\pm 1/2}$ states for
This condition is met reasonably well for the range of lattice strains encountered in this study. Furthermore, the mixing will have no effect upon the electron polarization expected from optical transitions from each specific band to the conduction band when pumping with circularly polarized light. Although the mixing will be ignored with regard to exact wave function solutions at \( k = 0 \), the effect of such mixing on the energies of the valence states will be considered.

The energies for the valence states at \( k = 0 \) are given by

\[
E_{3/2,3/2} = -\delta_h - \delta_s/2, \\
E_{3/2,1/2} = -\delta_h + \delta_s/2 + \delta_s^2/2\Delta, \text{and} \\
E_{1/2,1/2} = -\Delta - \delta_h - \delta_s^2/2\Delta
\]

as expanded to second order in \( \delta_s \). The band structure near \( \Gamma \) for a biaxial compressive strain is shown in Figure 2.3. Both the band splitting energy \( \delta_s \) and the hydrostatic energy shift \( \delta_h \) are seen. Under a biaxial compression, the effective masses of the two upper valence bands near \( \vec{k} = 0 \) become highly anisotropic, so that the constant energy surfaces are expressible as ellipsoids symmetric about the effective uniaxial strain axis \( \vec{z} \). The \( m_j = 3/2 \) band has an elliptical constant energy surface with major axis along the strain axis, while the major axis for the \( m_j = 1/2 \) band is orthogonal to the strain axis. The direction-averaged effective mass for each of the valence bands is nearly identical though, as depicted in Figure 2.3, and is approximately \( m_{3/2} \approx m_{1/2} \approx 1.6m \).

The effect of a biaxial compression on the valence band wave functions at \( \Gamma \) is actually two fold. First, the uppermost lying valence bands which comprise the \( P_{3/2} \) multiplet are split at \( \Gamma \) allowing selective optical pumping at the band gap minimum. Secondly, the lattice strain acts to provide a fixed quantization axis for the orbital angular momentum, and thus for the electron spin (through the spin
Figure 2.3: Band structure near $\Gamma$ of GaAs under biaxial compression.

orbit interaction), along the direction of the effective uniaxial strain.
Chapter 3

Optical Transitions and Spin Polarization

3.1 Overview of Transition Probabilities

A valence level electron in GaAs near the band gap minimum may be optically excited to the conduction band through the absorption of a single photon. This transition requires that the excitation photon be of sufficient energy to excite the electron across the band gap. Because the valence band maximum and conduction band minimum correspond to the same symmetry point in phase space (Γ), electrons may experience optical transition across the band gap minimum without the participation of a momentum carrying phonon. These transitions are known as vertical transitions. The respective atomic $S$ and $P$ symmetries of the conduction and valence states are appropriate for an optical electric dipole transition.

A full expression for the probability of transitions from valence level to conduction level involves many factors, and is given as\[26\]

$$\frac{dP}{dE} = AM^2_{li} \rho_c(E + \hbar \nu) \rho_v(E)(F_v - F_c) \delta(k_c - k_v).$$ \hspace{1cm} (3.1)

The terms $\rho_c(E + \hbar \nu)$ and $\rho_v(E)$ refer to the density of states of the conduction and valence bands respectively. $F_c$ is the Fermi-Dirac distribution function for a conduction electron state at energy $E + \hbar \nu$, and $F_v$ represents the probability of
an occupied electron valence state at energy $E$. The delta function, $\delta (k_c - k_v)$, is a statement of conservation of crystal momentum. The term $A$ is a constant for a specific photon energy. Finally, the term $M_{fi}$ is the dipole interaction matrix element between initial and final electron states.

The photon-emitting conduction to valence transition probability for the same photon energy will differ in the Fermi-Dirac functions for electrons and holes. The expression for the downward transition is[26]

$$\frac{dP}{dE} = A'M_{fi}^2 \rho_v (E + h\nu) \rho_c (E) F_c (1 - F_v) \delta (k_c - k_v). \quad (3.2)$$

It is easy to show that the ratio of photon absorption to photon emission probability is a valence band independent term given by

$$\frac{(dP/dE)_{\text{absorb}}}{(dP/dE)_{\text{emit}}} = \frac{A}{A'} \frac{F_v - F_c}{F_c (1 - F_v)} = \frac{A}{A'} (e^{h\nu/k_BT} - 1). \quad (3.3)$$

The relationship between photon absorbing and photon emitting transitions given in eq. (3.3) is equivalent to a statement of detailed-balance given by Van Roosbroeck and Shockley.[27] It should be true for any specific photon energy, direction, and polarization state as long as there exists thermal equilibrium or quasi-equilibrium in each of the bands.

### 3.2 Spin Polarization from Optical Pumping

#### 3.2.1 Formalism

The spin state of an ensemble of electrons is quantified in terms of spin polarization. Electron spin is described by a two-state system which is referenced to a particular
quantization axis. The spin polarization is a measure of the relative difference in population between the two independent spin states. If a quantization direction is defined, then the spin polarization along that direction may be expressed as

$$P = \frac{N_\uparrow - N_\downarrow}{N_\uparrow + N_\downarrow} \quad (3.4)$$

where $N_\uparrow$ and $N_\downarrow$ correspond to the number of electrons in spin states parallel and anti-parallel to the quantization direction.

A formal method of characterizing spin polarization is provided by the creation of a spin density matrix.[1] Given a population of electrons which may occupy a set of spin states $\Psi_n$, the density operator $f$ is defined as

$$f = \sum_n N_n \langle \Psi_n \rangle \langle \Psi_n | \quad (3.5)$$

where $N_n$ is the number of electrons in state $\Psi_n$. The interaction of the density operator within a spin basis will form a spin density matrix. A quantization axis must be defined for the states $m_{+1/2}, m_{-1/2}$ which form the spin 1/2 basis. The spin density matrix may then be formed as

$$f_{m,m'} = \sum_n N_n \langle m | \Psi_n \rangle \langle \Psi_n | m' \rangle \quad (3.6)$$

The average spin polarization is extracted from this matrix with the Pauli-spin matrices.[1]

$$\bar{P}_e = \frac{Tr(f \cdot \bar{\sigma})}{Tr(f)} \quad (3.7)$$

Here, $\bar{\sigma} = \sigma_x \hat{x} + \sigma_y \hat{y} + \sigma_z \hat{z}$ and $\sigma_x, \sigma_y, \sigma_z$ are the Pauli-spin matrices as standardly defined for a spin quantization axis lying along $\hat{z}$.
3.2.2 Optical Transitions to Conduction Band

When discussing the spin polarization resulting from optical transitions from a valence state to a conduction state, the spin density matrix formalism may still be used. However, the appropriate density operator is given by

$$ f = \sum_n N_n |D| \langle \Psi_n | D | \rangle . $$

The wave functions $\Psi_n$ correspond to a given valence band and $D$ is the electric dipole operator corresponding to the absorbed radiation.

The spin density matrix is formed within the basis defined by the conduction states of $S^\uparrow$ and $S^\downarrow$ but, in order for the matrix elements to be calculated, a specific dipole operator must be chosen. The matrix will be calculated for circularly polarized light with the quantization direction for the spin basis, $\hat{z}$, placed along the photon direction. Pure left circularly polarized ($\sigma^+$) radiation is chosen for the calculation. A separate spin density matrix will be calculated for transitions from each of the two uppermost valence bands, yielding individual results for the expected spin polarization. Because the excitation photon fixes the quantization axis in space, the valence band wave functions must be expressed in the same coordinate system by using the rotation matrices given in eqs. (2.15) and (2.16).

The spin density matrices are

$$ f^{(\downarrow)} = \frac{1}{12} \begin{pmatrix}
\frac{3}{4} \sin^2 \theta & -\frac{3}{8} \sin 2\theta e^{ib} \\
\frac{3}{8} \sin 2\theta e^{ib} & \frac{3}{8} + \frac{3}{8} \cos^2 \theta
\end{pmatrix} $$

(3.9)
\[ f^{(2)} = \frac{1}{12} \begin{pmatrix} 1 - \frac{3}{4} \sin^2 \theta & \frac{3}{4} \sin 2\theta e^{i\phi} \\ \frac{3}{4} \sin 2\theta e^{-i\phi} & \frac{3}{4} \sin^2 \theta \end{pmatrix}, \]  

(3.10)

where the superscripts (1) and (2) refer to transitions from the \( |\frac{3}{2}, \frac{3}{2}\rangle \) and \( |\frac{3}{2}, \frac{1}{2}\rangle \) bands, respectively. The angle \( \theta \) in eqs. (3.9) and (3.10) comes from the rotation matrices given in eqs. (2.15) and (2.16). It is the angle between the quantization axis of the valence wave functions and the axis defined by the absorbed photon beam.

The spin polarization of the conduction electrons excited from each valence band is calculated from the spin density matrices using eq. (3.7) and is found to be

\[ P_{c^{(1)}} = \frac{-2 \cos \theta \sin \theta}{1 + \cos^2 \theta}, \]  

(3.11)

and

\[ P_{c^{(2)}} = \frac{2 - 6 \sin^2 \theta}{2 + 3 \sin^2 \theta}, \]  

(3.12)

where the orientation is \( \vec{F} = P_{z} \hat{z} \) such that the spin polarization is along the excitation photon direction in both cases.

The spin polarizations found in eqs. (3.11) and (3.12) refer to transitions from a specific pair of valence states. That is, the polarization calculated for each valence band is valid for excitations from a valence state of specified wave vector \( \vec{k} \). The polarization actually expected for a given photon energy \( h\nu \) must be derived from a spin density matrix which includes integration over all allowed transitions. Integration is simplified by approximating the constant energy surfaces.
of the valence bands as spherically symmetric. In this way, a given photon energy corresponds to a specific magnitude of wave vector involved in the transition. The averaging of spin density matrix elements over all allowed transitions is then simply an average over wave vector direction.

\[ F_{m,m'} = \int d\Omega_k f_{m,m'}(k) \]  

(3.13)

Here, \( F_{m,m'} \) is the spin density matrix element after averaging over the solid angle \( \Omega_k \).

**Non-Strained GaAs**

The spin density matrix elements \( f_{m,m'} \) for the case of non-strained GaAs have a dependence on the polar angle \( \theta \) between the spin quantization axis \( (\hat{z}) \) defined by the absorbed photon direction and the quantization axis for the valence states \( (\hat{k}) \). This angle is integrated over when finding the terms \( F_{m,m'} \) from eq. (3.13). The result of the integration for the non-strained case gives

\[ F^{(1)} = \frac{1}{12} \begin{pmatrix} 1/2 & 0 \\ 0 & 3/2 \end{pmatrix} \]  

(3.14)

and

\[ F^{(2)} = \frac{1}{12} \begin{pmatrix} 1/2 & 0 \\ 0 & 3/2 \end{pmatrix} \]  

(3.15)

The spin polarization is then calculated from eqs. (3.14) and (3.15) in the manner of eq. (3.7) giving \( P_{e}^{(1)} = P_{e}^{(2)} = -0.5 \).
When a non-strained sample of GaAs is optically pumped near band edge, both of the uppermost valence bands contribute to the overall photo-excited conduction electron population. The resulting spin polarization will therefore be an average of the spin polarized population from each valence band to conduction band transition. The valence band averaged polarization is given by

$$P_{\sigma} = \frac{I^{(1)} P^{(1)} + I^{(2)} P^{(2)}}{I^{(1)} + I^{(2)}}$$

(3.16)

where \( I \) is the pump rate from the indicated valence band. Equation (3.16) shows that the spin polarization is \( P_{\sigma} = -0.5 \) regardless of the relative pump rates from the two valence bands. The significance of the sign on the polarization is to describe the spin direction relative to the angular momentum vector of the incident photon. A positive polarization means the spin is parallel to the angular momentum vector of the photon, while a negative polarization means the spin is anti-parallel. The 50% result is valid without the simplifying assumption of spherically symmetric constant energy surfaces, as shown in a calculation provided in Appendix A.

**Uniaxially Strained GaAs**

The results for spin polarization due to optical transitions from each of the two upper valence bands given in eqs. (3.11) and (3.12) are valid for the case of uniaxially strained GaAs as well as non-strained GaAs. The angular dependence in these equations has a different meaning for the uniaxially strained case, though. As previously stated, the angle \( \theta \) is measured between the photon direction and the quantization axis of the valence level wave functions. For strained GaAs, the quantization axis for the valence wave functions is along the effective uniaxial strain.
axis. The angle $\theta$ is therefore fixed and integration over all allowed transitions leaves the equations for polarization ((3.11), (3.12)) unchanged. When the optical pump beam direction is along the effective uniaxial strain axis, spin polarizations of $-100\%$ and $+100\%$ are obtained for transitions from the $|\frac{3}{2}, \frac{1}{2}\rangle$ and $|\frac{3}{2}, -\frac{1}{2}\rangle$ states, respectively.

The valence level wave functions which were used to obtain the spin polarization relationships for strained GaAs are strictly valid only at $\Gamma$. For finite strain, non-zero electron momentum breaks the symmetry which is responsible for the wave functions at $\Gamma$ and causes mixing of the pure $J, m_J$ states. This mixing will affect the expected spin polarizations obtained by optical pumping. The effects of non-zero $\vec{k}$ on spin polarization will be considered at the end of this chapter.

### 3.3 Luminescence Circular Polarization

#### 3.3.1 Description

In $p$-type GaAs, the thermal equilibrium density of electrons in the conduction band is extremely small compared to the valence band hole population. Therefore, the spin polarized conduction electrons produced by optical pumping are assumed to constitute the entire population of conduction electrons while the valence hole population is assumed to remain virtually unchanged. It is further assumed that hole spin depolarization and thermalization is rapid relative to radiative recombination times. Luminescence circular polarization is then the result of a well defined situation of radiative recombination of spin polarized electrons with unpolarized holes.
3.3.2 Calculation

The radiative recombination of minority electrons in GaAs may be described by the same electric dipole interactions which describe photo-excitation. In a manner similar to the spin polarization calculation, a density operator of valence level states may be used to construct an interaction matrix which describes the photon helicity obtainable from radiative recombination. The density operator is given by eq. (3.5) and the basis it is to act within is given by

\[ |D^+|m_j = 1/2 \rangle, |D^-|m_j = 1/2 \rangle \quad \text{or} \quad |D^+|m_j = -1/2 \rangle, |D^-|m_j = -1/2 \rangle. \tag{3.17} \]

The terms \( D^+ \) and \( D^- \) are dipole operators corresponding to \( \sigma^+ \) and \( \sigma^- \) radiation respectively. The operator/conduction state pairs shown in eq. (3.17) form bases for the possible radiative recombination. Choosing the basis which incorporates conduction states of \( m_j = +1/2 \), a luminescence helicity density matrix can be formed by

\[ f_{D,D'}(\uparrow) = \sum_n N_n \langle m_j = 1/2 | D | \Psi_n \rangle \langle \Psi_n | D' | m_j = 1/2 \rangle. \tag{3.18} \]

The subscripts \( D \) and \( D' \) correspond to the two dipole operators for circularly polarized light, and the term \( N_n \) refers to the population density of holes for the valence state \( \Psi_n \).

The degree of polarization of luminescence is obtained from the matrix given in eq. (3.18) by

\[ P_\gamma(\uparrow) = \frac{Tr(f(\uparrow) \cdot \vec{\sigma})}{Tr(f(\uparrow))}, \tag{3.19} \]

where the components of \( \vec{\sigma} \) are identical to the Pauli spin matrices. The meaning
of the various components of $\vec{P}_\gamma$ is somewhat different than for the case of electron spin polarization. Here, the $\hat{z}$ component of $\vec{P}_\gamma$ gives the degree of circular polarization of the radiation while the $\hat{x}$ and $\hat{y}$ components give the degree of linear polarization in the $\hat{x}$ and $\hat{y}$ directions, respectively.

A separate luminescence helicity density matrix may be calculated for radiative transitions to each of the two $J = 3/2$ valence bands. In order to calculate the matrices, a luminescence photon direction must be defined. The valence level states are expressed in terms of the coordinate system defined by the luminescence direction with the rotation matrices from eqs. (2.15) and (2.16). The conduction states, which are quantized along the original pump beam direction, must also be expressed in terms of the luminescence photon direction. This is accomplished with the rotation matrix given in eq. (2.15), but the angle $\theta$ involved in this rotation will be called $\omega$ for clarity. After calculating the luminescence helicity matrices, the luminescence circular polarizations originating from conduction $m_j = +1/2$ states are found to be

$$P_{\gamma}^{(1)}(\uparrow) = \left( \frac{-2 \cos^2 \theta}{1 + \cos^2 \theta} \right) \cos \omega$$

(3.20)

and

$$P_{\gamma}^{(2)}(\uparrow) = \left( \frac{2 - 6 \sin^2 \theta}{2 + 3 \sin^2 \theta} \right) \cos \omega$$

(3.21)

The superscripts (1) and (2) identify circular polarizations from transitions to the $|\frac{3}{2}, \frac{3}{2}\rangle$ and $|\frac{3}{2}, \frac{1}{2}\rangle$ valence bands, respectively. The $\cos \omega$ term takes into account any difference in orientation between the conduction electron spin quantization axis and the luminescence photon direction. However, because the spin quantization axis lies along the pump beam direction in an optical pumping scheme, the angle
\( \omega \) is equivalent to the angle between the pump photon and luminescence photon directions. The \( \theta \) dependent terms in parentheses are identical to the electron polarization terms found in eqs. (3.11) and (3.12) and their components must be averaged over all allowed wave vectors \( \vec{k} \) just as done for the spin polarization case. The results of such averaging are identical to those obtained for the spin polarization case. It is convenient to define these terms as recombination radiation coupling factors \( P_h^{(n)} \) which are equivalent to the electron spin polarization factors \( P_e^{(n)} \). Equations (3.20) and (3.21) are then rewritten as:

\[
P_{h}^{(1)}(\uparrow) = P_h^{(1)} \cos \omega \tag{3.22}
\]

and

\[
P_{h}^{(2)}(\uparrow) = P_h^{(2)} \cos \omega \tag{3.23}
\]

The luminescence polarization expected for a given luminescence photon energy \( \hbar \nu \) must be averaged over transitions to both \( J = 3/2 \) valence bands in a manner similar to eq. (3.16). Because eq. (3.3) showed that the ratio of photon absorption to photon emission is a term common to all valence bands, it follows that the recombination radiation coupling factor \( P_h \) must be equivalent to the spin polarization term \( P_e \) upon averaging over the valence bands.

When the luminescence circular polarizations due to transitions from \( m_j = -1/2 \) conduction states are calculated, it is found that

\[
P_{\gamma}(\downarrow) = -P_{\gamma}(\uparrow) \tag{3.24}
\]

With this equation, a complete relationship for luminescence circular polarization may be written. Transitions from both conduction band spin states may be-
tribute, and it is therefore necessary to express the polarization as an average of the calculated polarizations from each of the spin states.

\[ P_\gamma = \frac{N_\uparrow P_\gamma(\uparrow) + N_\downarrow P_\gamma(\downarrow)}{N_\uparrow + N_\downarrow} \]  

(3.25)

Here, \( N_\uparrow \) and \( N_\downarrow \) are the population densities of \( m_j = +1/2 \) and \( m_j = -1/2 \) conduction states respectively. Using eq. (3.4), the population densities can be expressed as

\[ N_\uparrow = (1 + P_e)\tilde{N} , \quad N_\downarrow = (1 - P_e)\tilde{N} , \]  

(3.26)

where \( \tilde{N} \) is the average population density. Combining eqs. (3.25) and (3.26), the complete expression for luminescence circular polarization is given by

\[ P_\gamma = P_e P_h \cos \omega . \]  

(3.27)

3.3.3 Spin Relaxation

The luminescence polarization was shown to be proportional to the conduction band electron spin polarization. The value for spin polarization used in eqs. (3.26) and (3.27) was that expected from optical pumping with circularly polarized light. It did not include the possibility of a lower electron spin polarization due to spin relaxation processes which may occur before radiative recombination of the conduction electrons. There are many proposed mechanisms for spin relaxation in GaAs which include, but are not limited to, the following:[28][29]

- The D'yakonov-Perel' (DP) process arises because of the lack of an inversion center in III-V structures. The degeneracy of spin-up and spin-down
conduction states is broken, allowing depolarization to occur in a manner analogous to spin precession about an effective magnetic field.

- The Bir-Aronov-Pikus (BAP) process explains spin relaxation in terms of the electron-hole exchange interaction. The coulomb potential between an interacting electron and hole is spin dependent, resulting in a spin flip probability.

- The Elliott-Yafet (EY) process takes into account the mixing between conduction and valence states which is found within the $\vec{k} \cdot \vec{p}$ analysis. The possibility of spin disorientation during scattering processes exists because the conduction states are not pure spin states due to mixing with valence $m_z = 1/2$ states.

- The Hyperfine interaction calculates the electron spin relaxation due to the interaction between oriented electron and randomly oriented nuclear spin states.

- Reabsorption of recombination radiation accounts for the effective dilution of the average electron spin population by reabsorption of luminescence with a low average circular polarization along the quantization axis. The effectiveness of this mechanism requires a sizable luminescence efficiency and an optically thick active layer for reabsorption.

For the case of highly doped $p$-type GaAs, the so called BAP process[30] is considered to be the dominant spin relaxation mechanism. The DP process is actually
enhanced under uniaxial strain along certain crystal directions, but not for a uniaxial strain along [001].

The strength of a spin relaxation mechanism is characterized by an exponential spin decay time $\tau_s$. The relaxation factor for a particular $\tau_s$ is given by:

$$ R = \frac{\tau_s}{\tau_s + \tau_L} , \quad (3.28) $$

where $\tau_L$ is the exponential lifetime of a conduction electron. It is assumed that the spin relaxation time and minority carrier lifetime are independent of both pump and luminescence photon energy. Therefore, the relaxation factor $R$ is considered to be independent of photon energy and simply a constant $0 < R < 1$. When the average electron polarization at the time of radiative recombination is adjusted for spin relaxation and used in eq. (3.26), the luminescence polarization $P_\gamma$ becomes

$$ P_\gamma = P_e - P_h R \cos \omega , \quad (3.29) $$

as given in the introduction.

### 3.3.4 Final Expressions

**Non-Strained GaAs**

For non-strained GaAs, both $P_e$ and $P_h$ are equal to $-0.5$ so that the luminescence polarization will be given by

$$ P_\gamma = 0.25 \cos \omega . \quad (3.30) $$

For an experimental geometry with an approximately normal incidence pump beam and luminescence collected from within a small cone about the surface normal,
the angle \( \omega \) is approximately 180° and the luminescence polarization is given by 
\[ P_\gamma \approx -0.25. \]

**Uniaxially Strained GaAs**

For an experimental geometry equivalent to that described for non-strained GaAs, the luminescence polarization is given by

\[ P_\gamma = -P_e-(\hbar \nu_{in})P_h(\hbar \nu_{pl})R, \]

where \( \hbar \nu_{in} \) and \( \hbar \nu_{pl} \) are the incident pump photon energy and the luminescence photon energy, respectively. It is worth noting that \( P_e \) and \( P_h \) have the same energy dependence, where \( P_e \) carries the pump photon energy dependence and \( P_h \) carries the luminescence photon energy dependence.

### 3.4 Consideration of Non-Zero \( \vec{k} \) Effects on Polarization

As stated in Section 3.2.2, the wave functions and subsequent polarization calculations for the case of strained GaAs are valid only at the \( \Gamma \) point. Away from \( \Gamma \), when \( \vec{k} \) has a non-zero value, the interaction matrix is no longer diagonal within the \( J, m_j \) basis. Although we know of no published solution which simultaneously incorporates strain and electron momentum, we may make an estimate of the \( \vec{k} \) dependent solutions and the resulting spin polarizations obtainable. The process involves three steps beginning with unitary rotations within the valence band \( XYZ \) basis. First, for a general wave vector \( \vec{k} = k_x \hat{x} + k_y \hat{y} + k_z \hat{z} \), mixing of \( Y \) states with like-spin \( X \) and \( Z \) states as seen in eq. (2.6) is removed by a \( \phi \)
rotation which effectively makes \( k_y = 0 \). The second step is to apply a proper \( \theta \)
rotation, thereby eliminating mixing between like-spin \( X \) and \( Z \) states. At this
point, the interaction matrix is diagonal in the \( XYZ \) basis, however the diagonal
\( X \) and \( Y \) terms are not equivalent. The non-equivalence of these terms leads to
mixing between between \( m_j = \pm \frac{3}{2} \) and \( m_j = \mp 1/2 \) states upon transformation
to the \( J, m_j \) basis. Fortunately, these states are not degenerate and the final step
is the application of standard perturbation theory to remove the mixing. The mixing
between \( |j = \frac{3}{2}, \pm \frac{3}{2} \rangle \) and \( |j = \frac{3}{2}, \mp \frac{1}{2} \rangle \) states is treated to first order while the mixing
between \( |j = \frac{1}{2}, \pm \frac{3}{2} \rangle \) and \( |j = \frac{1}{2}, \mp \frac{1}{2} \rangle \) states is ignored because it is much smaller due to
the larger energy splitting between the states. All necessary effective mass band
parameters for the calculation are obtained from reference [25].

Once solutions are found with the described process, the expected spin polariza-
tion is calculated by creating spin density matrices. The spin density matrices
will be given by

\[
f^{(1)} = \frac{1}{1 + M^2} \left(f^{(1)} + M^2 f^{(2)}\right)
\]

and

\[
f^{(2)} = \frac{1}{1 + M^2} \left(f^{(2)} + M^2 f^{(1)}\right),
\]

where \( f^{(1)} \) and \( f^{(2)} \) are given by eqs. (3.9) and (3.10). The term \( M \) in eqs. (3.32)
and (3.33) is simply the state mixing found from the first order perturbation
process. The spin density matrices are dependent on the magnitude and direction
of \( \vec{k} \). The magnitude of \( \vec{k} \) is related to the photon energy by assuming direct (\( \vec{k} \)
conserving) transitions. The meaning of \( \theta \) in the \( f^{(1)} \) and \( f^{(2)} \) terms is the angle
between the quantization axis and the pump beam. For the case of a pump beam
along [001], \( \theta \) is taken as the rotation necessary to remove the mixing between \( X \) and \( Z \) and is also dependent on \( \vec{k} \).

The expected \( \vec{k} \) dependent spin polarizations associated with transitions from each of the valence bands are shown in Figure 3.1 for various photon energies. The photon energies are chosen to be greater than the valence band specific gap minimum by an amount \( 0.25 \times \delta_s, 0.5 \times \delta_s, \text{ etc.} \), where \( \delta_s \) is the strain induced band splitting energy. The spin polarizations are plotted against the polar angle of \( \vec{k} \) where the effective uniaxial strain axis lies along \( \hat{z} \). From Figure 3.1 we find that the spin polarization for transitions from the \( |\frac{3}{2}, \frac{3}{2} \rangle \) band, averaged with equal weighting over the solid angle \( \Omega_k \), only decreases from 1 to 0.95 for photon energies from the \( |\frac{3}{2}, \frac{3}{2} \rangle \) band edge up to the \( |\frac{3}{2}, \frac{1}{2} \rangle \) band edge.
Figure 3.1: Spin polarization of conduction electrons photo-excited from the \( |\frac{3}{2}, \frac{3}{2}\rangle \) and \( |\frac{3}{2}, \frac{1}{2}\rangle \) valence bands plotted as a function of electron wave vector angle measured from the uniaxial strain axis. Each line corresponds to a different photon energy - \( E_\gamma - E_{gap} = 0.50 \times \delta_\varepsilon \), etc. - where \( E_{gap} \) is valence band specific.
Chapter 4

Experimental Description

4.1 System Overview

The experimental apparatus was designed for the study of polarized luminescence from optically pumped samples of GaAs photocathode structures. The pump source may be any one of several different lasers installed. These include a CW HeNe laser, a CW diode laser with either a 750 nm or 780 nm head and a CW tunable Ti-doped sapphire laser pumped with an Argon Ion laser. Laser polarization is controlled with a linear polarizer/quarter wave plate pair such that both linear and circular polarization states are possible. Luminescence is transported via an array of lenses and focussed onto the entrance slit of a double-spectrometer assembly. Luminescence polarization is analyzed with a quarter wave plate/linear polarizer pair similar to the pump laser polarizer arrangement. The double-spectrometer is comprised of two spectrometers used in a negative dispersion arrangement. The dispersion of each spectrometer is different so that the pair still provides a net dispersion. The luminescence is recorded with a diode-array detector with roughly 700 active elements spanning an approximate wavelength range of 112 nm. Samples may be mounted on a stage for room temperature measurements or in a double
dewar system with a cold finger assembly capable of holding up to six samples. Temperatures as low as ~8 K are accessible with the dewar system. Both the dewar system and the sample stage used for room temperature measurements have full linear \(xyz\) translation capability for accurate sample alignment.

4.2 Photocathode Description

A total of nine different photocathode structures were used in this experiment. Seven of the samples were grown by the Spire Corporation\cite{31} using Metal-Organic-Chemical-Vapor-Deposition (MOCVD). The basic structure for each of these samples consists of the following. A 250 nm thick \(p\)-type GaAs buffer layer was grown on a vicinal (100) \(p\)-type GaAs substrate oriented two degrees toward the nearest [110] direction. One sample, \#2 in Table 4.1, used a substrate with less than 0.5° miscut from [100]. After the GaAs layer, a 2.5 \(\mu\)m layer of \(p\)-type GaAs\(_{(1-x)}\)P\(_x\) was grown with the phosphorus fraction \(x\) increasing from zero to the target value \(x_0\). This layer provides a transition from the lattice constant of GaAs to the smaller lattice constant of GaAs\(_{(1-x)}\)P\(_{x_0}\) through the controlled introduction of misfit dislocations.\cite{32,33} Next, 2.5 \(\mu\)m of \(p\)-type GaAs\(_{(1-x)}\)P\(_x\) was grown with the phosphorus fraction fixed at \(x = x_0\). Finally, a thin layer of \(p\)-type GaAs was grown. This layer is intended to be in a state of strain due to pseudomorphic growth on the lattice mismatched 'substrate' of GaAs\(_{(1-x)}\)P\(_{x_0}\) beneath. The thickness of the GaAs active layer varies from 100 to 500 nm for the different cathodes studied. All layers in these structures were Zn doped at a level of \(4-6 \times 10^{18}/\text{cm}^3\).

A diagram of the Spire photocathode structure is shown in Figure 4.1.
In addition to the seven strained GaAs photocathodes grown by Spire, a non-strained cathode was included in the study. This photocathode was grown by Molecular Beam Epitaxy (MBE) at the University of Illinois in Urbana-Champaign. The structure consists of a 200 nm strain-free active layer of GaAs grown on a 900 nm Al_{30}Ga_{70}As layer which was itself grown on a GaAs substrate. The cathode is considered strain free because the Al_{30}Ga_{70}As lattice constant differs from that of GaAs by less than 0.05%. All MBE layers of this cathode were Be doped to a level of $5 \times 10^{18}/\text{cm}^3$. This cathode represents the lower bound for the range of active layer strains studied, namely zero.

The final photocathode used in this study was a hetero-epitaxially strained GaAs structure grown by Gas Phase MBE at the University of California at San Diego. This structure is similar in nature to the GaAs/GaAs(_{1-x})_P photocatho-
odes, except the substrate and grown layers are of different material. On a GaP substrate, a 2 \( \mu \text{m} \) graded layer of \( \text{In}_x\text{Ga}_{(1-x)}\text{P} \) (\( x \) increasing from 0 to \( x_0 \)) was grown. Next, 2 \( \mu \text{m} \) of \( \text{In}_{x_0}\text{Ga}_{(1-x_0)}\text{P} \) was grown, followed by the 100 nm strained GaAs layer. All layers were Be doped at \( 4-6 \times 10^{18}/\text{cm}^3 \). This sample did not become available until most data had been collected for the other samples. It was included because it allowed for a check of any effects on the luminescence asymmetry data due to the necessary sample preparation procedures of the other photocathodes. The details of sample preparation and the difference between this photocathode and the other eight epitaxial layer photocathodes will be discussed in the following section.

Table 4.1 shows a list of the nine photocathodes used in this study and information such as active layer thickness, composition of the strain-inducing buffer layer and the target strain for each active layer. When comparing luminescence data for the samples, two of the primary parameters of interest will be the active layer thickness and its state of strain. Characteristics of the layer immediately below the active layer will ideally only affect the luminescence data indirectly in the sense that these characteristics are related to the state of strain in the active layer. The degree of strain present in each of the photocathodes is dependent on both the initial lattice mismatch (provided by the GaAsP or InGaP layer) and on the degree of strain relaxation which has taken place. Therefore, the degree of strain in a photocathode is not accurately known simply from the buffer layer parameters and must be measured with X-ray diffraction techniques. The results of such measurements will be discussed in the next chapter.
Table 4.1: Nominal parameters for the photocathode samples included in the luminescence study. Parameters include active layer thickness (t), buffer layer composition and active layer target strain ($\varepsilon_{\text{target}}$).

<table>
<thead>
<tr>
<th>Sample #</th>
<th>t (nm)</th>
<th>(nominal)</th>
<th>$\varepsilon_{\text{target}}$ ($\times 10^{-3}$)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>100</td>
<td>GaAs$<em>{72}$P$</em>{28}$</td>
<td>-10.0</td>
</tr>
<tr>
<td>2</td>
<td>100</td>
<td>GaAs$<em>{76}$P$</em>{30}$</td>
<td>-10.7</td>
</tr>
<tr>
<td>3</td>
<td>100</td>
<td>GaAs$<em>{74}$P$</em>{26}$</td>
<td>-9.3</td>
</tr>
<tr>
<td>4</td>
<td>100</td>
<td>GaAs$<em>{80}$P$</em>{20}$</td>
<td>-7.1</td>
</tr>
<tr>
<td>5</td>
<td>200</td>
<td>GaAs$<em>{76}$P$</em>{24}$</td>
<td>-8.6</td>
</tr>
<tr>
<td>6</td>
<td>300</td>
<td>GaAs$<em>{76}$P$</em>{24}$</td>
<td>-8.6</td>
</tr>
<tr>
<td>7</td>
<td>500</td>
<td>GaAs$<em>{76}$P$</em>{24}$</td>
<td>-8.6</td>
</tr>
<tr>
<td>8</td>
<td>200</td>
<td>Al$<em>{30}$Ga$</em>{70}$As</td>
<td>0.0</td>
</tr>
</tbody>
</table>
4.3 Sample Preparation

4.3.1 General Preparation

The various photocathode structures used in this study were grown on large (2-3 inch) diameter wafers. An exception is the non-strained epitaxial GaAs sample (#8 from Table 4.1) which was grown on a 12 mm diameter wafer - the desired size for a single photocathode. All of the other photocathode materials had to be cut to a size suitable for the luminescence and photo-emission experiments.

Prior to cutting, materials were prepared for storage. Because GaAs oxidizes in air, it was necessary to protect the active layer surface of the epitaxial photocathodes. The protection methods used for each photocathode material are listed below.

- Photocathodes grown by the Spire corporation were oxidized in a controllable manner to protect the surface from continual oxidation. This was accomplished with anodic oxidation in a weak solution of $H_3PO_4$. Typically, an oxide layer of approximately 100 Å was created.[34]

- The photocathode structure of strained GaAs on In$_x$Ga$_{(1-x)}$P was protected in the same manner as above.

- The non-strained epitaxial GaAs photocathode was protected by an overcoating of elemental Sb deposited at the completion of growth. The Sb effectively protects the active layer surface from oxidation.[35] This sample required no further protection upon arrival at SLAC.
After the photocathode materials were protected, they were waxed with paraffin to a piece of glass, so that the active layer was against the glass. They were then stored until cut for use.

The photocathode materials were cut with a diamond impregnated wire saw while still waxed to a piece of glass so that the front surface was well protected. For photo-emission experiments, a 12 mm diameter puck was cut from the wafer. This was also a suitable size for luminescence experiments. The circular shape of the cut was accomplished by waxing a geared cylinder to the 'backside' of the photocathode. The cylinder served as both a template for the wire saw and as a means of slowly rotating the wafer as it was cut.

After a photocathode sample had been cut from the wafer, it was removed from the glass and cleaned with a cycle of boiling solvents. The standard cycle of solvents included trichloroethane, acetone and methanol, respectively. The sample was also subjected to ultrasound during the cleaning process.

The final step involved with the general preparation of a photocathode was to remove the protective oxide layer if it had one. This was done by simply rinsing the sample in ammonium hydroxide to dissolve the oxide layer.[34] If the cathode had a protective layer of elemental Sb (or As), the layer was not removed until the in situ heat cleaning performed during the cathode activation process of an electron photo-emission experiment. In this luminescence study, the photocathode which had a protective layer of elemental Sb was used for luminescence studies only after it had been used in a prior photo-emission experiment.
4.3.2 Preparation for Luminescence Experiments

The samples used in this study were grown as functional photocathode structures, which provided the opportunity to compare luminescence data with photo-emission data. Although, in principle, a luminescence study of functional photocathodes was preferred over the use of structures grown specifically for luminescence experiments, it proved quite difficult in practice. The epitaxial GaAs photocathodes (both strained and non-strained) were all grown on GaAs substrates with the single exception of sample #9 from Table 4.1. It was quickly realized that when optically pumping one of these samples near band edge, the GaAs substrate was also pumped because the larger band gap buffer did not absorb the remaining pump beam. Recombination luminescence from the substrate occurs over the same wavelength region as that from the GaAs active layer of interest, and it was found to be as much as several hundred times greater than that from the active layer.

The relatively low luminescence intensity seen from a thin GaAs active layer is attributable to two distinct factors. First, the active layer of the sample is very thin (0.1 - 0.5 μm), so that, under the condition of near band edge optical pumping, only a small fraction of the incident pump beam was absorbed within the layer. Secondly, the possibility existed for non-radiative recombination of the optically pumped electrons at both the GaAs/air and GaAs/buffer layer interfaces. The parameter used to characterize this type of recombination is the surface recombination velocity. Other 'bulk' non-radiative recombination channels may also limit the luminescence intensity, but the interface recombination is most likely a much stronger effect considering the active layer thicknesses of the samples used in this
study. We may make an estimate of the interface and thickness effects on luminescence efficiency by using the steady state rate equation given by Duggan and Scott[36] which takes into account non-radiative recombination at both surfaces. The steady-state excess minority-carrier concentration, \( N \), is given as

\[
N = L \left[ n_2 (e^{d/L} - 1) - n_1 (e^{-d/L} - 1) \right] - \frac{n_2}{\alpha} (e^{-\alpha d} - 1), \tag{4.1}
\]

where

\[
n_2 = \frac{I_0 \tau \alpha (1 - R)}{(1 - \alpha^2 L^2)}, \tag{4.2}
\]

\[
n_2 = n_3 \left( \frac{(S_1 + \alpha D)(S_2 - D/L)e^{-d/L} - (S_1 + D/L)(S_2 - \alpha D)e^{-\alpha d}}{(S_1 + D/L)(S_2 + D/L)e^{d/L} - (S_1 - D/L)(S_2 - D/L)e^{-d/L}} \right), \tag{4.3}
\]

\[
n_1 = -n_3 \left( \frac{(S_1 + \alpha D)(S_2 + D/L)e^{d/L} - (S_1 - D/L)(S_2 - \alpha D)e^{-\alpha d}}{(S_1 + D/L)(S_2 + D/L)e^{d/L} - (S_1 - D/L)(S_2 - D/L)e^{-d/L}} \right). \tag{4.4}
\]

Here, \( \tau \) is the bulk minority-carrier lifetime, \( R \) is the reflectivity of the sample, \( I_0 \) is the incident pump photon flux density, \( d \) is the active layer thickness, \( D \) is the diffusion coefficient for the electrons, \( S_1, S_2 \) are the surface recombination velocities, \( L \) is the diffusion length, and \( \alpha \) is the absorption coefficient for the incident light. In order to calculate a minority carrier concentration ratio between the case of a bulk material and an epitaxial active layer, we use material parameter values of \( D=50 \text{ cm}^2/\text{sec}, L=1 \mu\text{m}, \) and \( S_1 = S_2=5 \times 10^5 \text{ cm/sec} \). The absorption coefficient is taken as \( \alpha=0.5/\mu\text{m} \) to represent absorption near band edge, and the active layer thicknesses are taken as \( d=.1 \mu\text{m} \) and \( d=600 \mu\text{m} \) for epitaxial and bulk photocathodes, respectively. With these values for the equation parameters, we find that a ratio of \( 353 \times \) is expected for the relative bulk/epitaxial PL intensities.

It should be mentioned that attempts were made to ‘passify’ the surface of the cathode samples in the hope of achieving large enough luminescence intensities.
with which to work. Many authors have described methods for passifying the surface of GaAs by removing native surface oxides and terminating surface bonds with alternative chemical makeups.[37]-[41] We tried two different techniques and did achieve modest enhancements in the luminescence efficiency of the samples. The first technique tried was anodic deposition of sulfur on the surface.[40] Here, the sample was anodized in a solution of (NH₄)₂S at a potential on the order of tens of volts. With this technique, luminescence enhancements of approximately a factor of two were observed for a bulk GaAs material pumped with a 633 nm laser. However, the epitaxial samples did not show improvement. In fact, it appears that the process oxidized all of or a large portion of the active layer on these samples. The second method attempted was application of 1 Molar Na₂S·9H₂O to the sample surface.[41] This technique showed the similar factor of two enhancement in luminescence efficiency for bulk GaAs. Enhancements in the luminescence efficiency of epitaxial samples were also observed. A 300 nm active layer strained GaAs photocathode sample showed approximately a 3 fold enhancement, while a sample of 200 nm non-strained GaAs showed an apparent enhancement factor of 10 to 20 times.

Substrate Etching

The problem of unwanted luminescence from the GaAs substrate of the epitaxial photocathodes was overcome by removing the substrate from beneath an area of the photocathode active layer. This was done with a light-controlled wet chemical etching technique which we developed for our specific purpose. The substrates of
these cathodes were 400-625 μm thick. A region was etched on the 'backside' of the substrate all of the way through to the substrate/buffer interface. Typically, a roughly circular area of ≈1 mm diameter was created which was completely devoid of any GaAs substrate. Figure 4.2 shows schematically a profile of an etched photocathode of strained GaAs on GaAs$_{(1-x)}$P$_{x}$.

There exist many different etching techniques for III-V compounds, several of which are designed to express an etching selectivity of one material over another. Selectivity between n-type and p-type GaAs is possible with the proper wet chemical solution.[42] Selective etching between GaAs and AlGaAs is also possible with the proper solutions.[43] Selectivity between GaAs and GaAsP has been demonstrated with a photochemical dry-etching technique.[44] The type of selectivity needed for the purposes of this study was the preferential etching of p-type GaAs relative to p-type GaAsP (or, for sample #9, p-type Al$_{0.3}$Ga$_{0.7}$As). The only promising method found in the literature was the photochemical dry-etching technique mentioned. Unfortunately, this is a fairly complex technique which would likely involve a substantial investment of equipment and time before providing useful
results. Therefore, a method of achieving the necessary etch characteristics in a wet-etching arrangement was pursued.

Although the successful removal of several hundred microns of GaAs from a 1 mm area leaving a self-supporting layer of \( \leq 5 \mu m \) is quite impressive, the etching technique itself is fairly simple. The light-controlled nature of the process is not new. It is known that photo-generated minority carrier accumulation at an etching surface can affect the chemical reaction rates.\[45\]-\[47\] When GaAs is optically pumped, an excess minority carrier population is generated. These minority carriers can diffuse to a surface where they will affect the charge distribution of the surface depletion region and surface states. For the case of p-type GaAs in an acidic etching solution, minority carrier diffusion to the etch surface tends to slow or stop the etching process, while it enhances the etching of n-type GaAs.\[48\] We developed an etching scheme in which the samples were illuminated from the protected active layer side while etching occurred from the substrate side. When the etch surface reached the GaAsP graded phosphorus layer, it was automatically suppressed by the photo-generated minority carriers. While the illumination stopped the etch, it also provided a visible signal that the etch was complete because the region devoid of GaAs substrate transmitted an easily observable amount of the red (long wavelength) portion of the etch-controlling illumination.

The solution used for etching was 8:1:1 \( \text{H}_2\text{O}_2:\text{H}_2\text{SO}_4:\text{H}_2\text{O} \) at room temperature. With this solution, the p-type GaAs was etched at a rate of 6-8 \( \mu m \) per minute. Samples were prepared for etching by waxing them to a thin cover-glass with the active layer against the glass. A coating of an etch resistant material called
Coverlaq[49] was then applied to the exposed surface of the sample with a small brush. An area of approximately 2 mm in diameter was left unprotected to serve as the etch site. The thin layer of wax between photocathode surface and the cover-glass was visibly transparent such that it would not inhibit illumination of the sample. The sample and cover-glass, ready for etching, were then placed in a flat-bottomed quartz container with the exposed portion of the substrate facing up. Lateral movement of the sample within the container was limited by the container size, ensuring proper sample position for illumination. Ten to twenty milli-liters of the etch solution was freshly prepared for each sample and some fraction of this was used in the quartz container at any given time.

The entire etching apparatus was erected on a ring stand as shown in Figure 4.3. The light source was a tungsten filament projector lamp. A cutoff filter, which passed only wavelengths shorter than $\lambda \sim 700$ nm, was placed between the light source and the sample. This allowed only photons of energies large enough to be absorbed in the GaAs$_{(1-x)}$P$_x$ layers to reach the sample. If photons of energy less than the bandgap of the GaAs$_{(1-x)}$P$_x$ were allowed to illuminate the sample, they could reach the substrate and create a minority carrier density which might stop the etch before the entire substrate was removed. An iris with a diameter of approximately 4 mm was also placed between the light source and the sample simply to block light which was not contributing to the etch process. The measured light intensity at the approximate sample position was in the range of 1-3 W/cm$^2$. It was clear that a higher light intensity was necessary for the 500 nm strained GaAs active layer sample as compared to the 100 nm active layer samples. This
was due to the absorption of some of the incident light in the active layer which does not contribute to the minority carrier density within the GaAs$_{(1-x)}$P$_x$ layer. When a sample etch was near completion, a small spot of transmitted red light appeared in the thinned region. The area of this spot would grow over the next several tens of seconds and when it appeared to be large enough (approximately 1 mm in diameter) the etch was stopped by adding a large amount of de-ionized water to the quartz container.

Figure 4.3: Diagram of the apparatus used to etch the photocathode samples. The system and technique are described in the text.
After etching was complete, the samples were thoroughly rinsed in de-ionized water to ensure complete removal of the etchant. Next, the protective Coverlaq was removed from the sample. This was most easily accomplished by carefully peeling the material off of the sample substrate with a razor blade. Finally, the sample was placed in hot (but not boiling) trichloroethane to dissolve the wax which held it to the cover-glass. The sample was held in a pair of tweezers and cleaned in hot trichloroethane followed by acetone and then methanol. Photoluminescence measurements taken by optically pumping and viewing from the substrate side of the thinned region showed no detectable level of luminescence attributable to the GaAs substrate, indicating that the entire GaAs substrate was indeed removed.

All of the strained GaAs/GaAs$_{(1-x)}$P$_x$ photocathode samples were etched with this light-controlled etch technique. It was also necessary to etch the non-strained epitaxial GaAs photocathode, grown with a 900 nm thick buffer layer of Al$_{0.3}$Ga$_{0.7}$As. For this sample, a region had to be thinned to a thickness of approximately 1 μm. The same light-controlled etch technique was used but, due to the thinness of the Al$_{0.3}$Ga$_{0.7}$As buffer layer, it was quite difficult to obtain a satisfactory etch. However, after several attempts, a sample was successfully thinned over an area smaller than typical but still large enough for use.

Application of Colloidal Graphite to Thinned Region

After successful removal of the GaAs substrate, photocathode samples could be optically pumped and luminescence observed from the epitaxial layer. It was discovered though, that the relative luminescence intensity from the thinned region
was greater than that from a non-thinned region of the sample. Also, in the thinned region, the circular polarization of the luminescence was lower than that from the non-thinned region. This effect was due to the reflective nature of the two surfaces of the thinned region. When the isotropic luminescence is emitted in a non-thinned sample, only the luminescence within an escape cone of an approximate 16° half angle has an opportunity to exit. The rest of the luminescence is already moving backwards or is reflected backwards and absorbed in the GaAs substrate. However, when the substrate is removed and replaced with a GaAsP/air interface, the large fraction of luminescence which is normally absorbed by the substrate can undergo multiple internal reflections until it escapes from one of the two surfaces or is absorbed. The internally reflecting luminescence may ultimately escape because the front and rear surfaces are not optically flat.

This problem was solved by applying a coating of colloidal graphite (DAG) to the back surface of a thinned sample. A single drop is applied to the back surface of the thinned region of a photocathode and allowed to dry in air. The proposed function of the DAG is to reduce or eliminate the possibility for multiple internal reflections of the luminescence. A sample of strained GaAs on GaAs$_{(1-x)}$P$_x$ with the substrate removed was studied before and after the application of DAG to the thinned region. The luminescence measurements were made with the sample cooled to 78 K because the effects of multiply reflected luminescence were observed to be greater at this temperature. This is assumed to be due to reduced self-absorption of the luminescence within the thinned layer at lower temperatures. With no DAG applied to the sample, there was an approximate 800% enhancement
of the active layer luminescence intensity in the thinned region relative to the non-thinned region. The circular polarization of the luminescence, under circularly polarized pump conditions, was correspondingly reduced in the thinned region relative to the non-thinned region by an approximate factor of 5.6. After applying DAG to the back surface of the thinned region, we found that the luminescence intensity from the thinned region was enhanced by no more than 50% relative to the non-thinned region. The circular polarization of the luminescence also improved to a level in agreement with the polarization from the non-thinned region. These results were satisfactory, and DAG was applied to all of the etched samples.

The luminescence behavior of a photocathode which has had the GaAs substrate removed and effectively replaced with a coating of DAG may not be equivalent to the behavior from a photocathode which is not modified. For instance, it is possible that the DAG on a thinned sample does not inhibit internal reflection sufficiently, so that circular polarization measurements are affected. Fortunately, during the luminescence study, a photocathode grown on a GaP substrate was made available. This photocathode is sample #9 (Table 4.1), described in Section 4.2 of this chapter. Because the band gaps of both the substrate and buffer layer are much larger (several hundred meV) than that of the strained GaAs active layer, the photocathode may be optically pumped near band edge and only the active layer emits luminescence. This sample, therefore, did not have to be thinned. DAG was applied to the back surface of the substrate, however, so that internal reflection of luminescence would be suppressed. The DAG also prevented the pump beam from reflecting from the rear of the substrate or from exiting the
substrate and scattering off of the sample mount.

4.4 Cryostat and Sample Stage

A double dewar system with a cold finger assembly provided a means to cool samples to temperatures as low as \(~8\) K. The vacuum level of the dewar system was approximately \(10^{-6}\) Torr at room temperature and \(10^{-8}\) Torr at \(8\) K and maintained with an ion pump rated at 8 liter/sec. The system had no type of heating element or controlled gas flow incorporated for temperature control, so it was used at only liquid N\(_2\) and liquid He temperatures. The cold finger was in direct thermal contact with the base of the inner dewar which held the cooling liquid. The outer dewar, filled with liquid N\(_2\), was used as a thermal jacket. A shroud surrounding the cold finger was attached to the outer dewar in order to minimize thermal radiation to the cold finger. Only a small window faced the luminescence optics line so that a cooled sample could be optically pumped and luminescence observed.

The temperature of the cold finger was monitored with two temperature calibrated diodes, model CY7-Cu-4, from Omega Engineering, Inc.[51] The quoted uncertainty for the diodes is \(\pm 1\) K in the range of 2-100 K. The diodes were mounted on opposite sides of the cold finger and read within 1 K of each other at reduced temperature. When the inner dewar was filled with liquid N\(_2\), the diodes gave a temperature reading of 78 K which is within one degree of the normal boiling point for Nitrogen. The temperature readings during liquid He fills were also within 1 K of each other. However, depending upon the position of the rotatable
cold finger, the readings varied from \( \approx 8 \) K to \( \approx 13 \) K. This is believed to be due to variation in the quality of the thermal contact of the cold finger to the base of the dewar. The temperature for all measurements acquired during liquid He fills is referred to as \( T \approx 12 \) K for convenience, with the understanding that this number encompasses a range of \( \sim 8 - 13 \) K.

The cold finger and shroud, which hung below the dewars, were surrounded by a Pyrex cylinder with O-ring seals to stainless steel flanges at each end. The Pyrex cylinder acted as a window for the incoming pump beam and exiting luminescence, so that care was taken to minimize any stress birefringence present. However, most data was taken at room temperature and samples were not mounted in the dewar, thus precluding concerns of the effects of the window. Both the room temperature mount (outside of dewar) and the dewar assembly were mounted on a translation stage rigidly attached to the luminescence optics bench. The stage provided full three dimensional linear translation capability so that samples could be accurately aligned without the need for any optical component adjustments.

### 4.5 Laser System

Although several lasers were available for the optical pumping of samples, nearly all of the luminescence data was obtained while pumping with the tunable Ti-doped sapphire laser, model 3900s from Spectra Physics,[52] which is continuously tunable over wavelengths from 700 nm to 1 \( \mu \)m. A chilled water cooling system was used with the laser to remove excess heat from the sapphire crystal. The Ti:Sapphire laser was pumped with an argon ion laser, Spectra Physics model
operated in a multi-line mode.

The Ti:sapphire laser can deliver approximately 5 Watts of power when pumped with 20 Watts of power from the argon ion laser. The minimum lasing powers from this laser are, in fact, larger than the pumping requirements of the luminescence experiment. In order to deliver only the intensities needed to the luminescence samples, a 2% reflection pickoff/beam dump was constructed from a glass prism mounted in a black-anodized aluminum box. The lower intensity beam was then transported to the luminescence optics bench. Because the entire laser system was enclosed in secure boxes and beam pipes until emerging at the luminescence optics bench at a significantly reduced power, the dangers associated with the pump laser were greatly reduced.

4.6 Optical System

Figure 4.4 shows a top-view diagram of the optics bench layout for this experiment. The luminescence optics were enclosed in a box for the purpose of laser safety and extraneous room light rejection. Mirror 4 in Figure 4.4, a first surface protected-aluminum mirror, served to steer the selected laser beam down the incident beam optics line. In this optics line, an iris aided in the alignment of the laser beam, and a single lens focussed the beam after its polarization state was determined by a linear polarizer/quarter-wave plate pair. The Glan-Taylor polarizing prism and quarter-wave plate, consisting of a cleaved mica sheet cemented between two sheets of glass, were mounted in rotating click-lock devices which allowed for accurate 22.5° incremental rotations. The excitation laser beam came into the sample at
an angle of approximately 15° to the surface normal, which faced directly down the luminescence optics line. The beam spot was focused to approximately 100 μm at the sample.

A small cone of luminescence, subtending a solid angle of approximately 0.01 Sr, was collected by the first lens pair of the luminescence optics line. The optics line, which imaged the point of sample excitation onto the entrance slit of a spectrometer, consisted of a series of lens elements, an iris, and a quarter-wave plate/linear polarizer pair. The net magnification of the lens array was about 2x. The linear polarizer and quarter-wave plate, a first-order multi-layer achromatic retarder designed for λ/4 retardation centered at 850 nm, were mounted in 22.5° click-lock rotation devices similarly to the pump beam elements.

4.7 Double Spectrometer

The luminescence spectra were analyzed with a double spectrometer system consisting of two ISA model HR320 spectrometers[53] arranged in series. Each spectrometer has a 320 mm focal length with an acceptance of f/5.0. The quoted light rejection for a single spectrometer is 10^{-5} at 1 nm from the laser line while using a 1200 groove/mm holographic grating. Because of very poor luminescence efficiencies and high levels of scattered laser light due to sample surface roughness, it was found that the single spectrometer rejection level was insufficient for our measurements.

The use of two spectrometers in series provided adequate rejection of scattered laser light for the experiments. Coupling the spectrometers in a subtractive
Figure 4.4: Top view diagram of luminescence bench and associated lasers. The system is described in the text.
dispersion mode allowed for much higher rejection than an additive dispersion arrangement. Furthermore, by using gratings of different groove densities in each spectrometer, a net dispersion was maintained. This was necessary in order to make use of an array-type detector which allowed for acquisition of a spectrum without scanning. The spectrometers were coupled as shown in Figure 4.4. The first spectrometer used a grating with a groove density of 150 groove/mm while the second spectrometer used a grating density of 600 groove/mm. An adjustable window mounted between the two spectrometers at the intermediate image plane allowed for selective passage of the luminescence into the second spectrometer while blocking the laser line. The window was a rectangular aperture approximately 7 mm wide and 2-3 mm high, and its position along the dispersion direction was adjustable by micrometer movement so that the desired wavelength range could be passed to the second spectrometer.

The spectrometers were used in the following manner. The grating of the first spectrometer was adjusted to a position where wavelengths from approximately 560 nm to 940 nm could be passed into the second spectrometer without any further adjustments of the first spectrometer. Then, the desired wavelength range was imaged onto the array-type detector by proper adjustment of the interspectrometer window and grating position of the second spectrometer. The net dispersion of the system was 160 nm/inch which corresponded to approximately 112 nm over the active region of the array-type detector. The vertical slit at the entrance to the first spectrometer was generally open to 200 μm which corresponds to a resolution of 1.25 nm, much narrower than any luminescence feature observed.
When testing the double spectrometer performance, an improvement of $10^4$ in the rejection of scattered laser light was found as compared to a single spectrometer with a 600 groove/mm grating. Further rejection would have been possible if the double-spectrometer were run in a traditional mode of subtractive dispersion with identical gratings and a narrow slit between spectrometers. This arrangement offers no net dispersion however, and luminescence spectra would have to be acquired in a scanning mode. The luminescence signals were sufficiently weak that data acquisition in scanning mode with a single detector was not practical.

4.8 Detector and Data Acquisition System

The detector used in this experiment was an Intensified Diode Array produced by Princeton Instruments.[54] The diode array is a 1024 element silicon array, one inch in length. Photons reaching the detector cause the emission of electrons from a multi-alkali transmission photocathode. The electrons are then accelerated and proximity focussed onto a micro-channel plate for amplification. The amplified signal excites a phosphor screen which is coupled to the diode array via a fiber optic grid. It is the photons from the phosphor which are detected and ‘counted’ by the elements of the diode array. The gain of the micro-channel plate is variable up to a level on the order of one count at the diode array for one electron created at the detector’s photocathode. The detector has a usable range of approximately 370-920 nm.

Dark current in the detector is greatest from the diode array itself but is highly stable so that it can easily be subtracted out of data. The dark current is also
greatly reduced with decreased operating temperature, so the detector is equipped with a thermoelectric cooler coupled to a water cooling system. During this study, the detector was run at a temperature of -20°C.

The detector was controlled by the Princeton Instruments ST120 Detector Controller[54], which was operated from a personal computer via a proprietary interface. The software which controlled the detector was also supplied by Princeton Instruments and provided control over such parameters as exposure time, number of spectra in a file, corresponding wavelength calibration file, and background subtraction file.

4.9 System Calibrations

4.9.1 Wave Plate Calibration

The quarter-wave retarders used in this experiment were both first order retarders, so that they offered near \( \lambda/4 \) retardation over a fairly wide wavelength range. The ordinary (or extraordinary) axis of a retarder was found relative to the pass axis of the linear polarizing prism it was coupled with by placing it between a pair of crossed polarizers. When the axes of the retarder were coincident with the axes of the crossed polarizers, the extinction of a HeNe laser beam being passed through the elements was a maximum. The identity of each axis (ordinary or extraordinary) was then found by using the self-aligned quarter wave plate/linear polarizer pair to analyze a partially circularly polarized beam of known helicity. The elliptically polarized beam was created with a linear polarizer followed by two total-internal-reflections in a glass prism. During total-internal-reflection, a phase
shift of the reflected s component relative to the p component occurs. This phase shift may be calculated from the equations of reflectivity. Furthermore, the phase shift incurred is highly achromatic, so that with a white light source and a spectrometer analyzer, the wavelength dependence of the retarders was also easily determined.

4.9.2 Spectrometer Wavelength Scale Calibration

The wavelength scale of the double spectrometer system was calibrated with the line spectrum from a Neon discharge lamp placed at the sample position of the optics bench. A separate calibration scale was obtained for each of several spectrometer grating positions (second spectrometer grating). The movement of the grating from spectrum to spectrum corresponded to 26.67 nm which is much smaller than the approximate 112 nm range of view of each spectrum. All of the calibrations were least-squares fits to a linear wavelength scale and the calibrations were stored as data files referred to by the data acquisition software.

4.9.3 Spectral Response

The overall spectral response of the luminescence optics, double spectrometer, and diode-array detector was determined for several grating positions (second spectrometer grating) similarly to the wavelength scale calibration. A tungsten ribbon filament lamp was placed at the sample position on the luminescence bench. The operating temperature of the lamp was calibrated as a function of current by the manufacturer, and was also checked with an optical pyrometer which has a calibration traceable to the National Bureau of Standards. The radiation spectrum from
the lamp was then calculated from the known surface temperature of the filament by assuming it was representative of black body radiation. The various spectra taken were thus turned into spectral response correction data files and these correction files were subsequently used to correct luminescence spectra taken at the same spectrometer grating settings. It is worth noting that only the relative response was determined with this calibration. The absolute response at any given wavelength is not accurately known.

4.9.4 Laser Wavelength Calibration

The Ti:sapphire laser system was tunable by micrometer adjustment of a birefringent prism located within the resonating cavity of the laser. Two interchangeable mirror sets allowed lasing between roughly 700-850 nm and 850-1000 nm, respectively. The wavelength scale relative to micrometer position was calibrated for each of the lasing ranges by observing the lasing wavelength with the calibrated spectrometer system and recording the corresponding micrometer reading. The calibration obtained was used for wavelength tuning thereafter. Although it was possible for the calibration to change due to occasional 'tweaking' of the Ti:sapphire cavity mirrors, periodic calibration checks indicated that such changes were small and the wavelength uncertainty was estimated as ±0.5 nm.

4.10 Luminescence Data Acquisition Methods

Accurate sample alignment and location of the center of the thinned region of samples was performed prior to luminescence measurement. This was accomplished by
monitoring the luminescence spectrum in real time while the sample was aligned. Luminescence measurements were generally performed with an appropriate band-pass filter in the incident beam optics and either a band-pass or long-wavelength-pass filter in the luminescence optics. Laser filters were installed 'upstream' of the polarizing optics and luminescence filters were installed 'downstream' of the polarizing optics. This insured that the filters did not interfere with polarization creation or analysis. The center of a sample's thinned region was relocated each time the pump beam filter was changed to insure optical pumping of the same region.

For luminescence polarization measurements, the pump power was monitored during data acquisition. The laser power was found to be highly stable with only a slight monotonic drift over full data acquisition times, so recording and correcting for pump power was unnecessary. Polarization measurements utilized all four pump/luminescence helicity combinations and the spectra were recorded consecutively in the order \( \sigma^+/\sigma^-, \sigma^+/\sigma^+, \sigma^-/\sigma^-, \) and \( \sigma^-/\sigma^+ \). Acquisition in this order minimized the small effect of the monotonic drift of laser power. The use of all four helicity combinations was found also to minimize false asymmetries due to beam steering effects associated with \( \lambda/4 \) retarder rotation. The background files, which measure detector dark current, were recorded with each set of polarization spectra for low intensity data, while for higher intensity data it was necessary to record only a single background file for use with many subsequent polarization measurements.
4.11 X-ray Diffraction Measurement of Lattice Strain

The degree of strain for the various cathodes was determined by X-ray diffraction measurement of the lattice spacing in the active layers. The measurement consists of acquiring a Bragg reflection peak from the active layer, the position of which is measured relative to the Bragg reflection peak for the non-strained substrate material. By acquiring an appropriate set of Bragg reflections, the precise state of strain of a photocathode may be determined.

The Bragg equation for reflection from atomic planes is

\[ 2d \sin \theta = n \lambda, \quad \text{(4.5)} \]

where \( d \) is the plane spacing, \( \theta \) is half the reflection angle as measured from the incident beam direction, \( \lambda \) is the X-ray wavelength, and \( n \) is the order of the Bragg reflection. For the most general case of a triclinic crystal, the plane spacing \( d \) is related to the crystal lattice structure by\[ d_{hkl} = \frac{1}{\sqrt{h^2 \sin^2 \alpha + k^2 \sin^2 \beta + l^2 \sin^2 \gamma}} \times \left\{ \left( \frac{h^2 \sin^2 \alpha}{a^2} + \frac{k^2 \sin^2 \beta}{b^2} + \frac{l^2 \sin^2 \gamma}{c^2} \right)^{1/2} + \frac{2hk}{a^2} (\cos \alpha \cos \beta - \cos \gamma) \right. \]

\[ + \frac{2hl}{b^2} (\cos \beta \cos \gamma - \cos \alpha) \]

\[ + \frac{2k}{c^2} (\cos \gamma \cos \alpha - \cos \beta) \right\}. \quad \text{(4.6)} \]

The Miller indices \( h, k, \) and \( l \) identify a specific reflection plane. The angles \( \alpha, \beta \) and \( \gamma \) are measured between the three primary axes of the crystal, and the lengths \( a, b \) and \( c \) are the lattice constants associated with each axis. GaAs is a cubic crystal so that, in a relaxed state, \( \alpha = \beta = \gamma = 90^\circ \) and \( a = b = c = a_0 \). Under the condition of a pure biaxial compression, as expected for pseudomorphic growth
on a cubic crystal of slightly smaller lattice constant, the angles are preserved but the lattice constants change. The lattice constants in the plane of growth assume the value of the underlying substrate and are referred to as $a_\parallel$ while the lattice constant in the direction orthogonal to the (001) growth plane is referred to as $a_\perp$.

Equation (4.6) may be simplified for the case of tetragonal (or higher) symmetry to

$$\frac{1}{d^2_{hkl}} = \frac{h^2 + k^2}{a_\parallel^2} + \frac{l^2}{a_\perp^2},$$

such that $a_\parallel$ and $a_\perp$ may be determined from two unrelated Bragg reflections. The strain ($\varepsilon$) in each direction is defined as

$$\varepsilon_{\parallel(\perp)} = \frac{a_{\parallel(\perp)} - a_0}{a_0}. \quad (4.8)$$

Diffraction measurements for the strained layer samples were made with an X-ray diffractometer[57] which is part of a multi-user facility called the Center for Materials Research at Stanford University. Figure 4.5 shows a diagram of the diffractometer. It has a 12 kW X-ray source producing Cu radiation lines. The X-ray beam may be passed through a Bartel's monochromator, consisting of four (220) or (440) Bragg reflections from Ge crystals, to produce a highly monochromatic and collimated beam of Cu-$K\alpha_1$ radiation. The monochromator was used in the (220) configuration during measurements performed for this study. The goniometer has independent $\omega$ and $2\theta$ movement capability and it is equipped with a Eulerian cradle sample stage to provide rotation capability along two more independent axes $\phi$ and $\psi$. The detector and associated optics are situated on the $2\theta$ arm. The detector is a proportional counter with the final output given in counts/sec. Choices of detection optics include an open detector, a receiving slit
aperture, a Bonse-Hart collimator or a parallel beam collimator. A receiving slit of 0.45 mm was used for the measurements performed for this study.

X-ray diffraction measurements were made in the form of $\omega/2\theta$ scans. As shown in Figure 4.5, the sample angle relative to the incident beam is $\omega$ and the detector arm angle is $2\theta$. During a $\omega/2\theta$ scan the angles are varied simultaneously, with $2\theta$ sweeping at twice the rate of $\omega$, while the diffracted beam intensity is recorded. The incremental step of angular movement $\Delta 2\theta$ was typically $0.002^\circ$ to $0.004^\circ$, which was sufficiently small to resolve the narrowest diffraction peak coming from the substrate. Scan times were chosen to provide sufficient counting statistics for the weak diffraction signals from the active layer.
Figure 4.5: Plan view (top) and side view (bottom) diagrams of the X-ray diffractometer used to measure the lattice structure of the photocathode samples. The various controllable motions ($\omega$, $2\theta$, $\phi$ and $\psi$) are shown.
Chapter 5

Data and Discussion

5.1 X-Ray Diffraction Measurements

The photocathode structures studied in this work all incorporate an active layer of GaAs which is p-type doped to a level of approximately $N_A = 4-6 \times 10^{18}/\text{cm}^3$. Ideally, the only differences between the various photocathode active layers are thickness, degree of strain and degree of strain relaxation. The active layer thickness of a given photocathode is known reasonably well from the target thickness stated in the growth specifications because growth parameters are pre-calibrated. The crystalline state of the layers must, on the other hand, be measured by means of X-ray diffraction techniques.

X-ray diffraction measurements were carried out on the eight strained layer photocathode samples included in this study. Sample number #8 from Table 4.1 is comprised of a layer of GaAs Grown on Al$_3$Ga$_7$As. The lattice spacings for these two layers are nearly identical so that no measurable strain will be present. Therefore, no X-ray diffraction measurements were performed for this sample.

The diffraction measurements were obtained using the equipment and techniques described in Chapter 4. The 0.45 mm detector slit corresponded to a 2θ
acceptance of 0.15°, which is much narrower than the 2θ width of the Bragg peaks from the highly mosaic active and buffer layers of the samples. This detector geometry provided both a sufficient count rate from the thin active layers of the samples and an adequate degree of accuracy in determining peak positions.

Single (004) Bragg reflections provided measurement of the lattice constant along the direction of growth (aₜ) for the strained GaAs layers and strain-inducing GaAs(1-x)Pₓ layers. Single (224) Bragg reflections were also acquired for samples #1 through #7 from Table 4.1. These reflections provide a measure of \( \varepsilon_{224} \) for the GaAs(1-x)Pₓ buffer layers and, in conjunction with \( a_\perp \), allow the lattice constant within the plane of growth (a∥) to be determined from eq. (4.7).

Figure 5.1 shows typical (004) and (224) scans for a GaAs/GaAs(1-x)Pₓ sample. These reflections were obtained for sample #4 from Table 4.1. The (004) Bragg reflection shows clearly resolved peaks for the strained GaAs active layer (left), the GaAs substrate (center), and the GaAs(1-x)Pₓ buffer layer (right). The GaAs substrate peak is taken to lie at the known (004) Bragg angle for relaxed GaAs, and the other peak positions are measured relative to this angle. The (224) Bragg reflection shows peaks for the GaAs substrate (left) and the GaAs(1-x)Pₓ buffer (right). The strained GaAs layer is not seen in this scan.

Table 5.1 lists the results for the quantities calculated from the X-ray measurements performed for the eight samples. Once lattice constants have been extracted from the X-ray data, the other quantities shown in Table 5.1 are calculated. The lattice strain along the direction of sample growth (\( \varepsilon_\perp \)) is calculated from the definition for strain and the in-plane strain (\( \varepsilon_\parallel \)) is related to \( \varepsilon_\perp \) through the tensorial
Figure 5.1: (004) and (224) X-ray scans from sample #4.
Table 5.1: Results of X-ray analysis for the set of photocathode samples. Refer to Table 4.1 for nominal sample parameters. Methods of calculation for the various quantities are described in the text.
stress-strain relation by\[58\]

\[\epsilon_\parallel = \frac{-c_{11}}{2c_{12}}\epsilon_\perp,\]  

(5.1)

where \(c_{11}\) and \(c_{12}\) are elastic stiffness constants for GaAs. The values of \(c_{11}\) and \(c_{12}\) are well known.\[59\] This relation is derived by assuming no stresses along the perpendicular direction and equivalent strains in the two in-plane directions.

The values of the relaxed lattice constant \(a_o\) and residual in-plane strain \(\epsilon_\parallel\) for the GaAsP buffer layers are calculated simultaneously from the relations

\[a_\parallel = (1 + \epsilon_\parallel)a_o\]  

(5.2)

\[a_\perp = (1 + \epsilon_\perp)a_o = (1 - \frac{2c_{12}}{c_{11}}\epsilon_\parallel)a_o.\]  

(5.3)

Strictly speaking, the value of \(\frac{2c_{12}}{c_{11}}\) is dependent upon the phosphorus fraction of the buffer layer and the equations must be solved iteratively. However, the dependence on phosphorus fraction is not strong (the ratio varies by 2% between GaAs and GaP) so that a constant value may be used in the equations with negligible effect on the calculated values. Next, the phosphorus content of a buffer layer is calculated from the relaxed lattice constant \(a_o\) of the layer by linear interpolation between the lattice constants for GaAs and GaP.

The final parameter of interest which may be extracted from the X-ray data is the degree of relaxation within the strained GaAs active layer of a sample. This quantity is generally expressed as a percentage of the fully strained state. The value which represents the fully strained state for an active layer is taken as the strain which would exist if the active layer possessed an in-plane lattice constant equivalent to that of the underlying GaAsP layer. In this manner, the percent
relaxation of an active layer is given by

$$\% R = (1 - \frac{\epsilon_{GaAs}}{\epsilon_{GaAs_{max}}})$$  \hspace{1cm} (5.4)

where

$$\epsilon_{GaAs_{max}} = \frac{\alpha_{GaAsP} - \alpha_{GaAs}}{\alpha_{GaAs}}$$  \hspace{1cm} (5.5)

5.2 Luminescence Spectra

A typical luminescence spectrum acquired from the non-thinned region of a strained layer GaAs/GaAs(1-x)Px photocathode is shown in Figure 5.2. The sample, #1 from Table 4.1, was at room temperature and the pump source was a CW HeNe laser (633 nm, .5 mW). The larger luminescence peak at approximately 710 nm is due to radiative recombination in the constant phosphorus fraction buffer layer. Recombination radiation from the 100 nm strained GaAs layer occurs near 847 nm and is approximately two orders of magnitude weaker than the buffer layer luminescence. By pumping with radiation of energy less than the buffer layer band gap, the luminescence from the buffer is suppressed. However, at such photon energies the GaAs substrate is effectively pumped and produces luminescence over the same wavelength range as the active layer. As described in Chapter 4, the substrate luminescence is hundreds of times more intense than that from the active layer and must be eliminated by removal of the substrate via chemical etching so samples may be pumped near band edge.

All of the strained layer GaAs/GaAs(1-x)Px samples were etched, as described in Section 4.3.1, in order to eliminate substrate luminescence. After etching, one
Figure 5.2: Typical room temperature luminescence spectrum from a strained GaAs/GaAs$_{(1-x)}$P$_x$ photocathode pumped at a wavelength of 633 nm. The spectrum is from the non-thinned region of sample #1.
sample (#2 from Table 4.1) showed an interference pattern superimposed upon the active layer luminescence spectrum. The interference pattern appears to be due to a multiple reflection within the thinned region of the sample. The fact that only one thinned sample showed such an interference pattern may be related to the miscut of the substrate. The photocathode sample which exhibited the interference pattern was grown on a (001) GaAs substrate with a 0° miscut, while the other strained layer samples were grown on substrates with an approximate 2° miscut. The presence of a miscut may possibly result in a growth surface which is not parallel to the original substrate and, upon etching, the front and back surfaces may not be parallel.

A room temperature luminescence spectrum from this thinned sample is shown in Figure 5.3. The pump source was 750 nm CW radiation. As seen in Figure 5.3, interference maxima appear at an interval of approximately 18.5 nm. The interference fringes can be used to estimate the thickness of the thinned region by

\[2n \cdot t = m\lambda_1 = (m + 1)\lambda_2 = \ldots .\]  

(5.6)

An index of refraction of \(n=3.55\) is calculated from the static dielectric constants for GaAs and GaP[59] as an average for the GaAsP(graded)/GaAsP(constant P)/GaAs structure. Using interference maxima at \(\lambda_1 = 850.5\) nm and \(\lambda_2 = 832\) nm, the thickness is found to be approximately \(t=5.4\) \(\mu\)m which is in good agreement with the nominal thickness of 5.1 \(\mu\)m for the buffer layers and active layer.

The presence of interference fringes implies that the DAG, which is applied to the substrate-side of the thinned region in order to prevent reflections, is not perfectly suppressing reflections. One can estimate the minimum reflectivity re-
Figure 5.3: Room temperature luminescence spectrum from active layer of sample #2 (etched region) showing interference fringes. Pump wavelength = 750 nm.
quired at the GaAs/DAG interface to produce interference fringes of the observed magnitude. Doing so, the minimum necessary reflectivity is found to be as small as 1%, which is an acceptable level.

Although substrate etching was necessary so that luminescence could be observed while pumping samples near band edge, there is some information which may be obtained from the luminescence spectra of non-thinned strained layer photocathodes. The luminescence spectrum shown in Figure 5.2 was obtained from a region of the sample which was not thinned by etching. It is comprised of two spectra obtained at different spectrometer grating positions with each spectrum requiring an acquisition time of only five seconds. Such short acquisition times are made possible by the use of the intensified diode array detector, described in Chapter 4, and are an attractive aspect of luminescence-based characterization techniques. Both the GaAs$_{(1-x)}$P$_x$ layer and strained GaAs layer luminescence peaks are used to characterize the photocathode samples.

5.2.1 Determination of Phosphorus Content in GaAs$_{(1-x)}$P$_x$

The physical and electrical properties of a III-V ternary alloy may be described functionally as a combination of the two III-V binary constituents. Often, the properties follow a simple linear relationship with the alloy mixture as described by Vergad's Law. The dependence on phosphorus fraction of the GaAs$_{(1-x)}$P$_x$ band gap has, however, been found to be slightly quadratic.[60]

$$E_g(x) = (1.424 + 1.15 \cdot x + 0.176 \cdot x^2) \text{ eV} \quad (5.7)$$

Here, $E_g(x)$ is the band gap energy for intrinsic GaAs$_{(1-x)}$P$_x$ at room temperature.
The luminescence spectrum for a direct band gap semiconductor is directly related to the band gap energy of the semiconductor. Doping level and temperature are factors which affect the explicit relationship between band gap and the luminescence peak maximum. However, by assuming a situation where doping level and temperature are constants, one expects the luminescence peak energy to depend on phosphorus content in the same manner as the band gap. The luminescence peak position for GaAs(1-x)P_x is, therefore, expected to follow

\[ E_{PL}(x) = E_{PL}(x = 0) + (1.15 \cdot x + 0.176 \cdot x^2) \text{eV} , \] (5.8)

where \( E_{PL}(x) \) is the observed luminescence peak energy from a GaAs(1-x)P_x layer.

Room temperature luminescence spectra from the GaAs(1-x)P_x layer of the seven GaAs/GaAs(1-x)P_x photocathode structures were recorded in order to verify the relationship between peak position and phosphorus content. All spectra were obtained while pumping with a CW HeNe laser (633 nm, .5 mW) and corrected for spectrometer/diode array response as described in Section 4.9.3. Peak positions for the spectra were determined by 'eye' and are estimated to be accurate to within 2 meV (approximately 1 nm). This data is shown in Figure 5.4 plotted against the phosphorus content of the layers as determined by X-ray diffraction. The solid line in Figure 5.4 represents a least squares fit of the relationship given by eq. (5.8) where the only free parameter is the GaAs (x=0) peak position. The good agreement between the fit and the data indicates that the phosphorus content of the buffer layer may be determined accurately using the observed luminescence peak position and the relationship given by Casey and Panish (eq. (5.8)).

Determination of the phosphorus content of the GaAs(1-x)P_x buffer layer by
Figure 5.4: Room temperature GaAsP buffer layer luminescence peak energy plotted against the phosphorus content as measured by X-ray diffraction. Solid line is a least squares fit of eq. (5.8) with $E_{PL}(x=0)$ as a free parameter.
luminescence techniques is extremely useful for wafer uniformity mapping. The luminescence measurements are non-destructive and peak positions may be recorded in real time when using the intensified diode array detector. Figure 5.5 shows two examples of phosphorus content mapping across a 2 in. photocathode wafer. Wafer A is that from which sample #3 was cut. The two circular areas seen are places where circular cathodes were cut from the wafer before mapping. The + symbols represent positions where a buffer layer luminescence spectrum was recorded, and the solid lines represent the approximate constant-phosphorus surfaces. Wafer B is shown as a comparison of phosphorus content uniformity. This MOCVD grown photocathode wafer was obtained from another vendor. It is clearly much less uniform than wafer A, exhibiting a variation in phosphorus content of over 8% (absolute) across its full surface. Such non-uniformity is undesirable because it affects the ability to predict photocathode material performance based on testing of a single sample cut from the material.

5.2.2 Determination of Epilayer Strain

The room temperature luminescence spectra obtained from the strained layer photocathode structures may be used to estimate the degree of biaxial compressive strain within a given GaAs active layer. The band gap of GaAs is affected by the biaxial compression associated with pseudomorphic growth on GaAs$_{(1-x)}$P$_x$. With the presence of strain, the band gap energy shifts in a well defined manner and is directly observed as an equivalent shift of the luminescence peak. An example of the magnitude of strain-induced luminescence peak shift is shown in Figure 5.6.
Figure 5.5: Examples of wafer mapping using luminescence measurements. Here, the phosphorus content of the GaAs$_{1-x}$P$_x$ layer is mapped.
Figure 5.6: Room temperature luminescence spectra from the active layers of (left to right) samples #1, #6 and #8. Pump wavelength = 750 nm.

This figure shows three room temperature luminescence spectra from samples of varying strains scaled to approximately equal intensity. The spectra were recorded while pumping with 750 nm CW radiation from the Ti:sapphire laser. The three spectra, as viewed from left to right, correspond to measurements taken from the thinned region of samples #1, #6 and #8, respectively. Each spectrum represents the sum of four separate acquisitions which correspond to the four possible pump beam/luminescence helicity combinations of $\sigma^+$/pump$/\sigma^-$/lum, $\sigma^+$/pump$/\sigma^-$, $\sigma^-$/pump$/\sigma^+$, and $\sigma^-$/pump$/\sigma^-$. The sum represents a luminescence spectra acquired with no polarization analysis while pumping with a non-polarized source.

Active layer luminescence spectra were recorded for all of the GaAs/GaAs$_{1-x}$P$_x$ photocathode samples. A luminescence spectrum from the active layer of the
GaAs/Al_{0.30}Ga_{0.70}As sample was also acquired in order to represent the situation of zero residual strain. These spectra were all empirically fit with curves of the form

\[ I(\lambda) = C_0 \exp\left(-0.5\left(\ln\left(\frac{C_1 - \lambda}{C_2}\right)/C_3\right)^2\right) , \quad (5.9) \]

where \(C_0-C_3\) are parameters of the fit. This curve is known as Log-Normal and was used because it provided a good fit to the luminescence line-shape. The spectrum from sample #2 (Figure 5.3) was not used because of the difficulty in determining the peak center in the presence of interference fringes. The luminescence peak positions (measured in eV) were then plotted against the residual strains in the active layers of the samples as measured by X-ray diffraction. The plot is shown in Figure 5.7 with a linear least squares fit to the data.

The radiative transitions comprising the luminescence spectra are expected to be predominantly (but not exclusively) to \(|\frac{3}{2}, \frac{3}{2}\rangle\) states. Recombination transitions to this band are favored by three to one over transitions to the \(|\frac{3}{2}, \frac{1}{2}\rangle\) valence band from selection rules alone, and Fermi statistics further favor transitions to the higher lying (in energy) \(|\frac{3}{2}, \frac{3}{2}\rangle\) valence band. It is therefore appropriate to compare the observed strain dependence of luminescence peak position with the expected strain dependence of the conduction band to \(|\frac{3}{2}, \frac{3}{2}\rangle\) valence band transition. The strain dependence of this transition is given by \(\Delta E = \delta_h + \delta_s/2\), where \(\delta_h\) and \(\delta_s\) are defined in eqs. (2.27) and (2.28). Using deformation potential values of \(a = -9.77\) eV and \(b = -1.7\) eV[25] and elastic stiffness constants of \(c_{11} = 11.88 \times 10^{11}\) dyn/cm\(^2\) and \(c_{12} = 5.38 \times 10^{11}\) dyn/cm\(^2\)[59], one predicts the strain dependence to be \(\Delta E = (-7.45\) eV)\(\epsilon_{\parallel}\), which is in reasonable agreement with the observed dependence.

Luminescence peaks from the GaAs active layers of the photocathode structures
Figure 5.7: GaAs active layer luminescence peak energy vs. in-plane strain ($\epsilon_{||}$) as measured by X-ray diffraction (strain values are actually negative). Pump wavelength = 750 nm. Solid line is a linear least squares fit to data.
may be observed without the special preparation procedure of substrate removal by etching (see Figure 5.2). However, in order to observe the active layer luminescence from a sample which has not been thinned, one must use a pump beam of short enough wavelength such that it will be absorbed within the GaAs(1-x)P_x layer, thus avoiding optical pumping of the substrate. As seen in Figure 5.2, under these pump conditions the active layer luminescence peak may lie on the non-flat tail of the GaAs(1-x)P_x layer luminescence, thereby complicating accurate determination of the peak position. Nevertheless, these luminescence spectra still provide a fairly accurate and reliable measurement of the residual strain within the active layer of a photocathode sample, and such measurements are routinely performed.

GaAs active layer luminescence measurements are also useful in predicting the performance of photocathode materials with respect to maximum electron spin polarization. Figure 5.8[61] shows the maximum observed photo-emitted electron spin polarization plotted against the strain-induced luminescence peak shift for several photocathode samples. All data points are representative of the Spire[31] GaAs/GaAs(1-x)P_x structure. The luminescence spectra were acquired at room temperature with a HeNe (633 nm) pump source, and the shift was measured relative to an expected zero-strain peak energy obtained from a plot similar to Figure 5.7. The luminescence measurement is well correlated with the obtainable electron spin polarization.
Figure 5.8: Maximum photo-emitted electron spin polarization plotted against the observed luminescence energy shift for several samples of strained GaAs on GaAs$_{(1-x)}$P$_x$. 
5.2.3 Line-Shape of Luminescence Spectra

The general line-shapes of the luminescence spectra shown in Figure 5.2, and more clearly in Figure 5.6, indicate significant deviation from the line-shape expected from the assumption of parabolic energy bands. The spectra exhibit low energy tails which are explained by exponential or gaussian tails on the valence and conduction band density of states (ρ(E)) which extend into the forbidden gap near k = 0.[62][63] These so called band tails are described by several models[64][65] as an effective smearing of the density of states due primarily to spatial fluctuations in the ionized impurity density. Consequently, within these models, the degree of band tailing is related to the doping level. The Kane model[65], for example, gives the density of states as

\[ \rho(E) = \left( \frac{m^*}{\pi \hbar^2} \right)^{3/2} \left( \frac{2\eta}{V} \right)^{1/2} \times \frac{1}{\pi^{1/2}} \int_{-\infty}^{\infty} (x - \zeta)^{1/2} \exp(-\zeta^2)d\zeta , \]  

(5.10)

where

\[ \eta = \left( \frac{\epsilon^2}{4\pi e_d} \right) [2\pi (N^+_d + N^-_d) L]^{1/2} . \]  

(5.11)

Here, m* is the effective mass, V is the unit cell volume, e is the electron charge, and L is the screening length. The density of states given by eq. (5.10) has the form ρ ∼ exp(−E^2/η^2) for energy less than band edge (E < 0) and approaches the parabolic band form of ρ ∼ E^1/2 for large energy. The dependence of the band tails on doping level is carried in η. In addition, the tails may exhibit a temperature dependence because the screening length will, in general, depend on temperature. For instance, the Debye (free carrier) screening length is given as

\[ L = \left( \frac{\epsilon_d k_B T}{\pi e^2} \right)^{1/2} \]  

(p is the hole density) which results in a T^1/4 dependence for η.
The presence of band tails will affect the absorption edge of each of the \( J = 3/2 \) valence bands, so that the transition from optical pumping of both bands to selective pumping of the \( J = 3/2, m_j = 3/2 \) valence band will be smeared in photon energy. In fact, the presence of tails may actually limit the electron spin polarization which may be obtained. Band tailing will therefore be considered when analyzing luminescence circular polarization data.

5.3 Circular Polarization of Active Layer Luminescence

As discussed in Chapter 3, the circular polarization of luminescence from an epitaxial layer of GaAs is related to the degree of spin polarization of the photo-excited conduction electrons and to the recombination radiation coupling factor. The expression for \( P_7 \) was given as \( P_7 = -P_e-(h\nu_{in})P_h(h\nu_{pi})R \), where \( R \) is assumed constant. From this expression, it is seen that the pump photon energy (wavelength) dependence and luminescence photon energy (wavelength) dependence of luminescence circular polarization are carried exclusively by \( P_e \) and \( P_h \) respectively, allowing for separate measurements of both \( P_e \) and \( P_h \).

5.3.1 Dependence on Luminescence Wavelength

Room temperature luminescence spectra from the nine photocathode samples were recorded for the purpose of measuring the wavelength dependence of the luminescence circular polarization. The spectra were obtained while pumping with the CW Ti:sapphire laser tuned to 750 nm. It was necessary to pump one of the samples with 780 nm radiation in order to achieve the necessary suppression of GaAs\(_{1-x}\)P\(_x\)
layer optical pumping relative to the strained GaAs layer. The pump power for all samples was approximately 3 mW. In order to measure luminescence circular polarization asymmetries, all four pump helicity/luminescence helicity combinations were recorded while the exposure and pump power were held constant. The circular polarization was then calculated as

\[ P_\gamma(\lambda) = -1 \cdot \frac{I^{++}(\lambda) + I^{--}(\lambda) - I^{+-}(\lambda) - I^{-+}(\lambda)}{I^{++}(\lambda) + I^{--}(\lambda) + I^{+-}(\lambda) + I^{-+}(\lambda)} \]  

Here, \( I(\lambda) \) is the intensity (or total counts) of the given spectrum at the wavelength \( \lambda \), and the superscript notations \((++, --, +-, -+)\) denote the four possible pump/luminescence helicity combinations. The sign of the polarization is made positive for ease of plotting by multiplication with \(-1\) as indicated in eq. (5.12). The resulting polarization curves for the samples are shown in Figures 5.9 through 5.17 with the corresponding luminescence spectra. The spectra shown here represent the sum over all four helicity combinations as described previously.

All of the circular polarization curves from strained layer photocathodes presented in Figures 5.9-5.17 show the expected behavior of polarization enhancement with increasing wavelength (decreasing photon energy) as discussed in Chapter 3, while the non-strained sample (\#8) does not show any enhancement. When compared with the X-ray measured strains of each sample, the family of circular polarization curves also reveals that the onset of polarization enhancement moves towards shorter wavelengths (larger photon energies) with increasing strain as expected from the strain-induced hydrostatic shift of the valence band edge. The data from sample \#9 does not follow this trend, though. This sample has a luminescence peak as well as an enhanced polarization at shorter wavelengths than
Figure 5.9: Room temperature luminescence spectrum and corresponding circular polarization of luminescence for sample #1. Pump wavelength = 750 nm.
Figure 5.10: Room temperature luminescence spectrum and corresponding circular polarization of luminescence for sample #2. Pump wavelength = 750 nm.
Figure 5.11: Room temperature luminescence spectrum and corresponding circular polarization of luminescence for sample #3. Pump wavelength = 750 nm.
Figure 5.12: Room temperature luminescence spectrum and corresponding circular polarization of luminescence for sample #4. Pump wavelength = 780 nm.
Figure 5.13: Room temperature luminescence spectrum and corresponding circular polarization of luminescence for sample #5. Pump wavelength = 750 nm.
Figure 5.14: Room temperature luminescence spectrum and corresponding circular polarization of luminescence for sample #6. Pump wavelength = 750 nm.
Figure 5.15: Room temperature luminescence spectrum and corresponding circular polarization of luminescence for sample #7. Pump wavelength = 750 nm.
Figure 5.16: Room temperature luminescence spectrum and corresponding circular polarization of luminescence for sample #8. Pump wavelength = 750 nm.
Figure 5.17: Room temperature luminescence spectrum and corresponding circular polarization of luminescence for sample #9. Pump wavelength = 750 nm.
expected from the degree of strain measured by X-ray diffraction. This point will be discussed in Appendix B.

Another interesting aspect of the circular polarization curves becomes evident when viewed with their corresponding luminescence spectra. As the degree of sample strain increases, so does the portion of the luminescence spectrum contributing to the enhanced level of circular polarization. For example, the highly strained sample #1 shows an approximate twofold enhancement in luminescence polarization over the range of 800 to 850 nm. The enhanced polarization is achieved near the luminescence intensity maximum. The less highly strained sample #6, on the other hand, only approaches such a degree of luminescence polarization enhancement in the long wavelength (low energy) tail of the luminescence spectrum. The relationship between the luminescence line-shape and the polarization for a given sample may be used as a measure of the degree of strain-induced splitting of the \( m_j = 3/2 \) and \( m_j = 1/2 \) valence bands. This correlation will be further developed and utilized in the following chapter to deconvolve the luminescence contributions of the two highest lying valence bands.

5.3.2 Dependence on Pump Wavelength

The dependence of luminescence circular polarization on the pump source wavelength was measured for each sample. Only a small portion of the luminescence spectrum from a given sample was observed and recorded during these measurements. The luminescence radiation passed through an optical band-pass filter of nominally 10 nm pass-width. This filter was used to reject the pump laser radiation
scattered from the sample surface in the direction of the spectrometer. Further rejection of the pump laser radiation was achieved by appropriate setting of the band-pass window which lies between the two spectrometers. Luminescence circular polarization measurements were then recorded for several pump wavelengths.

Figure 5.18 shows the luminescence spectra which were recorded for a typical polarization measurement under the condition of near-band-edge pump energy. The data were recorded for sample #1 while pumping with 845 nm radiation. This is within 5 nm of the longest pump wavelength used successfully with this sample. Furthermore, the approximate 22 nm separation between pump wavelength and luminescence wavelength is among the smallest that was used for all measurements. In Figure 5.18, the filtered luminescence is seen at 867 nm while the unwanted pump laser light is seen at wavelengths less than 841 nm. The laser wavelength is actually 845 nm and the apparent position and width of the laser line on the shown spectra are artifacts of the negative dispersion arrangement of the double spectrometer.

Because the luminescence polarization is not constant across the luminescence spectrum, measurement of the pump wavelength dependence on circular polarization required that the monitored luminescence wavelength range remain fixed for a given sample. It was necessary, however, to use two separate luminescence wavelength ranges for some samples in order to achieve measurements at all of the desired pump wavelengths. When this was necessary, polarization measurements at both luminescence wavelength positions were made for some pump wavelengths such that a scale factor between the two luminescence wavelength positions could
Figure 5.18: Example of spectra taken for a measurement of luminescence circular polarization as a function of pump wavelength. The spectra were recorded for sample #1 while pumping with 845 nm, and the spike-filtered luminescence is seen at 867 nm. The larger luminescence peak represents the sum of (pump/lum) $\sigma^+/\sigma^-$ and $\sigma^-/\sigma^+$ acquisitions, while the other represents the sum of $\sigma^+/\sigma^+$ and $\sigma^-/\sigma^-$ acquisitions.
be determined. The scale factors were determined by a least squares fit of the wavelength-overlapped data.

The data presented here have some systematic and statistical uncertainties. The leading source of uncertainty for most of the data is false asymmetries introduced by beam steering under rotation of the λ/4 retarders. These false asymmetries are believed (conservatively) to be smaller than 0.5% absolute. Some of the data taken at the longest pump wavelengths for a given sample have the smallest luminescence signals and statistical errors on the order of 1% absolute, but the majority of the data has negligible statistical uncertainty. False asymmetries may also be introduced by stray laser light contamination of the luminescence. Several attempts were made to measure any such false asymmetry with the result of no evidence for values significantly larger than the 0.5% quoted for false asymmetries due to steering.

The circular polarization for each of the samples is plotted against pump wavelength in Figures 5.19 through 5.27. The luminescence wavelength that the measured polarizations pertain to is indicated for each plot. Also plotted with the data are the luminescence wavelength dependent circular polarization curves which were shown in Figures 5.9-5.17. The wavelength scale of the plots corresponds to pump source wavelength for the discrete data points and to luminescence wavelength for the continuous curves. For each sample, the two polarization axes are scaled to provide the best visual fit. The good agreement observed between the wavelength dependence of each type of measurement is a confirmation of the expected equivalence of $P_e$ and $P_h$. It is also an indication that $R$ is independent of both pump
and luminescence photon energy.

The plot for sample #6 (Fig. 5.24) shows some apparent disagreement between the two types of measurement. Additional data was acquired to check for a possible error in the original data which might explain the apparent disagreement, but no such error was found. The measurements taken for pump wavelengths less than 820 nm and those taken for pump wavelengths longer than 860 nm both use a luminescence wavelength of 840 nm so that no scale factor is required. The time of polarization measurement in relation to sample history could possibly affect the final data. The data taken for pump wavelengths longer than 860 nm was acquired at a time after the sample had been cooled to ~ 12 K while the measurements for wavelengths less than 820 nm were taken prior to that time. It may be possible that the handling and cooling of the sample between the two sets of measurements had an effect which lowered the observed luminescence polarization slightly. However, this possibility is not confirmed in any conclusive way.

5.4 Comparison of Luminescence Circular Polarization with Photo-Emitted Electron Spin Polarization

The photocathode materials used in this study were also used in photo-emission experiments to measure electron spin polarization directly. The photo-emission experiments are part of the SLAC/Wisconsin photocathode research and development program. The photocathodes were activated and operated in the PEGGY II Polarized Electron Gun and the photo-emitted electron spin polarization was analyzed with a calibrated Mott polarimeter. The details of the PEGGY II system
Figure 5.19: Room temperature pump wavelength dependence of luminescence circular polarization for sample #1 shown with the luminescence wavelength dependent polarization curve from Figure 5.9.
Figure 5.20: Room temperature pump wavelength dependence of luminescence circular polarization for sample #2 shown with the luminescence wavelength dependent polarization curve from Figure 5.10.
Figure 5.21: Room temperature pump wavelength dependence of luminescence circular polarization for sample #3 shown with the luminescence wavelength dependent polarization curve from Figure 5.11.
Figure 5.22: Room temperature pump wavelength dependence of luminescence circular polarization for sample #4 shown with the luminescence wavelength dependent polarization curve from Figure 5.12.
Figure 5.23: Room temperature pump wavelength dependence of luminescence circular polarization for sample #5 shown with the luminescence wavelength dependent polarization curve from Figure 5.13.
Figure 5.24: Room temperature pump wavelength dependence of luminescence circular polarization for sample #6 shown with the luminescence wavelength dependent polarization curve from Figure 5.14.
Figure 5.25: Room temperature pump wavelength dependence of luminescence circular polarization for sample #7 shown with the luminescence wavelength dependent polarization curve from Figure 5.15.
Figure 5.26: Room temperature pump wavelength dependence of luminescence circular polarization for sample #8 shown with the luminescence wavelength dependent polarization curve from Figure 5.16.
Figure 5.27: Room temperature pump wavelength dependence of luminescence circular polarization for sample #9 shown with the luminescence wavelength dependent polarization curve from Figure 5.17.
are described elsewhere [66].

Spin polarization measurements obtained with the PEGGY II system were available for samples #1 through #8. It should be noted that these measurements were performed independently of the present study. In some cases the measurements were performed on the actual samples used in this photoluminescence study, while in other cases the measurements were performed on separate samples cut from the same photocathode wafers. The spin polarization measurements are estimated to have a systematic uncertainty of approximately 5% relative.

Some concern existed regarding the accuracy of the wavelength scale for the pump laser used with the PEGGY II system. The data from individual samples, when compared with luminescence data and spin polarization data from a second polarimeter system at SLAC [67], was found to be consistent with an offset in wavelength of approximately 10 nm. Therefore, the spin polarization data is presented with a positive 10 nm offset added to the wavelength scale.

Figures 5.28 through 5.35 show the electron spin polarization data plotted with the corresponding luminescence circular polarization data. The spin polarization and luminescence polarization axes are scaled to provide a minimum (rms) deviation over common wavelength data points in the region of pump wavelengths indicated by vertical dashed lines. A horizontal dashed line on each of the plots indicates the approximate maximum luminescence circular polarization levels. These levels are taken from Figures 5.19 through 5.27. Figures 5.28, 5.29 and 5.31 show that the maximum scaled luminescence polarization is consistent with a 100% maximum spin polarization value \( P_e \text{ (scaled)} \geq 97.5\% \). Also observed in Figures 5.28,
Figure 5.28: Pump wavelength dependent electron spin polarization (from photo-emission) and luminescence circular polarization for sample #1 at room temperature.
Figure 5.29: Pump wavelength dependent electron spin polarization (from photo-emission) and luminescence circular polarization for sample #2 at room temperature.
Figure 5.30: Pump wavelength dependent electron spin polarization (from photo-emission) and luminescence circular polarization for sample #3 at room temperature.
Figure 5.31: Pump wavelength dependent electron spin polarization (from photo-emission) and luminescence circular polarization for sample #4 at room temperature.
Figure 5.32: Pump wavelength dependent electron spin polarization (from photo-emission) and luminescence circular polarization for sample #5 at room temperature.
Figure 5.33: Pump wavelength dependent electron spin polarization (from photo-emission) and luminescence circular polarization for sample #6 at room temperature.
Figure 5.34: Pump wavelength dependent electron spin polarization (from photo-emission) and luminescence circular polarization for sample #7 at room temperature.
Figure 5.35: Pump wavelength dependent electron spin polarization (from photo-emission) and luminescence circular polarization for sample #8 at room temperature.
5.29 and 5.31 is that the 'knee' where the polarization is seen to begin increasing strongly with increasing wavelength is typically in the vicinity of 50% electron spin polarization, such that there is a twofold polarization enhancement from the 'knee' to the maximum level. The same twofold enhancement in luminescence circular polarization is seen for samples #3 and #5 in Figures 5.30 and 5.32. In these figures though, the maximum luminescence polarization is consistent with an electron spin polarization of only approximately 94-95%. It is argued that, for these samples, the twofold increase in luminescence polarization from the 'knee' to the maximum is an indication that the maximum electron spin polarization at the time of the optical transition does reach 100%, and the less than 100% (scaled) value observed is an indication of a spin depolarization factor associated with the electron photo-emission process for these samples. On the other hand, the data for samples #6 and #7 shown in Figures 5.33 and 5.34 do not show a twofold enhancement in luminescence circular polarization from the 'knee' to the maximum. This is interpreted as an indication that the electron spin polarization at the time of the optical transition never reaches the level of 100% because the situation of purely selective optical pumping from only the $|\frac{3}{2}, \frac{3}{2}\rangle$ valence band is never reached. Rather, some level of optical transitions from the $|\frac{3}{2}, \frac{1}{2}\rangle$ valence band persist at even the longest pump wavelengths. The final figure, Fig. 5.35, shows data for the non-strained GaAs sample. Because of the limited number of data points for this sample, the scaling of luminescence polarization to electron spin polarization was simply chosen to provide a reasonable visual fit. It is seen in Figure 5.35 that the maximum luminescence circular polarization corresponds
roughly to the maximum expected electron spin polarization of 50%.

5.5 Luminescence Measurements at Low Temperatures

In addition to the room temperature data, luminescence measurements were made at \( \approx 78 \) K for all of the samples used in this study. This data was acquired primarily to investigate the possibility of a temperature dependence on luminescence circular polarization for the various samples. Some of the samples were also cooled to \( \approx 12 \) K with liquid He to further investigate any possible temperature dependent effects. As discussed in Section 4.4, the measured temperature with the liquid He filled dewar is expressed as \( T \approx 12 \) K for all samples, even though the temperature varied from \( \approx 8 \) to \( \approx 13 \) K over the set of samples.

The luminescence spectra for all samples will shift to shorter wavelengths (larger energy) upon cooling. This is due to the temperature dependence of the band gap for GaAs given by [68]

\[
E_g(T) = E_g(0) - \frac{5.405 \times 10^{-4} T^2}{204 + T},
\]

where temperature \( T \) is expressed in Kelvin. From eq. (5.13), a shift in band gap of 83.5 meV is expected for the GaAs samples upon cooling from room temperature (\( \approx 297 \) K) to \( \approx 78 \) K. It is observed as a shift of the luminescence peak position and the wavelength where strain enhancement of luminescence circular polarization occurs. Similarly, upon cooling to \( \approx 12 \) K, a shift of 94.8 meV is expected. Another expected temperature dependent effect is the narrowing of the luminescence spectra at low temperatures. This is due to both a somewhat decreased
level of band tailing and a smaller $k_B T$ spread in the Fermi-statistical distribution. Finally, a smaller degree of band tailing and reduced $k_B T$ spread at low temperatures is expected to result in a more rapid enhancement in luminescence circular polarization as the pump photon energy is decreased and transitions from the $|\frac{3}{2}, \frac{1}{2}\rangle$ valence band are suppressed. In fact, this may also result in a higher obtainable degree of electron spin polarization in the less strained samples due to a larger obtainable ratio of transitions from the $|\frac{3}{2}, \frac{3}{2}\rangle$ valence band to those from the $|\frac{3}{2}, \frac{1}{2}\rangle$ valence band.

Using luminescence peak positions from spectra recorded at $\approx 78$ K and those found at room temperature, a peak shift of $69.1 \pm 3.9$ meV was observed for the samples. The value given is an average over the samples and the uncertainty is the standard deviation over the samples. The peak shift observed upon cooling to $\approx 12$ K was $72.6 \pm 2.7$ meV. These shifts are smaller than the band gap shifts expected from eq. (5.13), but this is not surprising if one considers the temperature dependence of the relationship between band gap energy and luminescence peak energy. The luminescence peak position relative to the band gap minimum is related to the band tailing present and the Fermi-statistical distributions within the conduction and valence bands. At room temperature, the distributions are broader than at low temperature, resulting in a wider luminescence spectrum and a peak energy further from band edge. A more accurate correspondence between the luminescence spectrum and the temperature dependent band gap is found if one measures the luminescence position from an extrapolation of the low energy side of the spectrum. [69]
5.5.1 Measurements at 78 K

Luminescence circular polarization measurements were made at 78 K for all of the samples used in this study. The method of measurement was the same as described for room temperature measurements. Figure 5.36 shows the luminescence spectrum and corresponding luminescence wavelength dependent polarization curve for sample #4 at 78 K. The room temperature luminescence spectrum and polarization curve are also shown in Figure 5.36 for comparison. As expected, the 78 K luminescence spectrum is narrower than the room temperature spectrum. In Figure 5.36, an approximate twofold enhancement in luminescence circular polarization is seen over the wavelength range of 795 to 825 nm for the 78 K curve, while the twofold enhancement for the room temperature curve occurs over the wavelength range of 820 to 880 nm. Thus, the expected shift and sharpening of the luminescence circular polarization curve at lower temperature are both observed.

Samples with strains larger than that of sample #4 did not show 78 K luminescence polarization curves with the structure (twofold enhancement) seen in Figure 5.36, while those possessing a lesser degree of strain did show similar structure. This is believed to be due simply to some level of contamination in the luminescence spectrum from either scattered laser light or luminescence from other structures within the sample. The highly strained samples are expected to show the luminescence polarization structure further into the high energy tails of the luminescence spectrum where the luminescence intensity is low, and small levels of contamination may have a large effect on the measured polarization.

Figures 5.37 through 5.45 show luminescence circular polarization measured as
Figure 5.36: Luminescence spectrum and corresponding circular polarization of luminescence for sample #4 at 78 K and 297 K. Pump wavelength = 750 nm (78 K), 780 nm (297 K).
a function of pump wavelength. These measurements were performed in the same manner as the room temperature measurements. It was necessary to utilize more than one luminescence wavelength for only two samples (\#6 and \#7) in obtaining data for all pump wavelengths. For each of these two samples, a scale factor for polarization at each luminescence wavelength was estimated from the luminescence wavelength dependent circular polarization curve.

The data shown in Figures 5.37 through 5.45 may be compared with the room temperature data from Figures 5.19 through 5.27 in order to investigate any possible change with temperature in the luminescence circular polarization magnitude for a given sample. Equation (3.31) gave the relationship for the luminescence circular polarization as

\[ P_\gamma = -P_e - (h \nu_n) P_h (h \nu_n) R. \]

Room temperature and 78 K luminescence circular polarization data are compared at pump wavelengths (energies) corresponding to the lower polarization plateau (\(P_{e-}\)) and luminescence wavelengths corresponding to the maximum recombination radiation coupling factor (\(P_h = P_{h}^{\max}\)) for the particular sample and temperature. In this way, the room temperature and 78 K polarization values being compared may be expressed as

\[ P_\gamma(T) = P_{e-}^{\text{plateau}} P_{h}^{\max}(T) R(T). \quad (5.14) \]

The electron polarization in the plateau region is assumed to be approximately 50% and independent of temperature, while \(P_{h}^{\max}\) and \(R\) may depend on temperature. The 78 K data was recorded nominally at the luminescence wavelength where \(P_{h}^{\max}\) occurred for each of the strained layer samples. The room temperature data for some samples, on the other hand, was recorded at luminescence wavelengths corresponding to a recombination radiation coupling factor less than the maxi-
Figure 5.37: Pump wavelength dependence of luminescence circular polarization for sample #1 at 78 K.
Figure 5.38: Pump wavelength dependence of luminescence circular polarization for sample #2 at 78 K.
Figure 5.39: Pump wavelength dependence of luminescence circular polarization for sample #3 at 78 K.
Figure 5.40: Pump wavelength dependence of luminescence circular polarization for sample #4 at 78 K.
Figure 5.41: Pump wavelength dependence of luminescence circular polarization for sample #5 at 78 K.
Figure 5.42: Pump wavelength dependence of luminescence circular polarization for sample #6 at 78 K.
Figure 5.43: Pump wavelength dependence of luminescence circular polarization for sample #7 at 78 K.
Figure 5.44: Pump wavelength dependence of luminescence circular polarization for sample #8 at 78 K.
Figure 5.45: Pump wavelength dependence of luminescence circular polarization for sample #9 at 78 K.
mum observed value. This is because the luminescence wavelength corresponding to the maximum recombination radiation coupling factor was in a region of the spectrum where the intensity was too low for practical use. For those cases, the polarization data is scaled by an appropriate factor which is obtained from the sample's luminescence wavelength dependent polarization curve. For example, the room temperature luminescence circular polarization data for sample #6 shown in Figure 5.24 is representative of measurements taken at a luminescence wavelength of 840 nm while maximum polarization occurs at ≈890 nm. This data must therefore be scaled by a factor of \( P_T(\lambda_{\text{Lum}} = 890\text{nm})/P_T(\lambda_{\text{Lum}} = 840\text{nm}) \), where the values of \( P_T \) are obtained from the luminescence circular polarization curve given in Figure 5.14.

Table 5.2 lists 78 K and room temperature luminescence circular polarization values for comparison. Values are representative of the indicated pump wavelength and the maximum recombination radiation coupling factor for the given sample and temperature. For each of the strained samples, the 78 K polarization value chosen for the table was the largest recorded value in the plateau region. The room temperature values were then chosen to correspond to a pump wavelength 35-40 nm longer than the pump wavelength of the 78 K data used. The 35-40 nm wavelength difference accounts for the temperature dependent band gap shrinkage. Tables 4.1 and 5.1 may be referred to for nominal sample parameters and X-ray measured lattice parameters, respectively. Table 5.2 shows that the non-strained GaAs sample (#8) exhibits virtually no change in luminescence circular polarization between the two temperatures. Six of the eight strained layer samples
Table 5.2: Comparison of room temperature circular polarization with that at 78 K. Values are representative of pump wavelengths within the $P_{297 K}$ - $\approx 50\%$ polarization plateau and luminescence wavelengths corresponding to the maximum recombination radiation coupling factor.

also exhibit either no change or a small decrease in polarization when the sample is cooled to 78 K. However, the two strained layer samples with the lowest level of lattice strain (#6 and #7) show an increase in polarization upon cooling to 78 K. These results are consistent with a situation where, upon cooling to 78 K, there is little or no change in the spin relaxation factor $R$, but there is an increase in the maximum recombination radiation coupling factor $P_{h}^{max}$ for those samples which had $P_{h}^{max} < 1$ at room temperature.

Several of the 78 K plots from Figures 5.37 - 5.45 show a region where the luminescence circular polarization actually decreases, with increasing pump wave-
length, before ultimately exhibiting the characteristic enhancement due to strain. This actually complicates the luminescence polarization comparison somewhat and may explain why some of the samples show a decrease in polarization as large as 20% (relative) upon cooling to 78 K. These apparent decreases may not be real but related to the 'dip' and the fact that there was, unfortunately, no data recorded at pump wavelengths fully outside of the 'dip' region for some samples.

5.5.2 Measurements at 12 K

In addition to 78 K measurements, the pump wavelength dependence of luminescence circular polarization was measured at ≈12 K for several of the samples. The data is shown in Figures 5.46 through 5.51 and may be compared with room temperature data as was the 78 K data. Again, no significant change in the luminescence circular polarization relaxation factors is observed.

It is observed that the small 'dip' in polarization noticed in the 78 K data is more pronounced in the 12 K data. In fact, the 'dip' is so severe for samples #6 and #9 that the polarization decreases to almost zero with no overall polarization enhancement seen. We believe that this phenomenon seen in the 78 K and 12 K data may be explained by transitions involving the impurity levels becoming increasingly predominant at lower temperature. It was shown in Chapter 3 (eq. (3.3)) that the ratio of absorption probability to emission probability is given by

\[ \frac{A}{A'} (e^{\frac{hv}{kT}} - 1) \]

for a band to band transition. Transitions to or from acceptor impurity states were not considered. When one calculates transition probabilities for the acceptor states it is found that the ratio of absorption to emission probability
Figure 5.46: Pump wavelength dependence of luminescence circular polarization for sample #1 at ≈12 K.
Figure 5.47: Pump wavelength dependence of luminescence circular polarization for sample #3 at ≈12 K.
Figure 5.48: Pump wavelength dependence of luminescence circular polarization for sample #5 at \( \approx 12 \) K.
Figure 5.49: Pump wavelength dependence of luminescence circular polarization for sample #6 at \( \approx 12 \) K.
Figure 5.50: Pump wavelength dependence of luminescence circular polarization for sample #8 at ≈12 K.
Figure 5.51: Pump wavelength dependence of luminescence circular polarization for sample #9 at ≈12 K.
is not given by the same relation, but rather by

\[
\frac{\langle dP_{A(1/2)}/dE \rangle_{\text{absorb}}}{\langle dP_{A(1/2)}/dE \rangle_{\text{emit}}} = \frac{A'}{A} \left[ e^{\nu/kT} (1 + 2e^{(E_{1/2} - E_F)/kT} + e^{(E_{1/2} - E_F)/kT}) - 1 \right] \quad (5.15)
\]

and

\[
\frac{\langle dP_{A(3/2)}/dE \rangle_{\text{absorb}}}{\langle dP_{A(3/2)}/dE \rangle_{\text{emit}}} = \frac{A'}{A} \left[ e^{\nu/kT} (1 + 2e^{(E_{3/2} - E_F)/kT} + e^{(E_{3/2} - E_F)/kT}) - 1 \right] . \quad (5.16)
\]

The acceptor states have the same symmetry as the valence states at \( T \), and in the uniaxially strained crystal, the \( J = 3/2 \) acceptor states are split under the lattice strain in the same manner as the valence states.[70] Equations (5.15) and (5.16) correspond to transitions involving the strain-split \( m_j = 1/2 \) and \( m_j = 3/2 \) acceptor states, respectively. These results differ from eq. (3.3) because the distribution function for the monovalent acceptor states differs from the standard Fermi-Dirac distribution function due to the intrinsic interdependence of the various acceptor states.[71]

Equations (5.15) and (5.16) indicate that for a specific photon energy, the spin polarization associated with excitation from the impurity levels is not necessarily equivalent to the coupling factor associated with recombination to the impurity levels. Furthermore, the difference is expected to be temperature dependent because of the presence of the temperature dependent \( E_F \) in the equations. Qualitatively, the 'dip' observed in the low temperature circular polarization data can be explained as an increased level of transitions from the \( m_j = 1/2 \) impurity states relative to transitions from the valence bands, while the recombination process does not exhibit such an increase of transitions involving the \( m_j = 1/2 \) impurity states.
Chapter 6

Analysis and Conclusions

The data presented in Chapter 5 provide much information regarding spin polarization and luminescence circular polarization in uniaxially strained GaAs. First, when luminescence circular polarization data from strained layer samples were compared with electron spin polarization data (photo-emission), several samples showed that the maximum luminescence circular polarization corresponded to an electron spin polarization of \( \approx 100\% \). Also, for the six most highly strained samples, luminescence circular polarization data showed an approximate twofold enhancement in polarization from wavelengths in the lower polarization plateau to wavelengths where the polarization reached a maximum. Finally, room temperature data presented in Figures 5.19 through 5.27 showed that the recombination radiation coupling factor \( P_h \) and electron spin polarization factor \( P_e \) are equivalent as expected and that the spin relaxation factor \( R \) is independent of pump and luminescence photon energy. Otherwise, one would not expect equivalence (with an appropriate scale factor) of the pump/luminescence wavelength dependent polarizations.

In Chapter 3, an estimate was made of the effect of nonzero \( \vec{k} \) on the spin polarization obtainable by optical pumping. The calculation was performed for
photon energies measured relative to the bandgap and parameterized by the strain-induced valence band splitting $\delta_s$ so that the results could be generalized to any degree of lattice strain. For transitions from the $m_j = 3/2$ valence band, the expected spin polarization was only found to be reduced from 100% to 95% as the photon energy was increased from the $m_j = 3/2$ gap minimum to the $m_j = 1/2$ gap minimum. With this calculation, the assumption that over at least some portion of the luminescence spectrum the respective $m_j = 3/2$ and $m_j = 1/2$ coupling factors are $-100\%$ and $+100\%$ appears to be a reasonable approximation. Unfortunately though, this calculation was made for parabolic bands with no doping-induced (or otherwise) band tailing. The samples used in the study have significant band tails due to the high level of p-type doping and this complicates any calculation involving the valence band wave functions near band edge. Still, the hypothesis of ±100% coupling factors may be made and tested (for consistency) with the data.

Considering the observations regarding the luminescence circular polarization data and the calculated estimate of the effect of non-zero $\vec{k}$ on spin polarization, we formulate the following model for electron spin polarization in the strained layer GaAs photocathodes.

- $P_{e-} = P_h = -100\%$ and $+100\%$ for transitions involving the $|3/2, 3/2\rangle$ and $|3/2, 1/2\rangle$ valence bands, respectively. This is assumed valid for photon energies within the observed luminescence spectrum.

- The spin relaxation factor $R$ for a given sample is independent of photon energy.

- For those samples with relatively low levels of lattice strain, maximum lumi-
nescence circular polarization values (at the longest pump/lum. wavelengths) less than \( R \times 100\% \) are the result of incomplete suppression of transitions to/from the \( m_J = 1/2 \) valence band. This is a direct result of the band tailing present in the samples.

- For increasing luminescence/pump photon energies, the circular polarization level moves toward a value corresponding to \( P_{\pm} = P_\lambda = 50\% \) for two distinct reasons. First, with increasing pump/luminescence photon energy, there is an increasing level of transitions involving the \( |\frac{3}{2}, \frac{3}{2}\rangle \) band relative to the \( |\frac{3}{2}, \frac{1}{2}\rangle \) valence band. The transition ratio tends toward 1:3 as determined solely by the Clebsch-Gordon coefficients involved in the dipole transitions. Second, \( P_{\pm} \) and \( P_\lambda \) must, for sufficiently large photon energy, tend towards 50% for each of the valence bands because the strain induced effects on band structure are no longer dominant over the \( \vec{k} \) effects. The former reason is assumed to be dominant in the luminescence spectrum energy range.

Working within the framework of this model, the luminescence and X-ray data presented in Chapter 5 may be further analyzed. Analysis includes deconvolution of the luminescence contributions from the two \( J = 3/2 \) valence bands and subsequent determination of the deformation potentials \( a \) and \( b \) for GaAs. A value of the deformation potential \( d \) may also be determined with linearly polarized luminescence asymmetry measurements, as described in Appendix C. Finally, spin relaxation factors \( R \) are determined for each sample and compared for the purpose of identifying the nature of the spin relaxation in the luminescence data.
6.1 Deconvolution of Luminescence Spectra

The expression for luminescence circular polarization from a strained layer GaAs sample was given in eq. (3.31). It becomes simplified under the condition of a fixed pump photon energy \( h\nu_0 \) as

\[
P_\gamma(h\nu_{\text{lum}}) = SP_h(h\nu_{\text{lum}})
\]

where \( S \) is a constant equal to the product \( P_e(h\nu_0)R \). \( P_h \) in eq. (6.1) is the average of the contributing recombination radiation coupling factors for each of the \( J = 3/2 \) valence bands. By assigning fixed values of +1 and −1 to the individual coupling factors associated with the \( m_j = 3/2 \) and \( m_j = 1/2 \) valence bands, the averaged coupling factor is expressed as

\[
P_h(h\nu_{\text{lum}}) = \frac{(+1)I^{(1)}(h\nu_{\text{lum}}) + (-1)I^{(2)}(h\nu_{\text{lum}})}{I^{(1)}(h\nu_{\text{lum}}) + I^{(2)}(h\nu_{\text{lum}})}
\]

Here, \( I^{(1)} \) and \( I^{(2)} \) are the luminescence intensities related to the \( |\frac{3}{2}, \frac{1}{2}\rangle \) and \( |\frac{3}{2}, \frac{1}{2}\rangle \) valence bands, respectively. It is important to note that the +1/−1 assignments take into account the sign convention in eq. (5.12) chosen for plotting purposes.

The luminescence spectrum may also be expressed in terms of the intensities associated with each valence band.

\[
I_{\text{lum}}(h\nu_{\text{lum}}) = I^{(1)}(h\nu_{\text{lum}}) + I^{(2)}(h\nu_{\text{lum}})
\]

Equations (6.1) through (6.3) can be combined to form equations for the bandspecific intensities \( I^{(1)} \) and \( I^{(2)} \). Doing so, one obtains

\[
I^{(1)}(h\nu_{\text{lum}}) = \frac{I_{\text{lum}}(h\nu_{\text{lum}})}{2} \left( 1 + \frac{P_\gamma(h\nu_{\text{lum}})}{S} \right)
\]
Table 6.1: List of the choice of $S$ for various samples. $S$ is used in eqs. (6.4) and (6.5) for luminescence spectra deconvolution.

<table>
<thead>
<tr>
<th>Sample #</th>
<th>$S$</th>
<th>Comment</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>.265 ±.005</td>
<td>Used $P_T^{max}$</td>
</tr>
<tr>
<td>2</td>
<td>.270 ±.005</td>
<td>Used $P_T^{max}$</td>
</tr>
<tr>
<td>3</td>
<td>.290 ±.005</td>
<td>Used $P_T^{max}$</td>
</tr>
<tr>
<td>4</td>
<td>.315 ±.005</td>
<td>Used $P_T^{max}$</td>
</tr>
<tr>
<td>5</td>
<td>.290 ±.005</td>
<td>Used $P_T^{max}$</td>
</tr>
<tr>
<td>6</td>
<td>.320 ±.010</td>
<td>Used $2 \times P_T(h\nu \sim 820 \text{ nm})$</td>
</tr>
<tr>
<td>7</td>
<td>.345 ±.010</td>
<td>Used $2 \times P_T(h\nu \sim 830 \text{ nm})$</td>
</tr>
</tbody>
</table>

These two equations may be used to deconvolve the room temperature luminescence spectra obtained for the strained layer GaAs samples into separate spectra for transitions to each of the $J = 3/2$ valence bands. The only parameter is the value of $S$ for a given sample's luminescence circular polarization curve. For luminescence circular polarization curves which show a full twofold enhancement in polarization, $S$ is taken simply as the maximum polarization value reached. For curves which do not show a full twofold enhancement in polarization, $S$ is chosen as twice the polarization level observed in the plateau region where $P_h$ is believed to correspond to approximately 50%.

Room temperature luminescence spectra from the eight strained layer GaAs samples were deconvolved using eqs. (6.4) and (6.5). The spectra and correspond-
Figure 6.1: Deconvolved luminescence spectra from the two $J = 3/2$ valence bands for sample #1 at room temperature.
Figure 6.2: Deconvolved luminescence spectra from the two $J = 3/2$ valence bands for sample #7 at room temperature.
ing circular polarization curves used were those shown in Figures 5.9 through 5.17 (excluding those for sample #8). Table 6.1 lists the values for $S$ used in the calculations and comments on the method of choice for $S$. Figures 6.1 and 6.2 show deconvolved spectra for the most highly strained sample #1 and the least strained sample #7, respectively. It is clear that for each of these extremes the deconvolution provides line-shapes for the individual spectra which are similar to each other and to the general line-shape of the non-strained GaAs sample (#8) shown in Figure 5.16. The deconvolved luminescence spectra for each sample are fit with Log-Normal curves in order to determine the peak positions. However, no attempt was made to assign peak positions to the deconvolved spectra for sample #2 because of the interference pattern present in the luminescence spectrum.

6.2 Calculation of Deformation Potentials for GaAs

6.2.1 Deformation Potential $b$

The peak positions of the deconvolved luminescence spectra from the previous section may be used to determine the deformation potential related to the valence band splitting under a biaxial compressive strain. Using the Gamma point energies of the strain split $J = 3/2$ valence bands given in Chapter 2, the energy splitting of the bands is

$$E_{3/2,3/2} - E_{3/2,1/2} = -\delta_s (1 + \frac{\delta_s}{2\Delta}), \quad (6.6)$$

where $\delta_s$ was given in eq. (2.28) as

$$\delta_s = -2b \frac{c_{11} + c_{12}}{c_{11}} \varepsilon_{xx}. \quad (6.7)$$
Figure 6.3: Measured $|\frac{3}{2}, \frac{1}{2}| - |\frac{5}{2}, \frac{3}{2}|$ luminescence peak splitting plotted against biaxial compressive strain for six of the GaAs/GaAs$_{1-x}$P$_x$ samples. The solid line is a weighted least squares fit of eq. (6.6) to the data.

Figure 6.3 shows a plot of the measured splitting of the deconvolved luminescence spectra vs. the in-plane lattice strain as measured by X-ray diffraction. There are data points for six of the seven GaAs/GaAs$_{1-x}$P$_x$ photocathode samples. Sample #2 was not used because of the interference pattern superimposed on the luminescence spectrum. The data is plotted with an uncertainty in lattice strain of $\pm 7 \times 10^{-5}$ which is due to an estimated uncertainty in (004) X-ray diffraction curve splitting of $\pm 0.005^\circ$ in 2θ. The uncertainty in luminescence peak splitting is calculated as the sum of the estimated $\pm 1.4$ meV uncertainty (random) in luminescence peak energy difference and the observed sensitivity in splitting energy (systematic) to choice of $S$. The solid line (and equation) shown in Figure 6.3 is a least squares...
The value of $\Delta$ was taken as 340 meV[59] for the purpose of determining the fit. Keeping in mind that the strains plotted in Figure 6.3 are actually negative, we find a value of $(7.620 \text{ eV})\varepsilon_{xx}$ for $\delta_s$. Using values of $c_{11} = 11.88 \times 10^{11} \text{ dyn/cm}^2$, and $c_{12} = 5.38 \times 10^{11} \text{ dyn/cm}^2[59]$ and solving eq. (6.6), we find a value for the GaAs deformation potential of $\delta = -2.000 \pm 0.05 \text{ eV}$. This is in excellent agreement with published values for $\delta$ obtained from room temperature measurements.[72] Table 6.3 may be referred to for a summary of several published values.

6.2.2 Deformation Potential $\alpha$

The hydrostatic deformation potential for GaAs may also be determined from the deconvolved luminescence spectra. The Gamma point band gap energies associated with the two $J = 3/2$ valence bands are averaged as

$$E_c - \left( \frac{E_{3/2,3/2} + E_{3/2,1/2}}{2} \right) = E_g(\varepsilon = 0) + \delta_h - \frac{\delta_s^2}{4}\Delta,$$  

(6.8)

where $E_g(\varepsilon = 0)$ is the zero-strain band gap energy. The hydrostatic term was given in eq. (2.27) as

$$\delta_h = 2a \frac{c_{11} - c_{12}}{c_{11}} \varepsilon_{xx} .$$

(6.9)

The strain dependence of the averaged $J = 3/2$ luminescence peak energy is plotted in Figure 6.4. The same six strained GaAs samples used in Figure 6.3 are used here. The peak position for the non-strained sample #8 is also used in this plot as the zero-strain data point. Also shown in Figure 6.4, is a least squares fit to the data which uses an equation of the form of eq. (6.8) and incorporates the
Figure 6.4: Measured \(|\frac{3}{2}, \frac{3}{2}\rangle - |\frac{3}{2}, \frac{1}{2}\rangle\) average luminescence peak energy plotted against biaxial compressive strain for six of the GaAs/GaAs\(_{(1-x)}\)P\(_x\) samples and the non-strained GaAs sample. The solid line is a weighted least squares fit of eq. (6.8) to the data.
value of $\delta_s$ obtained from the plot in Figure 6.3. Using the value for $\delta_s$ from the fit (remembering once again that the plotted lattice strains are actually negative) and solving equation (6.9), we find a value for the hydrostatic deformation potential of $a = -10.16 \pm 0.21$ eV. Here, the uncertainty is determined by the least squares fit. This is in good agreement with the published value of $a = -9.77 \pm 0.08$ eV.[25]

6.2.3 Deformation Potential $d$

Appendix C discusses the presence of in-plane shear strains in the strained layer photocathodes and the linearly polarized luminescence asymmetry which results from such a shear. Measurements of the in-plane shear and linearly polarized luminescence asymmetry are also provided. These measurements may be used in eq. (C.6) to calculate a value for the shear deformation potential $d$. The maximum asymmetry for a sample is taken as the magnitude of the $\sin 2\phi$ fit to the linearly polarized luminescence asymmetry data. The uncertainty in this value is estimated to be $\pm 5 \times 10^{-3}$ (absolute) based upon measurements from all eight etched samples. The valence band energy splittings needed for $\delta_1$ and $\delta_2$ in eqs. (C.7) and (C.8) are $E_{3/2,3/2} - E_{3/2,1/2} = -\delta_s - \delta_s^2/2\Delta$ and $E_{3/2,3/2} - E_{1/2,1/2} = \Delta - \delta_s/2 + \delta_s^2/2\Delta$, where $\delta_s$ was defined in eq. (2.28). When calculating $d$, the value of the deformation potential $\delta$ found in Section 6.2.1 is used.

The measurements of linear polarization asymmetry and in-plane shear for sample #4 yield a value of $d = -5.04 \pm 0.92$ eV, while those for sample #5 yield a value of $d = -4.85 \pm 0.31$ eV. The uncertainty associated with each value is determined by the uncertainties in $\delta$, $\epsilon_{xy}$ and $A_{max}$. The combined value for the
deformation potential $d$ of GaAs is $d = -4.87 \pm 0.29 \text{ eV}$, which is in reasonable agreement with other published values from room temperature measurements.\cite{72} Table 6.3 may be referred to for a summary of several published values.

### 6.3 Characteristics of the Spin Relaxation Factor $R$

Comparison of room temperature luminescence circular polarization data with 78 K and 12 K data in Chapter 5 implied that the spin relaxation factor $R$ is temperature independent for the GaAs strained layer samples. In order to directly compare values for different samples, the room temperature spin relaxation factor is calculated for each of the samples studied. The values for $R$ are estimated from the room temperature luminescence circular polarization data shown in Figures 5.19 through 5.27. Also calculated for each sample is the normalized luminescence intensity. This quantity is taken as the observed luminescence peak maximum corrected for total run time, pump power and approximate pump beam absorption. As defined, it is proportional to luminescence efficiency. For the absorption correction, the nominal active layer thicknesses are used and the absorption coefficient is taken as $1.5/\mu\text{m}$\cite{73} to represent pump wavelengths in the vicinity of 750 nm to 780 nm. Table 6.2 lists the values of the quantities $R$, normalized intensity and lattice strain ($\varepsilon_{xx}$) for the nine samples studied. The measured spin relaxation factors for the various samples are believed to be independent of the sample preparation technique of substrate etching and application of DAG because the non-thinned sample (#9) exhibits a relaxation factor which falls in the range of those given for etched samples of similar strain and luminescence efficiency.
Table 6.2: Estimated values of the spin relaxation factor $R$, the normalized luminescence peak intensity and the lattice strain ($\epsilon_{xx}$) for the photocathode samples. The (*) indicates the value of lattice strain for sample #9 is that estimated in Appendix B.
One may make a rough estimate of the expected effect of known spin relaxation rates for 'bulk' p-type GaAs on the thin GaAs layers. Values of spin relaxation time and electron lifetime have been experimentally determined for GaAs doped at \( N_d \approx 5 \times 10^{18} \text{cm}^{-3} \) as \( \tau_s \sim 5 \times 10^{-11} \text{sec} \)\(^{28}\) and \( \tau_L \sim 5 \times 10^{-11} \text{sec} \).\(^{74}\) When one considers the order of magnitude estimate of electron lifetime in an epitaxial GaAs sample of 100 nm thickness to be approximately \( \tau_L(\text{epi})/\tau_L(\text{bulk}) \sim 0.01 \) as evidenced in relative luminescence efficiencies, the spin relaxation factor expected from eq. (3.28) is \( R \sim 0.99 \). Therefore, the degree of spin relaxation observed for the samples in this study cannot be explained by the spin relaxation rates given for 'bulk' GaAs.

Figure 6.5 shows the relaxation factor plotted against normalized luminescence intensity. It is very interesting to note that \( R \) actually appears to increase with increasing normalized luminescence intensity. This is counter-intuitive to the classic relaxation mechanisms which are characterized by a spin decay time \( \tau_s \). This can be seen by considering the expressions for \( R \) and luminescence efficiency \( \varepsilon_{\text{lum}} \).

First, the relaxation factor for a classic 'bulk' process is expressible as

\[
R = \frac{\tau_s}{\tau_s + \tau_L},
\]

and the luminescence efficiency as

\[
\varepsilon_{\text{lum}} = \frac{\tau_L}{\tau_R}.
\]

Here, \( \tau_L \) is the minority electron lifetime and \( \tau_R \) is the radiative recombination lifetime. The expression for \( R \) may be rewritten as

\[
R = \frac{\tau_s}{\tau_s + \tau_R \varepsilon_{\text{lum}}},
\]
where $\tau_r$ may be considered a constant for fixed doping level. Equation (6.12) shows that, for a given relaxation mechanism (and $\tau_s$), one expects greater relaxation (smaller $R$) with greater luminescence efficiency. Because Figure 6.5 shows an opposite trend, it does not support the notion of a 'bulk' spin relaxation process characterized by a spin decay time. Rather, it supports the idea of a spin relaxation process associated with the surface or the surface depletion region. This is because the samples with lower luminescence efficiency presumably have a larger fraction of radiatively recombining electrons which have spent time near the surface of the sample. Here, the relative luminescence efficiency is dependent upon a combination of active layer thickness and surface recombination velocities at both the surface and the GaAs/GaAs$_{(1-x)}$P$_x$ interface as was discussed in Section 4.3.2. The surface depletion region (band bending region) for a NEA activated photocathode is seen in Figure 1.1 presented in Chapter 1. Similar band bending occurs at the surface of p-type GaAs without NEA activation as a result of a high density of surface states near mid-gap related to adsorbed oxygen.[75]

Figure 6.6 shows the relaxation factor plotted against lattice strain. This plot appears to show a trend of increasing spin relaxation (smaller $R$) with increasing strain. However, deviations from the trend are numerous in this plot. One might attempt to attribute the scatter in the plot to variation of $\tau_L$. For example, given two samples of similar strain, a difference in $R$ might be due to a difference in $\tau_L$ rather than the (presumably, here) strain dependent $\tau_s$. According to eq. (6.12), the sample exhibiting less spin relaxation (larger $R$) would need to exhibit a shorter electron lifetime, observable as a smaller luminescence efficiency, for this argument
Figure 6.5: Spin relaxation factor $R$ plotted against the normalized luminescence intensity (proportional to luminescence efficiency) for the photocathode samples.
Figure 6.6: Spin relaxation factor $R$ plotted against lattice strain $\epsilon_{xx}$ for the photocathode samples.
to be valid. However, upon inspection of the data given in Table 6.2, this is not the case. In fact, compensation for variation in $\tau_L$ acts to increase the scatter observed in Figure 6.6. Therefore, the data do not support a strain dependent spin relaxation factor.

6.4 Conclusions

The luminescence data presented within this work support a model for strain-enhanced electron spin polarization in which the strain split valence bands exhibit polarizations of \( \pm 100\% \) under the condition of optical pumping with circularly polarized light in the vicinity of band edge. This appears valid for photocathode samples doped at the level of $N_d = 5 \times 10^{18} / \text{cm}^3$ with lattice strains as small as $e_{xx} = -1.59 \times 10^{-3}$. Clearly, the near-\( \Gamma \) valence band wave functions and associated electron spin polarization values must approach those for the non-strained case as the lattice strain goes to zero. The way in which this transition occurs, however, is likely dependent upon doping level and the associated band tailing.

The presence of band tails destroys the parabolicity of the bands and affects the wave functions near $\vec{k} = 0$ with electron localization effects.[62] This makes any calculation of the expected electron spin polarization extremely difficult in the limit where strain dependent and $\vec{k}$ dependent terms in the $k \cdot p$ matrix are comparable. An estimate of the $\vec{k}$ dependent effects in the absence of band tailing has been made and it was determined that the electron polarization for transitions from the $m_j = 3/2$ valence band was not strongly affected ($P_e \geq 95\%$) for photon energies less than the $m_j = 1/2$ band gap. One could argue that the presence of band
tails actually reduces the effects of \( E \) dependent terms competing against strain-dependent terms because the potential fluctuations which make up the tails destroy the free electron wave nature of low kinetic energy valence electrons. Luminescence experiments performed with strained layer photocathode sets of varied doping level might prove useful in better understanding the role of band tailing in strained layer photocathodes.

With the assumption of \( \pm 100\% \) polarizations from the two uppermost valence bands, measurements of the deformation potentials \( a \), \( b \) and \( d \) for GaAs were made. The measured values are shown in Table 6.3 compared with several published values. The published values provided were summarized in [76] with the exception of the value for \( a \) marked by (*), which was found in [25]. The values determined in this study are in good agreement with those previously published. We believe the method of these measurements to be unique. Provided the methods used to extract the values are valid, the measurement of \( b \) is more precise than many previous measurements.

Spin relaxation factors for the photocathode samples were estimated from the luminescence data. Study of the spin relaxation factor is consistent with the hypothesis that the degree of spin relaxation in the samples is temperature insensitive and thus not due to one of the classic relaxation mechanisms associated with the 'bulk'. Sample to sample comparison of the spin relaxation factor indicates that it may be related to relaxation within the depletion region or at the surface. Such surface related spin relaxation has previously been reported.[77] Spin relaxation near the sample surface may also explain observations of a quantum efficiency
Table 6.3: Comparison of measured deformation potentials with previously published values for GaAs.

<table>
<thead>
<tr>
<th>(a) (eV)</th>
<th>(b) (eV)</th>
<th>(d) (eV)</th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>-10.16±.21</td>
<td>-2.00±.05</td>
<td>-4.87±.29</td>
<td>this work</td>
</tr>
<tr>
<td>-9.77±.08</td>
<td></td>
<td></td>
<td>previously published</td>
</tr>
<tr>
<td>-8.7±.4</td>
<td>-2.1±.1</td>
<td>-6.5±.3</td>
<td></td>
</tr>
<tr>
<td>-1.7±.2</td>
<td>-4.4±.5</td>
<td>-5.4±.3</td>
<td></td>
</tr>
<tr>
<td>-2.0±.1</td>
<td>-6.0±.4</td>
<td>-5.3±.4</td>
<td></td>
</tr>
<tr>
<td>-2.0±.2</td>
<td>-5.55±1.1</td>
<td>-5.55±1.1</td>
<td></td>
</tr>
<tr>
<td>-8.93±.9</td>
<td>-1.76±.1</td>
<td>-4.59±.25</td>
<td></td>
</tr>
<tr>
<td>-8.14±.8</td>
<td>-1.66±.1</td>
<td>-4.52±.25</td>
<td></td>
</tr>
</tbody>
</table>
dependence on photo-emitted electron spin polarization. In these experiments, the photo-emitted electron spin polarization from GaAs photocathode structures is seen to increase as the QE decreases. Lower QE may be the result of a higher vacuum level (relative to the Fermi level) which prevents the lower energy electrons that have thermalized (and experienced spin relaxation) in the band bending region from escaping.

The idea that spin relaxation occurs in the surface band bending region is further supported by luminescence circular polarization measurements which have been performed on 100 nm thick layers of p-type \( N_d = 5 \times 10^{18}/\text{cm}^3 \) Al\(_{10}\)Ga\(_{90}\)As clad on both sides with Al\(_{15}\)Ga\(_{85}\)As. These structures were grown by MBE for the purpose of a separate luminescence study. The layers do not have a free surface and thus no band bending region. Room temperature circular polarization measurements performed on these samples, with the same apparatus used for the current study, yielded values of \( P_r \geq 23.5\% \). This corresponds to a spin relaxation factor of \( R \approx .94 \), which indicates much less spin relaxation than observed for all of the samples of the current study.

A possible explanation for surface related depolarization may be an increase of the efficiency of the ‘classic’ relaxation mechanisms within the band bending region. For example, the Elliott-Yafet process depends upon the \( \vec{k} \) dependent mixing of conduction and valence \( m_j = 1/2 \) states. In the band bending region, electrons may be accelerated towards the surface and the larger values of \( \vec{k} \) will cause greater mixing of the conduction and valence states. The strength of this mechanism has a quadratic dependence on kinetic energy, thus increased kinetic
energy in the band bending region can have a strong effect on the spin relaxation rate. The band bending region may also contribute new relaxation terms not present in the 'bulk'. For example, the electric field $(E)$ within the band bending region should cause Stark-like mixing of the conduction band wave functions with $m_z = 1/2$ valence band wave functions. This mixing is expected to be of the form

$\langle iS\uparrow\downarrow | Ez | Z\uparrow\downarrow \rangle$,

and it may result in spin relaxation in the same way the $k$ dependent mixing does within the E-Y mechanism.

6.4.1 Possible Improvements to Photocathode Structure

Considering the observations made herein, suggestions may be made with regard to future photocathode design. First, the model used to describe the data accounts for less than 100% electron polarization from a strained layer photocathode by assuming that the condition of purely selective pumping from the uppermost valence band is not met. This is assumed to be a consequence of the presence of band tails. In the interest of greater obtainable electron spin polarization, the degree of band tailing within a photocathode may be reduced with a reduction in doping level. High $p$-type doping is necessary, however, for activation to NEA. These competing needs may both be met by designing a photocathode with a reduced doping level (i.e. $5 - 10 \times 10^{17} / \text{cm}^3$) in the majority of the active layer and a high doping level ($5 - 10 \times 10^{18} / \text{cm}^3$) in approximately the last 100 Å. In this way, the majority of the active layer contributing to optical absorption has a reduced level of band tailing while the condition of NEA is maintained. Structures with such modulated
doping profiles have previously been proposed. In fact, spin polarization measurements from a set of GaAs-AlGaAs (superlattice) photocathode structures of similar design parameters but varied doping level have been made,\[80\] indicating that the polarization does improve with decreased doping level in the 'bulk' of the photocathode.

A second possible improvement in photocathode design may be to devise a method of reducing or eliminating the conduction band bending region while maintaining a NEA surface. One way to reduce the width of the band bending region is to increase the doping level near the surface with a modulated doping scheme similar to that already described. Another, more exotic, possibility may be to compensate the downward bending of the conduction band by incorporating, at the surface, a thin layer of an increasing band gap alloy such as Al\(_x\)Ga\(_{1-x}\)As. For example, the Al content can be taken from 0 to \(\sim\)0.25 in the last 50-100 Å of the photocathode active layer in order to provide a band gap which increases by \(\sim\)0.4 eV near the surface. Al\(_x\)Ga\(_{1-x}\)As is nearly lattice matched to GaAs, so concerns of strain or strain relaxation induced effects are avoided. Figure 6.7 shows schematically such a structure. The effect of the increasing band gap is to provide a reduced level of conduction band bending while still providing the charge transfer at the surface which is necessary for NEA. The near-surface conduction band edge is shown with a non-smooth curvature in Figure 6.7 to illustrate imperfect compensation of the band bending by the graded Al\(_x\)Ga\(_{1-x}\)As layer. This proposed structure is expected to reduce both the width and magnitude of the conduction band bending region. Therefore, if the spin depolarization rate within the band
Figure 6.7: Diagram of an NEA surface for a photocathode with a graded Al$_x$Ga$_{(1-x)}$As ($x=0$ to $\sim 0.25$) layer at surface to compensate for downward bending of the conduction band.

bending region depends on the electron kinetic energy, this structure should reduce the level of electron spin depolarization.
Appendix A

Calculation of Electron Spin Polarization Using Cubic Symmetry

The 50% polarization result obtained for non-strained GaAs in Chapter 3 used an assumption of spherically symmetric constant energy surfaces for the conduction and valence bands in order to facilitate summation over all \( \vec{k} \) directions. This assumption is not necessary, though. The cubic symmetry of GaAs is sufficient to insure the 50% result after summation. This can be shown with a fairly simple argument. The goal is to sum the spin density matrix elements over all allowed transitions for a given photon energy. If one considers an allowed wave vector \( \vec{k} = k_i \hat{x} + k_j \hat{y} + k_k \hat{z} \), then cubic symmetry insures degeneracy with all wave vectors of the form:

\[
\pm k_i \hat{x} \pm k_j \hat{y} \pm k_k \hat{z}, \quad \pm k_i \hat{x} \pm k_k \hat{y} \pm k_j \hat{z}, \quad \pm k_k \hat{x} \pm k_j \hat{y} \pm k_i \hat{z}, \\
\pm k_j \hat{x} \pm k_i \hat{y} \pm k_k \hat{z}, \quad \pm k_k \hat{x} \pm k_i \hat{y} \pm k_j \hat{z}, \quad \pm k_i \hat{x} \pm k_j \hat{y} \pm k_k \hat{z}.
\]

(A.1)

The spin density matrix elements may be summed over these degenerate wave vectors with the knowledge that they each have the same population density. The equation for spin polarization may be expressed in a more convenient form for the
summations that will be made.

\[
\beta^{(n)} = \frac{\text{Tr}(F^{(n)}\delta)}{\text{Tr}(F^{(n)})} = \frac{\sum \text{Tr}(f^{(n)}\delta)}{\sum \text{Tr}(f^{(n)})} = \frac{\sum_i \sum_{\text{degen}} \text{Tr}(f^{(n)}\delta)}{\sum_i \sum_{\text{degen}} \text{Tr}(f^{(n)})}
\]  \hspace{1cm} (A.2)

The summation \(\sum_{\text{degen}}\) is over all degenerate states from eq. (A.1) for an allowed wave vector of a specific \(k_i, k_j, k_k\) and the summation \(\sum_{i \text{sector}}\) is over all allowed wave vectors within a full sector of non-degenerate (by symmetry) wave vectors. Therefore, the total summation is over all allowed transitions.

The absorbed photon may be defined along a direction \(\vec{z}'\), and the spin polarization along this direction will be calculated for each valence band. Combining eqs. (3.9) and (3.10) with eq. (A.2), the spin polarization for transitions from each valence band may be written as

\[
(P_{\varepsilon}^{(1)})_{\vec{z}'} = \frac{\sum_{i \text{sector}} N_i \sum_{\text{degen}} (-2 \cos^2 \theta)}{\sum_{i \text{sector}} N_i \sum_{\text{degen}} (1 + \cos^2 \theta)}
\]  \hspace{1cm} (A.3)

and

\[
(P_{\varepsilon}^{(2)})_{\vec{z}'} = \frac{\sum_{i \text{sector}} N_i \sum_{\text{degen}} (2 - 6 \sin^2 \theta)}{\sum_{i \text{sector}} N_i \sum_{\text{degen}} (2 + 3 \sin^2 \theta)}
\]  \hspace{1cm} (A.4)

Here, \(\theta\) is the angle between \(\vec{z}'\) and the wave vector \(\vec{k}\). The angular dependence in eqs. (A.3) and (A.4) may be expressed purely in terms of \(\cos^2 \theta\) which, in turn, may be expressed as the square of the projection of \(\vec{k}\) onto \(\vec{z}'\). In this manner, the polarizations given in eqs. (A.3) and (A.4) are rewritten as

\[
(P_{\varepsilon}^{(1)})_{\vec{z}'} = \frac{\sum_{i \text{sector}} N_i \sum_{\text{degen}} (-2 k_{\varepsilon}'^2/k^2)}{\sum_{i \text{sector}} N_i \sum_{\text{degen}} (1 + k_{\varepsilon}'^2/k^2)}
\]  \hspace{1cm} (A.5)

and

\[
(P_{\varepsilon}^{(2)})_{\vec{z}'} = \frac{\sum_{i \text{sector}} N_i \sum_{\text{degen}} (-4 + 6 k_{\varepsilon}'^2/k^2)}{\sum_{i \text{sector}} N_i \sum_{\text{degen}} (5 - 3 k_{\varepsilon}'^2/k^2)}
\]  \hspace{1cm} (A.6)
The term \( k_z \) in eqs. (A.5) and (A.6) is related to the wave vector in the \( \hat{x}, \hat{y}, \hat{z} \) coordinate system by the rotation matrix given in eq. (2.16) and \( k_z^2 \) is expressed in terms of the wave vector components as

\[
k_z^2 = k_x^2 \sin^2 \theta \cos^2 \phi + k_y^2 \sin^2 \theta \sin^2 \phi + k_z^2 \cos^2 \theta . \tag{A.7}
\]

Of course, the subscripts \( x, y, z \) which correspond to the wave vector coordinate system will be subject to all permutations of the wave vector subscripts \( i, j, k \) when summation is made over a group of degenerate wave vectors with components \( k_i, k_j, k_k \).

When eq. (A.7) is used in eqs. (A.5) and (A.6) and summation over the degenerate wave vectors is performed, the result is

\[
P_{(1)} = P_{(2)} = \frac{\sum_{\text{sector}} N_i (-c_i)}{\sum_{\text{sector}} N_i (2c_i)} = -0.5 \frac{\sum_{\text{sector}} N_i c_i}{\sum_{\text{sector}} N_i c_i} = -0.5 . \tag{A.8}
\]

The terms \( c_i \) represent the results of the summations over groups of allowed degenerate wave vectors and are always simple numeric constants. Equation (A.8) shows that the cubic symmetry of GaAs provides the appropriate degeneracies, as listed in eq. (A.1), to insure the 50% spin polarization result without need for simplifying assumptions of the nature of the constant energy surfaces.
Appendix B

Remarks About Non-Thinned Strained Layer

Sample #9

Sample #9 was included in this study because it was grown on a substrate of GaP rather than GaAs and luminescence from the active layer could be observed without the need for substrate etching. Most luminescence data from this sample was similar to that found for the other strained layer photocathodes. The magnitude of luminescence polarization observed was consistent with other samples indicating that the necessary process of thinning and subsequent application of DAG did not affect observed polarization levels. This sample also showed the observed 'dip' region in the low temperature pump wavelength dependent polarization curves, indicating that this phenomenon was not caused by sample preparation techniques.

One difference between the data from this sample and that from the thinned samples was the position of the luminescence peak when considering the magnitude of X-ray measured lattice strain. The peak appeared at larger energy (shorter wavelengths) than expected. In order to explain the observed deviation, deconvolution of the luminescence spectra was performed as described in Section 6.1. Then, using the approximate $|\frac{3}{2}, \frac{3}{2}\rangle - |\frac{3}{2}, \frac{1}{2}\rangle$ peak splitting and the deformation po-
tential $b$ determined in Section 6.2.1, a necessary lattice strain of $\epsilon_{xx} \approx -4.2 \times 10^{-3}$ was inferred. Next, the average $|\bar{\gamma}, \bar{\gamma}| - |\bar{\gamma}, \bar{\gamma}|$ luminescence peak energy was compared to that expected from the inferred lattice strain. The discrepancy could be explained by assuming a luminescence peak shift due to an approximate 2% phosphorus content in the active layer (GaAs$_{98}$P$_{02}$ rather than GaAs). Interpretation of the X-ray data ((004) Bragg reflection) is also affected by a small phosphorus content in the active layer because the strain is calculated by assuming a relaxed lattice constant of that for GaAs. It was found that the X-ray data was also consistent with a 2% phosphorus contamination and a lattice strain of $\epsilon_{xx} \approx -4.2 \times 10^{-3}$.

The structure of the sample consists of a GaAs (nominally) active layer grown on a buffer layer of InGaP, so that phosphorus contamination might be possible in the growth transition from buffer to active layer. This possibility was substantiated by the person who grew the sample, and could be explained by the presence of a broken shutter on the gas phase MBE apparatus when the sample was grown. [81]
Appendix C

In-Plane Shear Strain and Linearly Polarized Luminescence Asymmetry

The pseudomorphic growth of a thin layer of (001) GaAs on a layer of material of slightly different lattice constant results, ideally, in a pure biaxial compression of the GaAs layer. It has been found, however, that partially relaxed layers of GaAs may exhibit an anisotropic strain in the growth plane due to asymmetric generation of misfit dislocations along the orthogonal [110] and [110] directions.[82] This in-plane shear strain \( \epsilon_{\text{xy}} \) causes mixing between the \( \Gamma \) point valence band wave functions. Valence states of \( m_j = \pm 3/2 \) mix with \( m_j = \mp 1/2 \) for non-zero \( \epsilon_{\text{xy}} \), and this has been shown to result in an anisotropy in the optical pumping rate with linearly polarized light.[83] The anisotropy is carried in the electric dipole matrix element for valence band to conduction band transitions and is therefore also present in the corresponding radiative recombination transitions. It is observable as a measured linear polarization component in the luminescence spectrum. The linear polarization asymmetry \( \mathcal{A} \) is defined as

\[
\mathcal{A}(\phi) = \frac{I(\phi) - I(\phi + \frac{\pi}{2})}{I(\phi) + I(\phi + \frac{\pi}{2})}, \tag{C.1}
\]
where $I(\phi)$ is the luminescence intensity measured while analyzing for a linear polarization component in the direction defined by the polar angle $\phi$. The asymmetries related to transitions to each of the $J = 3/2$ valence bands are given as

$$A^{(1)}(\phi) = \frac{2(\delta_1 + \delta_2) \sin 2\phi}{(1 + (\delta_1 + \delta_2)^2)} \cong 2(\delta_1 + \delta_2) \sin 2\phi \quad \text{(C.2)}$$

and

$$A^{(2)}(\phi) = \frac{-6\delta_1 \sin 2\phi}{(1 + \delta_1^2)} \cong -6\delta_1 \sin 2\phi \quad \text{(C.3)}$$

where $\delta_1 = d\cdot e_{xy}/(\sqrt{3}(E_{3/2,3/2} - E_{3/2,1/2}))$ and $\delta_2 = 2d\cdot e_{xy}/(\sqrt{3}(E_{3/2,3/2} - E_{3/2,1/2}))$. The superscripts (1) and (2) refer, respectively, to the $|\frac{3}{2}, \frac{3}{2}\rangle$ and $|\frac{3}{2}, \frac{1}{2}\rangle$ valence bands. The two asymmetry terms are opposite in sign such that, when both transitions are contributing, the asymmetry magnitude will be smaller than for the case of luminescence exclusively from transitions to the $|\frac{3}{2}, \frac{3}{2}\rangle$ band. In fact, the luminescence wavelength dependence of the linear polarization asymmetry can be related to that of the circular polarization. The luminescence wavelength dependence of the linear polarization asymmetry is assumed to be due purely to the wavelength dependence of the relative luminescence contribution from each of the $J = 3/2$ bands, and it is expressed as

$$A(h\nu_{lum}, \phi) = \frac{A^{(1)}(\phi)I^{(1)}(h\nu_{lum}) - A^{(2)}(\phi)I^{(2)}(h\nu_{lum})}{I^{(1)}(h\nu_{lum}) + I^{(2)}(h\nu_{lum})} \quad \text{(C.4)}$$

Combining eqs. (C.2)-(C.4) with eqs. (6.3), (6.4) and (6.5), one obtains

$$A(h\nu_{lum}, \phi) = 2\delta_1(2P_7(h\nu_{lum}) - 1) \sin 2\phi + \delta_2(P_7(h\nu_{lum}) + 1) \sin 2\phi \quad \text{(C.5)}$$

The maximum linear polarization asymmetry will occur for $\sin 2\phi = 1$ at the luminescence photon energies (wavelengths) where the circular polarization is also
maximum. It is given as

\[ A_{\text{max}}^{\text{max}} = 2(\delta_1 + \delta_2) \]  

(C.6)

Because \( \delta_1 \) and \( \delta_2 \) depend on the shear strain \( \varepsilon_{xy} \) and the deformation potential \( d \), eq. (C.6) may be used to extract a value for \( d \) by relating measurements of \( \varepsilon_{xy} \) and the linear polarization asymmetry.

The terms \( \delta_1 \) and \( \delta_2 \) given in [83] were calculated without consideration of the mixing of the \( m_j = 1/2 \) valence states induced by the biaxial strain (see eq. (2.26)). The effect of this mixing has only been considered, thus far in this study, in calculation of the Gamma point energies of the valence bands. Because the expected electron spin polarizations from each \( m_j = 1/2 \) valence band are equivalent under biaxial compressive strain, recalculation of the \( m_j = 1/2 \) valence states to include the mixing was unnecessary. However, in the interest of performing an accurate measurement of the deformation potential \( d \), the mixing must be considered. This is because the linearly polarized luminescence asymmetry used to measure \( d \) depends upon the magnitude of mixing of \( (X \pm iY)^\uparrow (\downarrow) \) states with the \( (X \mp iY) \downarrow (\uparrow) \) components of the \( m_j = 1/2 \) states. Recalculation of \( \delta_1 \) and \( \delta_2 \) after first order perturbative correction of the \( m_j = 1/2 \) valence states yields

\[
\delta_1 \Rightarrow \delta_1 \cdot \left( \frac{[1 - \delta_s/(\Delta + \delta_s/2)]^2}{1 + \delta_s^2/2(\Delta + \delta_s/2)^2} \right) \cong \frac{d \cdot \varepsilon_{xy}}{\sqrt{3}(E_{3/2,3/2} - E_{3/2,1/2})} (1 - 2\delta_s/\Delta)  
\]

(C.7)

and

\[
\delta_2 \Rightarrow \delta_2 \cdot \left( \frac{[1 + \delta_s/2(\Delta - \delta_s/2)]^2}{1 + \delta_s^2/2(\Delta + \delta_s/2)^2} \right) \cong \frac{2d \cdot \varepsilon_{xy}}{\sqrt{3}(E_{3/2,3/2} - E_{1/2,1/2})} (1 + \delta_s/\Delta)  
\]

(C.8)

where only first order terms of \( \delta_s/\Delta \) are kept. Equations (C.6), (C.7) and (C.8) are used in Section 6.2.3 for calculation of the deformation potential \( d \).
C.1 Measurement of In-Plane Shear

The in-plane shear strain of a sample can be measured with X-ray diffraction techniques. It is defined as

$$\epsilon_{xy} = \frac{a_{[110]} - a_{[1\bar{1}0]}}{a_{[110]} + a_{[1\bar{1}0]}}$$  \hspace{1cm} (C.9)

where $a_{[110]}$ and $a_{[1\bar{1}0]}$ are the effective lattice constants in the [110] and [1\bar{1}0] directions. The growth plane is (001) here. Epilayer (224) reflections used in conjunction with (004) reflections provide a measurement of the in-plane lattice constants just as was done for the GaAs$_{(1-x)}$P$_x$ layers in Chapter 5. Reciprocal lattice maps, consisting of a series of $\omega/2\theta$ scans acquired for different $\omega$ offsets,[84] are used to accurately locate the GaAs epilayer peak relative to the substrate peak. Four reciprocal lattice maps were acquired for each sample being measured: (224), (2\bar{2}4), (\bar{2}24), and (224), with each providing a value of $d_{hkl}$ from the Bragg equation. The values of $\frac{1}{d^2_{hkl}}$ are averaged in two pairs in order to cancel out contributions from possible shear strains $\epsilon_{yz}$ and $\epsilon_{xz}$ in eq. (4.6). In this way, $\frac{1}{2}(\frac{1}{d_{224}^2} + \frac{1}{d_{2\bar{2}4}^2})$ yields a value of $\frac{1}{2}$ for calculation of $a_{[110]}$ while $\frac{1}{2}(\frac{1}{d_{224}^2} + \frac{1}{d_{\bar{2}24}^2})$ yields a value for calculation of $a_{[1\bar{1}0]}$.

Measurements of $\epsilon_{xy}$ were made for two of the strained layer samples. In-plane shear strains of $(1.50 \pm 0.15) \times 10^{-4}$ and $(5.04 \pm 0.15) \times 10^{-4}$ were measured for samples #4 and #5 respectively. The quoted uncertainties are due to the estimated uncertainties in the difference between (224)/(2\bar{2}4) and (\bar{2}24)/(224) epilayer peak positions. The uncertainty in $a_{\perp}$ from the (004) reflection has negligible effect on $\epsilon_{xy}$. 
C.2 Linearly Polarized Luminescence Asymmetry

The linearly polarized luminescence asymmetry was measured for samples 1 through 8. However, only the data from samples 4 and 5 are presented because these samples were analyzed for in-plane shear. The asymmetry is defined by eq. (C.1), so that for any specific $\phi$ it involves luminescence intensity measurements at $\phi$ and $(\phi + \pi/2)$. In order to analyze linearly polarized luminescence, a second $\lambda/4$ retarder was placed in the luminescence optics line immediately 'upstream' from the existing retarder/polarizer pair. The angle $\phi$ of the linear polarization analyzer was then determined by the rotation angle of the 'upstream' retarder, and $(\phi + \pi/2)$ could be easily reached by subsequent 90° rotation of the 'downstream' retarder. This arrangement allowed for analysis of linearly polarized luminescence while maintaining a fixed polarization state of the luminescence entering the spectrometers. This was necessary because the efficiencies of the spectrometer gratings and mirrors are polarization dependent.

Two types of asymmetry measurement were performed. First, the asymmetry for fixed pump and luminescence wavelengths was measured for varied orientation ($\phi$) of the linear polarization analyzer. The polarization state of the pump laser was fixed as $\sigma^+$ and the recorded luminescence wavelength was that which corresponded to the maximum asymmetry. This type of measurement yielded plots which could be fit with $\sin 2\phi$ curves. Figure C.1 shows plots of this type for samples 4 and 5. The samples were aligned relative to the linear polarization analyzer such that $\phi = 45^\circ/135^\circ$ corresponded nominally to linear polarization analysis along the crystalline [110]/[110] directions, respectively.
Figure C.1: Linearly polarized luminescence asymmetry for samples #4 and #5 plotted against the angle $\phi$ measured relative to the in-plane crystalline axes of the samples. The asymmetry is defined by eq. (C.1). Equations and solid lines represent fits to the data.
Figure C.2: Luminescence wavelength dependence of the linearly polarized luminescence asymmetry for sample #5.
The second type of measurement consisted of recording the luminescence wavelength dependence of the linearly polarized luminescence asymmetry for the analyzer orientation corresponding to the maximum asymmetry. An example is shown in Figure C.2. Here, the luminescence wavelength dependent asymmetry for sample #5 is seen to have a similar structure to the circular polarization curve (Fig. 5.13) as expected from the relationship given in eq. (C.5). The asymmetry is near zero at the shorter wavelengths where the circular polarization is \( \approx 50\% \) (scaled), and it increases with increasing wavelength to its maximum in a manner similar to the circular polarization curve.
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