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Abstract 
This document examines a number of different software technologies in the 
rapidly changing field of database management systems, evaluates these sys- 
tems in light of the expected needs of the Comprehensive Test Ban Treaty 
(CTBT) Knowledge Base, and makes some recommendations for the initial 
prototypes of the Knowledge Base. The Knowledge Base requirements are 
examined and then used as criteria for evaluation of the database manage- 
ment options. A mock-up of the data expected in the Knowledge Base is used 
as a basis for examining how four different database technologies deal with 
the problems of storing and retrieving the data. Based on these requirements 
and the results of the evaluation, the recommendation is that the Illustra 
database be considered for the initial prototype of the Knowledge Base. Illus- 
tra offers a unique blend of performance, flexibility, and features that will aid 
in the implementation of the prototype. At the same time, Illustra provides a 
high level of compatibility with the hardware and software environments 
present at the US NDC (National Data Center) and the PIDC (Prototype 
International Data Center). 
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I .O Introduction 
With the approach of a Comprehensive Test Ban Treaty (CTBT), the requirements placed 

on treaty monitoring systems continue to become more complex and demanding. Systems are 
now being required to monitor treaties with the synergistic application of multiple monitoring 
technologies, and the task of tuning and maintaining just the information needed to extract the 
relevant signals from a stream of sensor data is becoming more and more important. Proper 

States National Data Center) and the DOE researchers by providing a well-organized, quality 
and version controlled store of the information needed to accurately process incoming data. 
This information management portion of the DOE regionalization efforts is known as the 
CTBT Knowledge Base. 

. application of information management technologies will benefit both the US NDC (United 

The Knowledge Base ensures that the user of the information is able to quickly and easily 
apply the information when it is needed. They are also assured of having a store of informa- 
tion that can be maintained, tuned, and updated as knowledge is added or changed over time. 
This, in turn, ensures that the results of DOE regionalization research are provided in a form 
that enables them to be used by the customer without the additional steps of extracting infor- 
mation from paper reports and putting it in a form accessible by the codes used in automated 
processing. 

Information management is a rapidly changing technology field that offers more options 
for storing and managing data than ever before. This paper is an effort to evaluate the options 
that can be applied to the CTBT Knowledge Base application. It examines a number of data 
management technology options and presents the pros and cons of each technology. The con- 
clusions summarize the results and make a recommendation for this particular application. 

1 .I Knowledge Base in Relationship to Overall Regionalization 
Efforts 

Understanding the relationship of the Knowledge Base to the overall DOE regionalization 
efforts may help in understanding the requirements placed on the Knowledge Base. This sec- 
tion is intended to briefly summarize that relationship. 

A significant portion of the overall DOE CTBT R&D program is the characterization of 
signal propagation in a few major regions of the world. This overall regionalization effort 
includes calibration of stations, identification of reference or master events, identification of 
physical effects, development of propagation models, and development of correction grids. 
The research that makes up this DOE regionalization effort is being conducted by the National 
Labs, universities, and private sector contractors throughout the country, and these efforts will 
yield results and information in a variety of forms ranging from paper reports to on-line data- 
bases. This relatively “raw” information will be critical to researchers in the future as they 
attempt to understand the “interesting” events that develop as the U.S. monitors a CTBT. In 

routinely scan the complete set of data from the International Monitoring System (IMS) and 
the computer tools that are used by evaluators as they begin to look at events that the computer 

. addition, a distilled subset of this information will be useful to the computer processes that 
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identifies as “interesting”. This distilled subset of information, organized in a form that is 
readily accessible, is the CTBT Knowledge Base, and the information contained in the 
Knowledge Base will aid in event detection, location, and identification. 

1.2 Summary Knowledge Base Requirements 

Modern monitoring systems involve a large number of different computer processes with 
different requirements for the information needed to support the processing of incoming data. 
There are also different processing steps in each system that require different levels of infor- 
mation such as real-time processing vs. routine event processing vs. special event processing. 
There are also a large number of different organizations involved in the process of producing 
and using the information expected to be found in the Knowledge Base. All of these factors 
combine to make the precise definition of requirements for the Knowledge Base a difficult 
task. 

As a result, the development of the Knowledge Base will follow an evolutionary develop- 
ment cycle that involves a series of prototypes. Past experience has shown this type of devel- 
opment to be very helpful for arriving at a useful product when requirements can not be 
clearly stated initially. An understanding of the requirements driving the development is criti- 
cal, however, to understanding the trade-offs that arise when doing a technology evaluation 
such as this one. This section attempts to provide a summary of the requirements as they are 
seen today, and it is based on earlier efforts to define requirements for the Knowledge Base 
[Keyser 19951. The reader should understand that these requirements may evolve along with 
the software as part of the evolutionary development cycle. 

1.2.1 Support complex data structures 
The information needed to support processing of sensor data results in complex, multi- 

dimensional data structures to describe the information. The Knowledge Base needs to be able 
to manage these complex structures. 

1.2.2 Cover multiple technologies 

mic, Hydroacoustic, Infrasound, and Radionuclide data. Seismic, Hydroacoustic, and Infra- 
sound are fairly similar in their requirements, although supporting the different technologies 
introduces complexity such as the need to support time variant data such as hydroacoustic 
travel times or infrasonic azimuth corrections. Radionuclide processing requires a different 
type of information structure that is very dynamic in nature. 

The Knowledge Base is expected to provide information to support the processing of Seis- 

1.2.3 Handle information on a global scale 

mation about any portion of the globe. 
Effective global monitoring will require that the Knowledge Base be able to handle infor- 
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1.2.4 Handle information at different resolutions in different locations 
Although the Knowledge Base will be global in scope, some regions are more complex 

than others and require that information be represented at a finer resolution. Other regions 
may simply have more information available for them, which once again requires a finer reso- 
lution. Therefore, the Knowledge Base must be able to support a varying density of informa- 
tion representation in different regions. 

1.2.5 Interpolate between known points 
Regardless of how dense or sparse data points may be in a certain region, the Knowledge 

Base must be able to provide information for an arbitrary point on the globe. It must be able to 
recognize when it is appropriate to interpolate given the existing data, and when it does inter- 
polate, this mechanism must be fast and efficient. The actual interpolation process is a signifi- 
cant issue for the Knowledge Base since it must be able to handle edge effects, non-uniform 
density of data points, and meet requirements for accuracy and repeatability. The software, 
such as LOCSAT and EVLOC, that will be using this interpolated data impose additional 
requirements on the interpolated output for smoothness and continuity. 

1.2.6 Support metadata 
The Knowledge Base must be able to store metadata, which is data about the data. Exam- 

ples include who originated the data, when, the uncertainty associated with the data value, etc. 
Some care must be taken with this process or the metadata can quickly be more voluminous 
than the actual data. 

1.2.7 Provide quick access to information 
The Knowledge Base is intended to support fully automated processes along with pro- 

cesses that run interactively. The details of interfaces to these processes are still being devel- 
oped although a related requirement is 1.2.13 “Do not disrupt the existing processing 
environment” A goal, though not a requirement, of the Knowledge Base development is to 
provide a fast enough interface that other software processes could make library calls to the 
Knowledge Base to retrieve the information needed by the calling software processes. This 
would free the calling process from needing to read and store large quantities of data in mem- 
ory. A better evaluation of this goal can be made when the first prototype is complete. Regard- 
less of the results, programs that demand faster performance than the Knowledge Base can 
provide can always “pre-load” just the information needed for that program into a form that 
they can handle such as disk files. The GAcons program [LeBras 19941 is an excellent exam- 
ple of this approach. This adds a layer of complexity that makes tuning and maintaining the 
knowledge more complex, but ensures the performance required by the using software pro- 
cess. 

1.2.8 Be easy to maintain 
One of the difficulties with existing systems is that the information used by different pro- 

cesses is stored in different formats in different locations about the system, which makes tun- 
ing and maintenance of this information difficult. The Knowledge Base should provide a 
single source for information and should provide tools to allow reviewing, adding, deleting, 
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and changing this information. The maintenance process needs to be controllable, however, 
and this is addressed under 1.2.1 1 “Support history I version control” 

1.2.9 Be easily extensible in volume 

the worId, it will start with smaller quantities of data in focused regions and grow with time. 
To support this trend, the system must scale well as additional volumes of information are 
added. 

Although the Knowledge Base may eventually contain large quantities of data for most of 

1.2.10 Be easily extensible in scope 

types needed in the Knowledge Base that are not identified in the initial design documentation 
or prototype code. The Knowledge Base design must allow for both extensions to existing 
data types and the addition of new data types. 

Due to the evolutionary nature of this development, it is expected that there will be data 

1.2.11 Support history / version control 
The information stored in the Knowledge Base has a significant impact on the results of 

the automated processing system. As a result, it is important to provide control over which 
version of the Knowledge Base was in use at any given time. Version in this application has 
two meanings; the version of the overall “structure” of the data, and the version of a particular 
data entry. There will be a need for multiple versions of the Knowledge Base in existence 
simultaneously. For example, a research version with experimental changes and a stable oper- 
ational version might both exist. The current preference seems to be that this be handled by 
separate physical copies of the Knowledge Base rather than virtual copies that originate from 
a single software service. 

Along with the configuration management implied by the version control, it would also be 
useful to “go back in time” and recover the exact state of the Knowledge Base at some point in 
the past. This would help answer questions about how the system got a given answer at a 
given point in time. 

1.2.12 Run in the US NDCPIDC environment 

(US NDC), with the Prototype International Data Center (PIDC) as a possible additional cus- 
tomer. There are still issues open concerning how much of the Knowledge Base should be 
available to the PIDC, but the computing environments of the US NDC and PIDC are similar, 
so it is clear that the Knowledge Base should run in the software and hardware environment of 
the US NDUPIDC. 

The primary customer of the Knowledge Base is the United States National Data Center 

1.2.13 Do not disrupt the existing processing environment 
Many years worth of scientific and software development have gone into reaching the state 

of the current monitoring systems at the Data Centers. Significant efforts are still underway to 
improve the systems and make them ready to monitor a CTBT. The Knowledge Base should 
be able to exist in this environment without disrupting the existing process flow. Implementa- 
tion should allow for an orderly phase-in of the Knowledge Base and the information it con- 
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tains. Processes that want to use the Knowledge Base may do so, but other processes may 
continue to “do business as usual”. In particular, this means that the Knowledge Base must not 
interfere with the existing event-detection-feature database (the CSS 3.0 schema) or the pro- 
cess communication and management system. 
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2.0 Evaluation Description 
Current operational monitoring systems rely heavily on text only files in a very specific 

format to remember the parameter and reference information needed to allow automated pro- 
cessing routines to do their jobs. These files are often called “flat files” and are managed just 
like any other file by the computer’s operating system. This is an improvement over the previ- 
ous practice of encoding this information directly into the software, since a change can now be 
made to a threshold or filter parameter without the need to recompile the software. However, 
as systems evolve toward monitoring a CTBT, the quantity and complexity of knowledge 
needed by the automated processing software continues to grow. The flat file scheme for stor- 
ing knowledge becomes more difficult and cumbersome as the flat files become more numer- 
ous and more complex, so prototyping new mechanisms to manage this information needs to 
be part of the Knowledge Base development. 

2.1 A brief overview of database technology 

DataBase Management Systems (DBMS) are the most flexible and general of the informa- 
tion management systems, and today’s market consists of a huge number of products to chose 
from. Despite the large number of different products, however, they can all be categorized into 
a number of broad classes of database technologies. These classes include Hierarchical 
DBMS, Relational DBMS, Object Oriented DBMS, and hybrid Object-Relational DBMS. 

Hierarchical databases were some of the earliest formal data management systems. They 
organize data along a structure very similar to the way most operating systems manage file 
systems today. Data can be stored in a bundle or a folder, and this folder, in turn, may be 
stored in another folder along with other folders. This process continues until you reach the 
top of the tree, and all of your data is in a single folder. The hierarchical mechanism is rela- 
tively easy to implement, but only allows fairly simple queries against the data and does not 
support any notion of how data relates to other data beyond the fact that they may be in the 
same folder. These drawbacks make hierarchical databases useful only for relatively simple 
applications. 

Relational databases were developed in response to the limitations of hierarchical data- 
bases. They store information in a tabular form, where each table consists of a number of col- 
umns that define the data types and their format, and the actual data makes up the rows of the 
table. Tables can use identically defined columns as a method of showing how one row of data 
is related to another row of data. This allows very complicated searches to be made against the 
data, but the rigid structure requires that the individual data types be fairly simple. Relational 
databases have been used extensively in infomation management systems, and they have 
been the state-of-practice for over a decade. 

Object Oriented databases are relative newcomers to the information management scene. 
Developed as a response to the growing move toward object oriented analysis, design, and 
development, these systems are ideally placed to take advantage of the benefits of the object 
oriented paradigm for producing robust, reusable, easily maintained software systems. Object 
oriented databases store information as an object, so the data plus the code needed to perform 
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certain functions on that data are stored as a single unit. This permits very complex data to be 
stored in a fashion that makes manipulating it from the outside easy, and makes interfacing 
with object oriented languages very straight forward. 

Object-Relational databases are a hybrid of the two previous technologies. They continue 
to use the table format found in relational databases, but instead of simple data types in each 
column, they permit the use of a full object as a data type which includes the concept of addi- 
tional software that knows how to operate on the object. Object-relational databases allow 
complex queries to be made against these complex data types. 

In addition to the general DBMS’s, there are also information management systems aimed 
at specific types of data such as Geographic Information Systems (GIS), Monetary Informa- 
tion Systems, and Document Management Systems for example. These specialized informa- 
tion systems come with additional software designed for analysis of their specific data type. 
Of these, the GIs’s appear to be worth looking at as a mechanism for storing the georefer- 
enced information expected in the CTBT Knowledge Base. Although there are GIS products 
available that use all of the database types mentioned above, a GIS is much more than just a 
database product. Their primary strength is provided by the large number of tools in the GIS 
package that help a user perform spatial analysis on the data. These tools are mostly interac- 
tive in nature and designed to help a human analyst with their review of the data. These inter- 
active graphical components may make a GIS an excellent choice for assembling and 
reviewing the reference information used to build the Knowledge Base, but they impose a 
large quantity of un-needed overhead for automated access of the distilled Knowledge Base 
information. As a result, although a GIS may be used for products resulting from the DOE 
regionalization efforts, it was not considered a viable candidate for the overall information 
management task required of the Knowledge Base. 

2.2 Selecting Candidate Products for the Evaluation 

The sheer numbers of Commercial-Off-the-shelf (COTS) products available for the plat- 
forms expected in the US NDC / PIDC environments, meant that some method needed to be 
found to reduce this number to a manageable size rather than doing a full evaluation on each 
product. An initial decision was made to actively try to evaluate the broad classes of databases 
mentioned in section 2.1 “A brief overview of database technology”. Literature and product 
searches were performed to identify market leading products in each class of databases, and 
additional factors were considered, such as required computing environment, before selecting 
a representative product from each class of databases. 

Hierarchical databases were eliminated from the evaluation at this stage for two reasons. 
First, the geo-referenced, gridded nature of the data in the Knowledge Base does not lend 
itself well to a strict hierarchical organization, so a pure hierarchical database would be unable 
to perform the tasks required of it. In addition, hierarchical databases have migrated in the 
commercial world to specialized tasks such as large file system management or image system 
management and are no longer widely used as general purpose data management systems. 

November 25, 1996 7 



Relational databases were the class with the largest number of reasonable choices. The 
Oracle database system, in addition to being a market leader, is the system currently in use at 
both the US NDC and PIDC, so it seemed like a logical choice to represent the relational data- 
base technology. Conversations with the Oracle sales staff revealed that they have an add-on 
product known as the Spatial Data Option (SDO) specifically designed to handle spatial data 
in Oracle, so Oracle with the SDO was chosen as the representative for relational databases. 

Selecting a representative from the Object Oriented database field was less clear cut. The 
object oriented database field is relatively young, populated with small companies, and a num- 
ber of products would be a reasonable choice at this time. Objectstore is a product that has 
been used at Sandia for several successful projects and was readily available for evaluation 
purposes, so Objectstore was selected as the representative for the object oriented database 
class. 

The Object-Relational class of databases is also a relative newcomer and still a fairly 
sparse field. The continuing push toward object oriented software methodologies coupled with 
the large installed base of relational database applications makes this a rapidly growing class 
of databases. Most of the large relational databases have announced plans to add object ori- 
ented capabilities to their databases, although these will be implemented as object oriented 
wrappers on top of a relational database. This approach amounts to a database on top of a 
database, which will probably adversely impact performance. In the meantime, one of the few 
products to be designed from the ground up to act as a hybrid object-relational database is 
Illustra, and it was chosen as the representative object-relational database. 

In addition to the class representatives chosen above, another product seemed worthy of 
evaluation. This was the Spatial Database Engine (SDE) from Environmental Systems 
Research Institute (ESRI). ESRI is the maker of one of the world’s best selling GIS products, 
and SDE was designed as the “next generation” spatial data management engine. So, although 
SDE is not a full GIS product, it was designed to support a GIS application, and therefore it 
offers the management of georeferenced data without the excess GIS overhead. SDE runs as a 
client of a relational database system, however, so it is technically part of the relational data- 
base class, but since it was custom made to handle spatial data, it was included as part of this 
technology evaluation. 

2.3 Evaluation Environment 

2.3.1 Hardware and Software 
The computing environment chosen for the database evaluation (see Table 1 )  was selected 

as one similar to that found at the US NDC and PIDC. Both hardware and software were cho- 
sen to be compatible, but the evaluation was also intended to test the products under reason- 
able conditions, so one of the larger servers was pressed into action as the evaluation platform. 
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As a result, the evaluation server may not look exactly like machines found at the US NDC or 
PIDC, but should be very similar. 

TABLE 1. Database Evaluation Hardware 

Item ModeWersion Comments 
Processor SPARC station 20 Dual Processor Model 71 
Memory 128 Mbytes RAM 
Disk 30 Gbytes Sparc Storage Array 
Operating System Solaris 2.4 
Display TGX 8-bit color Single Display 
Graphics x11/R5 

2.3.2 Network Environment 
In modern distributed applications, the network plays a significant role in the response 

time of the overall system. Unfortunately, networks are also very difficult to control when per- 
forming an evaluation unless one is able to strictly control the network traffic, which was not 
possible for this evaluation without impacting other ongoing research efforts. In addition, the 
evaluation environment uses an ethernet network rather than the faster FDDI networks in use 
at the US NDC and PIDC. Consequently, the evaluations were done on a single machine in 
order to eliminate the network performance from the results. The delays imparted by the net- 
work should be relatively independent of the database technology selected. 

2.4 Perf or man ce Eva I u at i on 

The basic goal of this evaluation was to determine how well the particular technologies 
returned the answer to “give me all the points within X km of this point”, where this point was 
a random lat-Ion pair. The datasets used for this evaluation were based on the concept of a grid 
of georeferenced data points that would hold the knowledge applicable to that point on the 
earth. For this evaluation, the points were strictly two dimensional with each point defined by 
a latitude-longitude pair. Two separate evaluations were run for each database on datasets of 
different size and complexity. 

It should be realized that the data point recovery is only part of the overall problem of the 
Knowledge Base, so the problem has been simplified for the purpose of this evaluation. In the 
actual system, once the points have been returned, the Knowledge Base system must select the 
appropriate points, perform an interpolation to calculate the value at the point of interest, and 
return that value. There are a number of difficult issues such as boundary conditions and inter- 
polant behavior that must be addressed in this area. There are also a number of obvious 
improvements to performance that can be made to the Knowledge Base. For example, rather 
than retrieve the entire set of data points for each query, these points can be cached to save 
time on subsequent calls. All of these issues are independent of the database, however, so 
eliminating them from consideration at this time makes the evaluation much more straight for- 
ward. 
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This evaluation also focused on 2-D datasets since the phase 0 prototype will be two 
dimensional. The third dimension can be represented by additional points in the plane (or on 
the sphere) that contain depth as an attribute. Since the bulk of the data in the Knowledge Base 
will be surface data, and since depth can be quickly and easily handled with an attribute, lim- 
iting the requirements to two dimensions makes the solutions faster and cheaper. As additional 
information is acquired and requirements are refined, it may be necessary to go to a full three 
dimensional representation of the Knowledge Base. If that is the case, then a reassessment of 
the database technology should be considered. 

2.4.1 The Datasets 
The datasets for this evaluation were constructed from dummy data as simple mock-ups 

for testing purposes. The small dataset consisted of 41,385 latitude-longitude pairs spaced 
fairly uniformly around the world. This dataset was based on a uniform 1' grid of the world 
with about 10,000 additional points added to represent depth in those areas of the globe that 
have deep seismic events. Each lat-lon pair had a single data value associated with it. In terms 
of number of points, this dataset is probably close to the lower limit of the Knowledge Base 
size. 

The large dataset consisted of 508,885 lat-Ion pairs each of which had a 32 byte data struc- 
ture associated with it. This was based on the small dataset plus 9350 points arranged around 
each of the 50 expected primary station locations in the IMS. The amount of data associated 
with each point in this dataset is still too small, but the total number of points is probably of 
the right order of magnitude for the Knowledge Base. 

Both of these datasets were designed simply as reasonable loads for the purposes of this 
evaluation. The quantity, quality, distribution, etc. of the data is not intended to imply anything 
about the distribution of data in the final Knowledge Base. 

2.4.2 The Queries 
Test routines were written for each database in C or C++ that generated query points, initi- 

ated the search, and measured the time from query initiation to data return. Queries against the 
small dataset involved requests for the nearest points within a 1000 km radius of a random lat- 
lon point. This run was repeated 10,000 times against different points to develop an average 
search time. The large dataset involved requests for the nearest points within a 550 km radius 
of a random lat-lon point, and once again this was repeated with 10,000 different points to 
develop an average search time. 
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3.0 Spatial Data Option (Oracle@) 
Oracle is the world’s largest vendor of information management software. With offices in 

over 93 countries world-wide, Oracle is a widely known and used vendor with numerous 
applications in both government and the private sector. The Spatial Data Option (SDO) is one 
component of Oracle’s “Universal Server” approach to database services that consists of a 
number of integrated additions to the base Oracle product with the intent of providing the 
capability of handling multiple data types with their database system. According to the Oracle 
datasheets, SDO was designed to handle very large databases with hundreds of gigabytes of 
spatial data. 

3.1 Cost 

SDO is a relatively inexpensive addition once the original Oracle product has been pur- 
chased. Oracle’s pricing structures are complicated, but SDO seems to be about a $ lK addi- 
tion. The original Oracle product, however, is quite pricey with costs ranging around $20K 
depending on a wide variety of variables. 

3.2 Storage and retrieval technique 

SDO uses a scheme they call Helical Hyperspatial CODE (HHCODE), which is a hierar- 
chical quad gridding scheme. A given region is first divided into equal quadrants, and a stan- 
dard relational database table is established for that quadrant. A “high water mark‘, is also 
established to define how large the table can grow. Points are entered into the quadrant data- 
base table depending on location of the point, and when a table exceeds its high water mark, 
that quadrant is sub-divided into a new set of quadrants and the points in the table so far are 
also distributed to this new set of quadrant tables. This process of adding points and sub-divid- 
ing quadrants proceeds until all the points have been entered. See Figure 1 , “SDO subdivides 
quadrants of data to limit table size”. 

A search uses the quadrant relationships as an index to quickly guide the search down to 
the table that holds the data, and then a standard search of the table returns the row of interest. 
The level of the high water marks are important in this scheme since they strike the balance 
between the number of tables that get created and the number of rows in each table. Large 
numbers of tables have a negative impact on Oracle’s performance, but large tables are also 
difficult to search quickly, so optimal high water mark selection is important. 

3.3 Search Evaluation Results 

The SDO evaluation was carried out on SDO version 1.3 and Oracle7 release 7.2. 

Using an Oracle recommended high water mark of 50 rows, the small dataset resulted in 
just over 1000 individual tables in the Oracle database. The radial search returned nearly 300 
points in an average of 0.55 seconds. This nearest neighbor type of search always crossed 
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Figure 1. SDO subdivides quadrants of data to limit table size 

table boundaries, so searching was slowed by the need to query more than a singIe table in a 
single search. 

The large dataset presented more serious problems since it could not be loaded into the 
database without locking up or crashing the database server. Due to a lack of experience with 
this product, the evaluation team was unable to diagnose the problem and turned to Oracle’s 
helpline for assistance. Unfortunately, Oracle’s technicians were unable to solve the problem. 
The large dataset was, therefore, not evaluated with SDO. Expectations, however, are for 
upwards of 10,000 tables and slow performance. 

3.4 Intangibles 

Oracle is the current database of choice for both the US NDC and PIDC, so numerous 
people in these organizations have worked with Oracle systems. This means that existing per- 
sonnel have had training and experience with the Oracle product, so the addition of another 
database would not require additional training. Due to the expected size of the Knowledge 
Base and the need to avoid impacting the normal CSS database, a separate Oracle license is 
expected to be needed for the Knowledge Base. Therefore, no cost savings are expected in the 
licensing area. 
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Oracle provides a complete set of tools for doing backups, restores, imports, exports, etc. 
They also have mechanisms for taking advantage of parallel computers, distributed databases, 
and redundant disk systems, so they provide excellent support functions for their primary 
product. The experience in this evaluation with software support was not at all satisfactory, 
although SDO is a new product, so support may improve with time. 

Oracle supports Structured Query Language (SQL) queries of their database, and this per- 
mits ad-hoc review and examination of the data. This capability has proven to be extremely 
useful in the past for performing a number of unexpected tasks with the data in the database. 

3.5 Further Information 

Oracle’s web site contains more information about the company and product brochures on 
all of the product offerings. Oracle’s web site is located at: http://www.oracle.com. 
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4.0 Spatial Database Engine (ESRI@) 
The Spatial Database Engine (SDE) is an application designed to run as a client to a Rela- 

tional Database Management System (RDBMS) server, while SDE itself is invoked from an 
application via a series of C library calls that make up the SDE application programming 
interface (API). The SDE software provides highly tuned spatial data index and management 
while still using standard RDBMS technology for actual data storage functions. This approach 
provides high performance spatial functions while still retaining the benefits of established 
database systems. 

ESRI is the maker of ARC/Info, one of the world’s leading geographic information sys- 
tems (GIs). ESRI got its start as an environmental company and developed one of the first 
GISs to support their work in pollution and waste management. Today, their work is all GIS 
software related with a broad range of products, and their software is used in a wide variety of 
fields. 

4.1 cost 

SDE is the most expensive of the technologies in this evaluation since the user is required 
to purchase both an SDE license and a license for the supporting RDBMS. Licensing costs 
vary, but a single SDE license should be in the $17K - $20K range. 

4.2 Storage and retrieval technique 

ESRI considers the details of their data storage and retrieval scheme proprietary, but in 
general, they are using an indexed polygonal binning system. This scheme indexes each stored 
point to a non-overlapping polygon and then does a linear search through the polygon to find 
the point for retrieval. The polygon definitions, points, attributes, indexes, etc. are stored in the 
database system since no data is stored by SDE itself. However, SDE has been highly tuned to 
provide very fast access to spatial data, so portions of this information set are cached in mem- 
ory by SDE to improve the access times to the information. 

One downside to the approach, however, is that SDE can only store a single attribute value 
for each point. This presents a problem when storing the complex data expected at each grid 
point in the (TBT Knowledge Base. There is a solution, however, and that is to store an iden- 
tifier value with the point and use that id as an index to the full dataset. This approach works, 
but requires an additional call to the database to retrieve the data and that results in a decrease 
in performance. 

4.3 Search Evaluation Results 

The evaluation was carried out with SDE version 2.1 and Oracle7 release 7.2. 
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The small dataset worked well with SDE since it only stored a single value at each point. 
The search returned an average of 295 points at an average speed of 0.078 seconds. Discus- 
sions with SDE engineers indicate that this would probably scale in a roughly linear fashion. 

The large dataset was more of a problem since it required a second table to store and an 
additional access to retrieve the information. The recommended scheme of storing an index 
was used, and the results for returning just over 600 points was an average time of 1.237 sec- 
onds. 

4.4 Intangibles 

ESRI is quick to point out that SDE is independent of the underlying database, but at this 
time their only supported database is Oracle. They are actively working on an interface with 
Informix, and are considering others such as Sybase. Since Oracle would probably be the ven- 
dor of choice for a relational database system, this is not seen as a drawback. 

SDE might offer some benefits from being the same engine used to drive the GIS system 
used at the US NDC and PIDC. At this time, however, ESRI is not using SDE to support their 
lead product (ARC/Info), although they do provide an SDE interface from ArcView which is a 
GIS in its own right, but is not as capable as ARC/Info. It is also not clear that ARCIInfo will 
be the GIS of choice for the Data Centers, although it is certainly one of the leading contend- 
ers. As of the 1996 ARC/Info User’s Conference in May, ESRI has plans to provide an inter- 
face between SDE and ARC/Info in version 7.1 which is scheduled for late 1996, so this 
technology may deserve another examination early in 1997. 

The issue of data storage for more than one data value per point is a significant drawback 
to SDE, and discussions with their marketing folks indicated that they realize that it is a design 
limitation. The marketing department indicated that the problem would be solved in version 
3.0 of SDE which should ship in late 1996 or early 1997. Details on how they would over- 
come this limitation were not yet available, but a solution to this problem would significantly 
enhance the way SDE performed in this evaluation. 

The full set of Oracle tools would be available to handle database administration func- 
tions. This would also mean that relatively little additional training would be required for Ora- 
cle trained personnel. Oracle’s support organization would be responsible for Oracle related 
problems. ESRI’s support organization would need to address SDE related problems, and the 
experience with ESRI has been good as far as support is concerned. 

Although the SQL queries will work against the data stored by SDE in Oracle, the index- 
ing schemes are not easily unraveled by a casual user. This limits, to some degree, the useful- 
ness of SQL for browsing or querying the database. 
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4.5 Further Information 

ESRI’s web site contains marketing information, white papers, release information, and 
other details. It is located at: http://www.esri.com, and includes a white paper on SDE 
[ESRI 19951. 
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5.0 Illustra (an lnformix company) 
Illustra is a unique hybrid database that provides a set of object oriented features while 

still retaining familiar relational techniques in its data storage mechanisms. This feature set 
was designed into the database from its inception, so the integration is seamless. In addition, 
Illustra supports the concept of “DataBlades”, which are additional software libraries that get 
compiled directly into the database to allow it to intelligently manage different types of data 
such as documents, video, medical data, web pages, audio, spatial data, etc. Users can write 
their own DataBlades to provide mechanisms for manipulating their unique data types. This 
combination provides tremendous power while still remaining compatible with relational 
standards such as SQL. 

Illustra was developed by Dr. Michael Stonebraker at the University of California, and it 
represents the commercialization of the Postgres research project which started in 1982. Dr. 
Stonebraker is also the original designer of the Ingres database and has a long history of 
research in the database field. Illustra was first released in August of 1993, but already has 
offices and applications world-wide. Illustra was recently acquired by Informix Corporation, 
one of the major relational database vendors. 

5.1 Cost 

Illustra is priced on a “per concurrent user basis” with floating licenses on the local net- 
work. In small numbers, it costs about $1.9K per user. This cost includes the addition of the 2- 
D DataBlade. There are, of course, a number of different pricing schemes with increasing 
price breaks for larger purchases. 

5.2 Storage and retrieval technique 

Illustra sells both a 2-D and 3-D DataBlade that add the ability to manipulate spatial data 
to the basic IIlustra database. The 2-D blade was used for this evaluation, and it uses an R-tree 
searching mechanism for data indexing. The R-tree mechanism is a well known technique for 
spatial data indexing, and it involves a hierarchical structure of possibly overlapping bounding 
polygons. Each polygon splits into multiple, lower level polygons as you descend until you 
are able to isolate the point of interest. See Figure 2, “R-tree searching mechanism,” on 
page 18. R-tree mechanisms are fast, efficient and work in both 2 and 3 dimensions. 

5.3 Search Evaluation Results 

The evaluation was carried out with Illustra version 3.2. 

Illustra handled both datasets without any problems. The small dataset returned an average 
of 294 points in an average time of 0.081 seconds. 

The large dataset returned 613 points on average with an average search time of 0.823 sec- 
onds. 
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Figure 2. R-tree searching mechanism 

5.4 Intangibles 

Illustra’s ability to add code to the database server provides tremendous potential for deal- 
ing with complex data structures in an intelligent fashion. This could provide opportunities for 
dealing with items such as time and frequency variant corrections or frequency dependent dis- 
persion curves. This capability also offers the opportunity to enhance the performance of the 
spatial searching to take advantage of the uniqueness of Knowledge Base data structures. 

Illustra is a fairly young database, so although it has a set of database administration tools, 
they are not yet fully mature. The recent purchase of Illustra by Informix should help in this 
regard since Informix does provide a full set of tools with their product. 

Although it is a different database technology from Oracle, Illustra retains some similari- 
ties. The table structures are similar, and the SQL access is identical across the technologies. 
This provides a high degree of compatibility in environments that support both databases. Pro- 
grams can use the same SQL scripts to access Oracle or Illustra databases and can even access 
both databases simultaneously if needed. Many of the software processes in use at the US 
NDC and PIDC use the Generic Database Interface (GDI) from SAIC which has used an Illus- 
tra interface in the past. Illustra will fit easily into the environment at the data centers, will not 
disrupt the existing Oracle database operations, and could be easily interfaced to from existing 
software. 
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Using Illustra will require additional training, but the Illustra training should come easily 
to personnel trained on Oracle. Illustra has a complete set of training programs available either 
at their locations or at the customer site that cover the complete range of skills from adminis- 
tration to application development. 

The experience with Illustra’s technical support was excellent during this evaluation. They 
were quick to provide answers to questions and provided direct support from the designers 
and developers when needed to solve problems. They also provide a network of independent 
value added resalers across the country who can provide consulting and support services as 
needed. 

Illustra provides full SQL support for its database product. This permits the flexible, ad- 
hoc queries that have proven useful in the relational database environment. Since this is iden- 
tical to the SQL for RDBMS, no additional learning curve is required for accessing the data- 
base in this fashion. 

5.5 Further Information 

Illustra’s web site is stored entirely in an Illustra database and provides a number of demos 
and white papers in addition to marketing information. One of the white papers [Colton 19941 
specifically addresses spatial data storage. Illustra’s web site is located at: 
http://ww w.illustra.com 
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6.0 Objectstore (ODI) 
Objectstore is a full object oriented database that provides reliable, high-performance data 

storage and retrieval in a seamless fashion for object oriented applications in C, C++, and 
Smalltalk. Objectstore provides persistent objects that do not go away when the application 
quits running. Otherwise the database is almost invisible since the objects used in the applica- 
tion are the same objects that are stored in the database. This permits tight integration of appli- 
cation and database, and due to Objectstore’s multi-threaded architecture and light weight 
thread implementation, developers can achieve very fast throughput. 

Object Designs, Inc. (ODI) claims that Objectstore is the world leader in the Object Data- 
base Management System (ODBMS) market, and they are one of the most popular ODBMS 
products on the market today. A number of successful projects have been completed based on 
object oriented design methodologies and centered around the Objectstore database. 

6.1 Cost 

Objectstore is priced with a floating licensing scheme that requires a license for each 
simultaneous user. The licenses are sold in packages, with price breaks for larger package pur- 
chases, but in small quantities, licenses are about $1.5K each. 

6.2 Storage and retrieval technique 

Unlike all of the other database systems examined in this evaluation, Objectstore does not 
provide specialized spatial data management software. Instead, they provide some very gen- 
eral features that make it easy for a developer to work with the persistent objects that are 
stored by Objectstore. It is left up to the developer to create the searching technique that han- 
dles the data correctly. 

For the purpose of this evaluation, an implementation of the R-tree searching mechanism 
was developed. This mechanism is fast, efficient, fairly easy to code, and it is functionally 
identical to the mechanism used by the 2-D spatial DataBlade in Illustra. More detail on how 
the R-tree search works can be found in section 5.2 “Storage and retrieval technique” 

6.3 Search Evaluation Results 

Objectstore was easily the fastest of the databases in this evaluation. For the small dataset, 
the search returned an average of 293 points in an average time of 0.0012 seconds. The large 
dataset searches took 0.015 seconds on average to complete. A significant reason for this 
speed is the fact that the developer had complete control over the search code. There is no 
excess overhead or provisions to support unusual or difficult data types, so the code can be 
optimized to run very fast. There was also limited support for error checking and correcting, 
so operational code would be expected to run a little slower. 
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6.4 Intangibles 

Although OD1 is a relatively young company, they have shown steady growth and an 
increasing market share. They appear stable enough to provide long term support for the 
Knowledge Base product. It seems likely that they will eventually become a buy-out candidate 
for one of the larger database companies. 

Tools for database administration are sparse with the Objectstore package. Although this 
is an area that is receiving a great deal of effort, at this time there are some tools, but far from 
a complete set. 

One of Objectstore’s great features is also a significant drawback, and that is the data- 
base’s lack of embedded code. Although this means that there is almost no excess overhead in 
Object Store, it also means that almost nothing can be done without developing the code. This 
makes for a very flexible and efficient system, but requires a longer development cycle to get 
that system ready to go. 

Objectstore integrates tightly with the C++, C, and SmallTalk languages, but these are 
also the only methods of interfacing with the database. This means that SQL will not work for 
ad-hoc queries format this database. OD1 is developing an SQL interface, however, with a 
release date of Summer ‘96. If this product works as advertised, then Objectstore will have 
the same type of ad-hoc query structure as the other databases in the evaluation. 

Objectstore represents a significant paradigm shift in the way database systems are 
designed, developed, and maintained. The object oriented approach has proven to produce 
much more robust, reliable, and reusable software if the method is followed correctly. Unfor- 
tunately, this shift in thinking also requires a large retraining effort. Little of the current data- 
base administration skills are useful for dealing with Objectstore, so new training will be 
required. 

6.5 Further Information 

Additional information on Objectstore can be found on Object Design’s web site at: 

http://www.odi.com 
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7.0 Summary 
This evaluation has taken a rough mock-up of the type of data structures expected in the 

CTBT Knowledge Base and made an initial evaluation of how well each of four different data- 
base systems handled the problem. This summary section will provide a brief recap of the 
results seen with each database system and present a recommendation for a product to be used 
in the initial prototypes of the Knowledge Base. 

7.1 Evaluation Summary 

7.1.1 Spatial Data Option 

may be useful for certain applications, its mechanism for storage and retrieval of data is 
poorly suited to the type of data and queries expected in this application. Search times were 
slow and significant problems were encountered with the system. Software support was less 
than adequate. 

SDO is not a good solution for the Knowledge Base data storage problem. Although it 

7.1.2 Spatial Database Engine 
SDE showed promise in this evaluation, but it’s biggest drawback for the Knowledge Base 

application is the limitation of storing only one word of data with each spatial point. Given the 
expected complexity of the data needed at each point, this drawback is significant. This tech- 
nology deserves watching, however, since this limitation may be removed in future releases. 

7.1.3 Illustra 
Illustra’s 2-D DataBlade shows promise for use in the CTBT Knowledge Base. The tech- 

nology provides flexibility for dealing with complex data structures, and there is significant 
opportunity available for performance improvement. Illustra also supports SQL queries which 
helps lower the learning curve for accessing this database. Support for the product was excel- 
lent. 

7.1.4 Objectstore 
Objectstore showed the best performance in this evaluation by a substantial margin, and it 

would be a clear winner if speed was the only issue. Unfortunately, prototyping the Knowl- 
edge Base with Objectstore would require a great deal of code development since Objectstore 
does not provide anything more than the very basic code for object management. This would 
prove to be a serious drawback in the cyclical prototyping effort expected for the Knowledge 
Base. 

7.2 Recom menda t io ns 

After completing this evaluation, the recommendation of the design team is to develop the 
initial prototype using the Illustra database management system. This technology offers a 
good balance of performance with the expected data, flexibility, and built-in features that 
should aid in rapid prototype development. In addition, its SQL support and commonality 
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with relational systems should make it easy to develop for the target environment and provide 
excellent compatibility with the existing Oracle environment at the data centers. 

The information management field is marked by rapid change, so at the end of the first 
phase of the Knowledge Base prototype, the performance, experience, and requirements for 
the Knowledge Base should be reassessed. If changes in the database are required, they can be 
easily addressed in the evolutionary prototype approach to the Knowledge Base. 

r 
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