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Abstract

Windows NT desktop and server systems are becoming increasingly important to Sandia. These systems are capable of network performance considerably in excess of the 10 Mbps Ethernet data rate. As alternatives to conventional Ethernet, 155 Mbps Asynchronous Transfer Mode, ATM, and 100 Mbps Ethernet network interface cards were tested and compared to conventional 10 Mbps Ethernet cards in a typical Windows NT system. The results of the tests were analyzed and compared to show the advantages of the alternative technologies. Both 155 Mbps ATM and 100 Mbps Ethernet offer significant performance improvements over conventional 10 Mbps shared media Ethernet.
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Introduction

The Advanced Networking Integration Department at Sandia National Laboratories is responsible for evaluating emerging networking and communications technologies with respect to corporate requirements. Technologies that meet Sandia's needs are then integrated into the Sandia infrastructure. As part of this evaluation, responsibility the department has investigated Asynchronous Transfer Mode (ATM) technology for over 5 years and has determined several benefits that ATM could provide our corporate communications infrastructure. In order to evaluate and develop ATM technologies for deployment throughout Sandia's communications infrastructure, an ATM testbed has been operational since the first ATM equipment was available. As the technology matured, ATM effectively demonstrated capabilities beyond that of legacy network technologies in the Local Area Network (LAN) and Wide Area Network (WAN) environments. Several publications report the results of these demonstrations.\(^1\)\(^2\) In addition, the recently formed Corporate Information Officer (CIO) organization began the definition of an Integrated Information System, IIS, for the laboratories. The definition of the IIS caused attention to be focused on the Windows NT desktop and server operating systems.

Some Sandia Strategic Directions

Sandia National Laboratories charged the CIO organization with developing and implementing a Corporate Information Plan as well as the IIS. As part of those efforts, the CIO defined certain standards with regard to desktop operating systems and workstations. One of the first definitions for desktop systems included the Microsoft Windows NT operating system and Intel Pentium and Pentium Pro based desktop workstations. In addition, UNIX and Windows based network servers were chosen to provide critical network services such as electronic mail

---

(E-mail), Domain Name Services (DNS), file services and print services. Initial testing of Intel Pentium based systems running the Microsoft Windows NT operating system indicated that conventional shared media based Ethernet Local Area Networks, LANs, could seriously hamper the performance of these systems. Indeed, first looks indicated that these systems would easily exceed the 10Mbps clock rate of standard Ethernet.

Concurrent with the definition of desktop and server platforms, the CIO organization was defining an internal corporate data network, INTRANET, to provide corporate information to any customer, in any location, at any time. World Wide Web technology (including the TCP/IP network protocol, the HTTP protocol, and the HTML document language) forms the basis for the Sandia INTRANET. The Sandia INTRANET includes significant graphical content and demands quick response times. Such requirements place a very high load on the network infrastructure and place a premium on high throughput and minimal latency as well as powerful desktop workstations. These developments demonstrated the need to investigate alternatives to ETHERNET and experience pointed in the direction of ATM.

**ATM Testbed**

The Advanced Networking Integration Department has evolved an extensive ATM testbed over the past five years. Using this testbed, ATM network components such as switches and routers as well as Network Interface Cards (NIC) were evaluated. In addition, the testbed provided the means to evaluate the performance of servers and workstations in an ATM environment. The work accomplished by the testbed allowed Sandia to commit to installing an ATM based data communications backbone infrastructure in 1995. This backbone built upon the Synchronous Optical NET (SONET) transport network that was installed beginning in 1991. The current testbed consists of ATM switches, ATM/Ethernet switches, ATM connected routers and ATM network test gear. (See Appendix B)

---

The testbed has evolved into an ATM network that supports 10's of desktop workstations and PCs used to perform day-to-day work for the department. This evolution has allowed the staff to evaluate the performance of ATM in typical office and engineering environments. At this point, the network has shown the stability to perform useful work and provided the opportunity to accurately test client and server systems. Given the Sandia strategic directions and a stable, reliable testbed it was decided to test the performance of ATM based Network Interface Cards. The cards were tested running a commercial operating system, Windows NT, in typical office or research laboratory applications.

**Testing Windows NT 4.0 with ATM Network Interface Cards**

A Gateway 2000 PC based on the Intel 150 MHz Pentium Pro CPU equipped with a PCI bus and standard SCSI disk subsystem was chosen to test. Windows NT version 4.0 was installed on the system. In order to benchmark the system, a SUN Sparc20 running the Solaris 2.51 operating system was selected to function as a network server. Both systems were connected to the ATM switches in the testbed network and configured to use LAN Emulation networking or LANE, a typical and common use of ATM. While the majority of Sandia's scientific and engineering customers use TCP/IP based networking, LANE provides a way to connect with Sandia's legacy Ethernet networks, via ATM regardless, of the protocol. For the scientific and engineering customers classical IP over ATM would have provided better performance but would have prevented other customers from taking advantage of ATM.

It was recognized that the use of LANE and its attendant 1,500 byte packet size would limit the performance of the Windows NT desktop. However, the goal was to determine performance in a typical installation rather than maximum possible performance. (The LANE standard does support larger packet sizes but no vendors are currently supporting packet sizes greater than 1,500 bytes; therefore, the throughput for certain performance tests is reduced by a factor of two or three because of the relatively small packet size.)
The determination to ascertain performance in typical real world settings also led to choosing two performance tests; TTCP and FTP. TTCP utilizes the complete TCP/IP protocol stacks in the client and server systems to move data between computer memories. Such activity is typical of an application where a compute server generates images to be viewed on a user's desktop. The second test, FTP, utilized the File Transfer Protocol to transfer a large file to or from the desktop client system. File transfer is a common desktop operation that is used in many applications such as WEB browsing. Three network interfaces were tested and are reported in this paper; the Interphase 5515 ATM NIC, the Adaptec ATM ANA5240 NIC and the 3Com 509 10 Mbps Ethernet NIC. The Ethernet card was included in the test as a standard for comparison because it represents the most common interface installed at Sandia. Each test was conducted through switched virtual circuits. No shared media network circuits were involved; therefore, the impact of other network traffic on measured throughput was minimized.

Cautionary Note: The tests reported in this paper should not be construed as indicative of the absolute throughput that could be obtained on other PC compatible systems running Windows NT 4.0. Rather the tests indicate the relative performance and CPU loading that can be expected when running Windows NT 4.0 using the network interfaces tested. As always, your mileage may vary.

Each card and associated device driver was tested in the Gateway PC using the TTCP and FTP tests, transmitting and receiving data with the SUN server. The complete test protocol is documented in Appendix A. Each test was run four times and data throughput and CPU percentage utilization were recorded. The importance of recording data throughput is obvious while CPU utilization is less so. It is desirable to evaluate the CPU utilization associated with data transfer because driver efficiency affects the overall performance of the desktop systems. Efficient well-written drivers are certainly desirable and are preferred over those that are less efficient. Figure 1 records the test results averages. While average test results are reported, it is interesting to note that test results varied by less than 5% for each test.
Figure 1. Performance of ATM Network Interface Cards

As one can see from the results in Figure 1, the ATM connected client system outperforms the Ethernet connected system by a wide margin. However, the performance comes at the expense of increased CPU utilization. Given this situation it is not obvious which NIC and associated driver is “best.” In order to provide an easier way to compare these interfaces, a figure of merit was defined.

Network Interface Card Figure of Merit

In order to compare network interface cards a figure of merit, $M$, a dimensionless number, was defined. $M$ was defined as the measured throughput in Megabits per second divided by the measured CPU percentage utilization represented as a decimal fraction,

$$M = \frac{\text{Mbps}}{(\% \text{CPU utilization})}.$$

This figure of merit was chosen as a way to demonstrate a benefit-cost ratio for each type of network interface card. The benefit is data throughput delivered while the cost is the amount of the CPU capacity consumed. Therefore, the larger $M$ grows the greater the benefit per unit cost. For example, a throughput of 10Mbps that required 100% CPU utilization would have a

<table>
<thead>
<tr>
<th>Test</th>
<th>TTCP Receive</th>
<th>TTCP Transmit</th>
<th>FTP Receive</th>
<th>FTP Transmit</th>
</tr>
</thead>
<tbody>
<tr>
<td>NIC</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Interphase ATM 5515, driver of 9/12/96</td>
<td>20.65</td>
<td>100</td>
<td>45.91</td>
<td>79</td>
</tr>
<tr>
<td>Adaptec ATM ANA5240, driver 4.0</td>
<td>27.7</td>
<td>89</td>
<td>35.8</td>
<td>66</td>
</tr>
<tr>
<td>3Com 509 ISA Ethernet</td>
<td>7.9</td>
<td>74</td>
<td>6.5</td>
<td>47</td>
</tr>
</tbody>
</table>
figure of merit of 10; whereas, a throughput of 7.5 Mbps that required only 50% CPU utilization would have a figure of merit of 15. Figure 2 plots the figures of merit for the tests performed.

**Windows NT 4.0 Network Interface Card Performance**
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**Figure 2. The Figure of Merit for ATM Network Interface Cards Compared to an Ethernet Network Interface Card**

**ATM 155 Mbps VS. Ethernet 100 Base-T**

With the advent of 100 Base-T Ethernet (100 Mbps), another alternative has been provided to those who wish to provide data rates higher than 10 Mbps to the desktop. The 100 Base-T Network Interface Cards, NICs, represent a very attractive alternative to the ATM NICs from a cost versus performance viewpoint. Therefore, the two alternatives of 100 Mbps Ethernet and 155 Mbps ATM have been compared on a typical PC platform. Unfortunately, the Gateway G5-150 Pentium Pro system that was used for the former tests was no longer available for testing so a Gateway 2000 G6-200 Pentium Pro system was substituted. Using a different NT test platform precluded direct performance comparisons with the previous tests. (When a long term
test platform becomes available, the tests will be rerun with an expanded set of NICs providing
direct performance comparisons.

As before the PC platform was running Windows NT 4.0 and was tested with a SUN
SPARC 20, running the Solaris operating system, version 2.51. The Sparc20 was connected to
the ATM testbed via fiber optic cable and a 155 Mbps ATM NIC. Two NIC cards were tested in
the NT system, the 3COM595 PCI bus 10/100 Mbps Ethernet NIC and the Interphase 5515 155
Mbps ATM NIC. The Ethernet card was connected to the testbed via twisted pair cable and the
Cisco Catalyst 5000 Ethernet switch while the Interphase ATM card connected to the testbed via
fiber optic cable and the Cisco LS1010 ATM switch. The actual throughput from the tests was
recorded independently from the CPU utilization. The process of measuring the CPU utilization
actually lowers throughput by several percent.

All results are reported from the perspective of the Windows NT system and are recorded
as average values in the following illustrations. To provide a direct comparison of the two NIC
alternatives the figure of merit, $M$, for each test was calculated in the same fashion as was done
for previous tests.

<table>
<thead>
<tr>
<th>NIC</th>
<th>Data Throughput (Mbps)</th>
<th>CPU Utilization %</th>
<th>Data Throughput (Mbps)</th>
<th>CPU Utilization %</th>
<th>Data Throughput (Mbps)</th>
<th>CPU Utilization %</th>
<th>Data Throughput (Mbps)</th>
<th>CPU Utilization %</th>
</tr>
</thead>
<tbody>
<tr>
<td>Interphase ATM 5515, driver of 9/12/96</td>
<td>47.9</td>
<td>92</td>
<td>53.7</td>
<td>57</td>
<td>30.6</td>
<td>100</td>
<td>41.3</td>
<td>61</td>
</tr>
<tr>
<td>3COM595 100 Base-T Ethernet</td>
<td>44.4</td>
<td>75</td>
<td>46.2</td>
<td>58</td>
<td>26.2</td>
<td>100</td>
<td>38.4</td>
<td>56</td>
</tr>
</tbody>
</table>

Figure 3. Performance of ATM and 100 Base-T Ethernet Network Interface Cards
Conclusions

One may observe, from the results of the two sets of tests, that receiving data requires more CPU resources than transmitting data. It is hypothesized that this difference in performance is due to at least two factors. First, receiving data is an interrupt driven process, requiring context switching, which increases the load on the CPU. Second, data can be received over several logical “ports”; therefore, a table search is required to route the data to the correct process.

One may also observe that the Ethernet drivers appeared to be more efficient with regard to CPU utilization. This may be indicative of the experience manufacturers have with writing Ethernet drivers.
There are several significant conclusions that can be drawn from these tests. The first is that the performance improvement provided by an ATM LAN connection over a conventional 10 Mbps Ethernet connection is significant. Not only can a significant performance improvement be measured in throughput, but it can also be “felt” by the user. This feeling comes through improved responsiveness when doing such activities as WEB browsing or accessing remote files.

The second conclusion is that, for data communications based applications, the 100 Mbps Ethernet NIC performs as well as the 155 Mbps ATM NIC on a typical desktop system. Given the perceived cost advantages of switched 100 Mbps Ethernet (100 Base-T), 100 Mbps Ethernet is very attractive. However, ATM throughput is artificially constrained when packet size is limited to 1,500 bytes to provide compatibility with existing LANs. One may expect there to be a significant difference between ATM and 100 Base-T Ethernet when the packet size for ATM is increased to approximately 10,000 bytes. It is not apparent that the packet size for 100 Base-T Ethernet can be increased at all. One should be cautious comparing the Ethernet and ATM technologies solely on the basis of throughput performance. Other factors must be considered when one chooses a technology. These factors include: maintainability, reliability, suitability for voice, video and data services and the ability to scale from local area network to wide area network environments.

The third conclusion is that the “standard” desktop chosen by Sandia is seriously constrained by a 10 Mbps Ethernet local area network connection. Ideally, no new networks would be designed and installed at Sandia that were based on the 10 Mbps shared media Ethernet model. In the near term (<3 years), the minimum that Sandia should strive for would be 10 Mbps switched access for all new local area networks. Such a design may grow to provide either switched 100 Mbps Ethernet or 155 Mbps ATM as the customers demand.

Finally, one may conclude that Sandia must design all future local area networks based on a switched architecture. The switched architecture must be able to provide throughput of 100 Mbps or more. The fundamental limitation that held the ATM performance to approximately 40 Mbps was the requirement to be compatible with the legacy Ethernet LANs and their 1,500 byte...
maximum packet size. Please see Appendix C for an illustration of the impact of packet size on performance. Techniques exist today to increase that packet size to approximately 10,000 bytes. It has been shown, through tests on the Sandia High Performance Storage System, that an increase in packet size would result in test throughputs of over 100 Mbps.
Appendix A - ATM Throughput Test Protocol

Each Network Interface Card and associated driver were tested with the Test TCP (TTCP) test and File Transfer Protocol (FTP) test. These two tests were chosen because they represent typical operations customers are expected to perform. The TTCP test represents memory-to-memory data transfer that might be expected between a computational server and client desktop. The FTP test represents a file transfer between two client systems or a client system and file server.

TTCP TEST

Each interface card and driver combination was evaluated using the TTCP memory-to-memory test. This test evaluates network throughput utilizing the complete operating system including the TCP/IP protocol stack; however, there is no disk I/O or file system support associated with the test. Two particular implementations of TTCP were used for the tests. TTCPNT software, TTCP compiled for Windows NT, was used on the Windows NT system while GTTCP software, a Sandia modified version of TTCP, was used on the SUN workstation.

TTCP-test parameters used represent the most common settings
n=2000, source buffers written to the network
b=32768, TCP socket buffer size
l=8192, length of buffers read or written to the network
s, discard all data

TTCP Test Procedure
The TTCP tests were controlled from the Windows NT system using Telnet to log on to the SUN Sparc20 running GTTCP and a DOS command window to control the TTCPNT software on the NT workstation. Throughput was recorded from the GTTCP performance report as the GTTCP timing is more precise. The following typical test measures TTCP
throughput when the SUN Sparc20 receives data transmitted from the Windows NT workstation.

1. Open a DOS command window, change to the tcp directory
2. Telnet to the SUN, change to the /opt(metrics directory
3. type gttcp \-r \-s \-b32768 \-18192 in the Telnet window to set up the receive
4. type ttcpnt \-t \-s \-b32768 \-1 8192 \-n2000 134.253.4.206 (or .71) in the DOS command window to start the test
5. record the throughput reported by the GTTCP program

The above test was run four times and an average throughput calculated. Then the test was reversed with the Windows NT workstation receiving the data transmitted from the SUN workstation. This receive test was also run four times and the results averaged. Several tests were also run with the Windows NT CPU performance monitor turned on in order to measure CPU utilization. The data throughputs were not recorded when measuring CPU utilization on the Windows NT system because measuring CPU utilization affected data throughput.

**FTP - File Transfer Protocol test**

The FTP test used a standard file, flute2.wav, an 11 Mbyte file, to measure system performance. Using this file size allowed the SUN Sparc20 and the Windows NT systems to cache the file eliminating (to a large extent) any effects of the disk subsystems. All file transfers were controlled from the NT workstation and the notion of transmit and receive are used with respect to the Windows NT system.

**FTP Receive Test** - The Windows NT workstation receives files from the SUN workstation.

1. Open a DOS command window on the NT workstation
2. type cd \test to access the test file area
3. type **ftp 134.253.4.206 (or .71)** to use the Windows NT FTP application to connect to the SUN workstation

4. type **cd /opt/netscape/data/samples/audio** to access the test files directory

5. type **bin** to use binary mode data transfer

6. type **get flute2.wav** to receive the 11 Mbyte file

7. record the data throughput reported by FTP

(repeat steps 6 to 7 four times and average the results)

**FTP Transmit Test** - The Windows NT workstation transmits files to the SUN system. This test is run identically to the receive test except that **put** is typed instead of **get** at step #6.

The FTP tests were also run with the Windows NT CPU monitor active but the throughput results are not included in the report. Only the Windows NT CPU utilization is recorded for those tests because measuring CPU utilization reduces performance.
Figure 5. Advanced Networking Integration Department ATM Testbed
Appendix C - The Impact of TCP Window Size on ATM Performance

The constraint that ATM networking “Look like a legacy LAN” exacts a high performance penalty. Experience has led one to believe that as one increases the TCP window size network throughput would increase. However, the current LAN emulation, LANE, packet size of 1,500 bytes lowers anticipate performance. The following graph shows the performance of an early model Pentium system using an ATM network interface card and running Windows NT. The Test TCP program was used to transfer data from the Pentium system to an ATM connected SUN Sparc20 UNIX workstation. The systems used LANE to transfer data. The effect of the 1,500 byte legacy Ethernet packet limit shows up dramatically in Figure 6 as the TCP window size was increased.

<table>
<thead>
<tr>
<th>TCP Window Size</th>
<th>Throughput</th>
</tr>
</thead>
<tbody>
<tr>
<td>256</td>
<td>6.58</td>
</tr>
<tr>
<td>512</td>
<td>7.66</td>
</tr>
<tr>
<td>1024</td>
<td>10.77</td>
</tr>
<tr>
<td>1400</td>
<td>13.98</td>
</tr>
<tr>
<td>2048</td>
<td>12.11</td>
</tr>
<tr>
<td>4096</td>
<td>14.93</td>
</tr>
<tr>
<td>6144</td>
<td>17.51</td>
</tr>
<tr>
<td>12288</td>
<td>18.46</td>
</tr>
<tr>
<td>16384</td>
<td>19.36</td>
</tr>
<tr>
<td>24576</td>
<td>20.6</td>
</tr>
<tr>
<td>32768</td>
<td>21.1</td>
</tr>
</tbody>
</table>

Figure 6. The Current LANE Packet Size of 1500 Bytes Limits ATM Performance
The dip in performance at 1,500 bytes is evident and can be explained as the segmentation necessary to send large TCP data buffers via 1,500 byte packets.
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