Protein Structure Prediction With Evolutionary Algorithms

Abstract

Evolutionary algorithms have been successfully applied to a variety of molecular structure prediction problems. In this paper we reconsider the design of genetic algorithms that have been applied to a simple protein structure prediction problem. Our analysis considers the impact of several algorithmic factors for this problem: the confirmational representation, the energy formulation and the way in which infeasible conformations are penalized. Further we empirically evaluated the impact of these factors on a small set of polymer sequences. Our analysis leads to specific recommendations for both GAs as well as other heuristic methods for solving PSP on the HP model.

1 INTRODUCTION

A protein is a chain of amino acid residues that folds into a specific native tertiary structure under certain physiological conditions. Proteins unfold when folding conditions provided by the environment are disrupted, and many proteins spontaneously refold to their native structures when physiological conditions are restored. This observation is the basis for the belief that prediction of the native structure of a protein can be done computationally from the information contained in the amino acid sequence alone.

A protein's structure determines its biological function. Consequently, methods for solving protein structure prediction (PSP) problems are valuable tools for modern molecular biology. Improved methods for solving PSP will facilitate our understanding of gene expression and help identify new genes. Further, these methods can be used to design diagnostic tests and develop drugs. Exhaustive search of a protein’s conformational space is not a feasible algorithmic strategy for PSP even for small protein sequences. Furthermore, recent computational analyses of PSP have shown that this problem is intractable on simple lattice models [2, 4]. Consequently, heuristic optimization methods seem the most reasonable algorithmic choice to solve PSP problems. In particular, evolutionary methods have been used by a variety of researchers [22, 21, 20, 8, 12, 13, 14, 15, 17, 18].

In this article we examine the basic design principles that have guided prior work with GAs on the PSP problem for the HP model [6]. We focus on a simple lattice model because lattice models can capture many global aspects of protein structures, they are inexpensive to use, and it is possible to design test problems for which the best conformational structure is known (for small protein sequences). The PSP problem for the HP model is a good test problem for evaluating GAs because its complexity is well understood and there has been a lot of prior work developing heuristics and global optimization methods for this problem. We consider three basic algorithmic factors that affect how GAs are applied to this PSP problem. First, we evaluate the representations commonly used for this problem and describe equivalences between different operators across these search domains. Next, we propose a new method for formulating the energy potential for the HP model that makes the energy potential more continuous while preserving the integer rank order of conformations in the search domain. Finally, we describe how penalty methods can be used to safely enforce self-avoiding constraints.

In the next section we motivate the use of simple lattice models of PSP, particularly the HP model. Next we review heuristic and global optimization methods that have been applied to this problem. Based on this
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review, we reconsider the algorithmic design of GAs and provide experimental results that evaluate the algorithmic factors for the GAs. Finally, we conclude with a discussion of our results.

2 THE HP PROTEIN FOLDING MODEL

One of the most studied simple protein models is the hydrophobic-hydrophilic model (HP model) proposed by Dill [6]. HP models abstract the hydrophobic interaction process in protein folding by reducing a protein to a heteropolymer that represents a predetermined pattern of hydrophobicity in the protein; nonpolar amino acids are classified as hydrophobic and polar amino acids are classified as hydrophilic. A sequence is \( s \in \{H, P\}^n \), where \( H \) represents a hydrophobic amino acid and \( P \) represents a hydrophilic amino acids.

The HP model restricts the space of conformations to self-avoiding paths on a lattice in which vertices are labeled by the amino acids. Lattices provide a natural discretization of the space of protein conformations since the dihedral angles along the protein’s backbone are indeed constrained to specific domains. The HP model has been extensively studied for conformations embedded on the 2D square and 3D cubic lattices. Despite the simplicity of this model, it is powerful enough to capture a variety of properties of actual proteins [7].

The energy potential in the HP model reflects the fact that hydrophobic amino acids have a propensity to form a hydrophobic core. To capture this feature of protein structures, the HP model adds a value \( e \) for every pair of hydrophobics that form a topological contact: a topological contact is formed by a pair of amino acids that are adjacent on the lattice and not consecutive in the sequence. The value of \( e \) is typically taken to be \(-1\). Figure 1 shows sequences embedded in the square and the triangular, with hydrophobic-hydrophobic contacts (HH contacts) highlighted with dotted lines. The conformation in Figure 1a has an energy of \(-4\) and the conformation in Figure 1b has an energy of \(-6\).

The embedding of a sequence in a lattice may be represented in a number of ways. Three common methods are Cartesian coordinates (the location of each acid on the lattice is specified independently), internal coordinates (the protein is specified as a sequence of moves taken on the lattice from one acid to the next), and as a distance matrix (amino acid locations are inferred from inter-amino acid distances).

3 PSP METHODS FOR THE HP MODEL

The biological relevance of the HP model has naturally led to the analysis and development of algorithmic methods for PSP using this model. The PSP problem for the HP model has been shown to be NP-complete on the square lattice [4] and cubic lattice [2]. Additionally, Hart and Istrail [10, 11] andagarwal et al. [1] describe performance guaranteed approximation algorithms for the HP model on the square, cubic and triangular lattices. A wide variety of global optimization techniques have been applied to PSP (e.g. see the papers in Biegler et al. [3] and Pardalos, Shalloway and Xue [16]). In particular, GAs algorithms have proven a particularly robust and effective global optimization technique for PSP.

An early application of GAs to PSP was that of Unger and Moul [22, 21]. Their GA uses internal coordinates that specify an absolute direction on a square or cubic lattice. Additionally, individuals are coded with a sequence in \( \{U, D, L, R, F, B\}^n \) (which correspond to up, down, left, right, forward and backward moves in a cubic for a length \( n \) protein). Additionally, their GA only considers feasible conformations that are self-avoiding paths on the lattice. When mutation and crossover are applied, their GA iterates until a feasible conformation is generated.

Patton et al. [8] describe a standard GA that significantly outperforms the GA used by Unger and Moul [21]. To avoid a reduction in diversity, they use a large population size, apply an “incest prohibition” method to avoid crossover between similar conformations and utilize niching. They also employed an internal coordinate representation that uses relative offsets from the current position, together with a chain-growth method to help the GA search through feasible conformations. A standard form of relative offsets represents a conformation as a sequence in \( \{F, L, R, U, D\}^{n-2} \) (which correspond to forward, left, right, up and down relative moves). This has the ad-
vantage of guaranteeing that all solutions are 1-step self-avoiding (since there is no “back” move).

Finally, Patton et al. use a penalty method to enforce the self-avoiding constraints. Their objective function adds a penalty if two or more amino acids lie at the same position on the lattice. Further, any hydrophobic amino acid which lies at the same position as another amino acid does not add hydrophobic-hydrophobic contacts to the potential energy.

Khimasia and Coveney [12] considered the performance of Goldberg's [9] Simple Genetic Algorithm (SGA) using internal coordinates with absolute moves. The objective function was defined as a hybrid between the Random Energy Model [5] and the HP model. This included two penalty terms: a penalty for each lattice site that has two amino acids on it, and a penalty for each lattice site that has three or more monomers on it. In this paper, the use of multi-point crossover is recommended based on the study of the behavior of the SGA over long sequences.

Krasnogor et al. [15] empirically evaluate what mix of evolutionary operators (mutations, macromutations, crossover) were most useful for solving the PSP problem for the HP model. Their experiments evaluated GAs that applied these operators with different combinations of probabilities. Their results strongly suggest that (1) one point crossover was not able to transfer building blocks and (2) macromutation was acting like powerful local search. For the instances studied, the best combination of parameters had a small crossover probability and high mutation and macromutation probabilities.

4 ALGORITHMIC DESIGN

In this section we critique three algorithmic factors that impact the performance and general applicability of GAs for PSP problems: the energy potential, the method of constraint management, and the conformational representation.

4.1 ENCODINGS FOR INTERNAL COORDINATES

When working with lattice models, proteins are often represented using internal coordinates. However no comparative studies have evaluated whether an absolute (as per Unger above) or relative (as per Patton et al. ) representation is more effective for GAs; prior researchers selected an encoding without explicit numerical comparisons [8, 19, 20, 14, 15]. Since other algorithmic parameters were also chosen differently, it is difficult to assess the impact that the choice of encoding has on a GA's performance. In this section we illustrate how the fitness landscapes induced by these encodings and the standard genetic operators can have important differences that may affect the global search behavior of the GA. Our discussion considers the two dimensional square lattice, but an extension to other discrete lattices is straightforward.

Mutation on the Relative Encoding Consider the effect of one-point mutation on the structure in Figure 2(a). It's relative encoding is $S_{rel} = \text{FLLFRLRLLLR}$ when viewed from the H amino acid. A one point mutation in the sixth position could produce either of $S_{rel}^1 = \text{FLLFRLRLLLR}$ or $S_{rel}^2 = \text{FLLFRLRLLLR}$, which are shown in Figures 2(b) and 2(c) respectively.

![Figure 2](image)

We can see from this example that a one point mutation in the relative encoding produces a rotation effect at the mutated point. To produce the same effect in the absolute encoding we must perform a macromutation, that is, several genes need to be simultaneously mutated to pro-
duce the same change in the structure. We define a rotation operator in the absolute encoding as, given a point where to produce the rotation, all the remaining genes will be mutated according to Table 1. In the working example, Figure 2(a) is encoded as $S_{abs} = RULLURURULU$ while the first mutated structure (Figure 2(b)) is $S^3_{abs} = RULLULULDLU$ and Figure 2(c) is $S^2_{abs} = RULLULDLRDRD$.

Mutation on the Absolute Encoding A One-point mutation in an absolute encoding leaves the orientation of the rest of the structure unchanged. To achieve the same effect in the relative encoding, it is necessary to change two subsequent values in the encoding. There are, however, restrictions in the mapping from a one-point mutation under the absolute encoding to a two-point mutation in the relative encoding. Specifically, point mutations in an absolute encoding can produce structures that are not one-step self-avoiding, which have no equivalent in a relative encoding.

### 4.2 POTENTIAL ENERGY FORMULATION

Consider the conformation in Figure 3, which contains two conformations of a hydrophobic sequence that are formed from two domains connected with a hydrophilic chain. The basic energy potential of the HP model only rewards direct hydrophobic-hydrophobic contacts, so in each conformation only the compact subconformations contribute any energy to this conformation. However, it is clear that Figure 3a is closer to forming the optimal conformation than Figure 3b.

This type of disparity between the energy value and the “closeness” of the conformation can be remedied by augmenting the energy function to allow a distance-dependent hydrophobic-hydrophobic potential. Since the distances between amino acids form a countable set, it is possible to construct a distance-dependent potential that preserves the rank order of the conformations in the HP model while enabling a finer level of distinction between conformations with the same number of hydrophobic-hydrophobic contacts. For example, if $d_{ij}$ is the distance between two hydrophobic amino acids $H_i$ and $H_j$, then we can use

$$
\hat{E}_{H_iH_j}(d_{ij}) = \begin{cases} 
-1 & , d_{ij} = 1 \\
-1/(d_{ij}^k N_H) & , d_{ij} > 1 
\end{cases},
$$

where $N_H$ equals the number of hydrophobics in the polymer sequence, and where $k = 4$ for the square lattice and $k = 5$ for the triangular and cubic lattices.

We briefly sketch the proof of correctness of the modified energy potential for the square lattice. Let $E(C)$ be the energy of $C$ in the HP model and let $\hat{E}(C)$ equal the energy of $C$ in the modified energy potential. We show that $E(C) = \left[\hat{E}(C)\right]$ by proving that

$$
\frac{1}{2}\sum_i \sum_{j:d_{ij}>1} \hat{E}_{H_iH_j}(d_{ij}) > -1.
$$

because this is the only fractional contribution of the energy to $\hat{E}(C)$. Now

$$
\frac{1}{2}\sum_i \sum_{j:d_{ij}>1} \hat{E}_{H_iH_j}(d_{ij}) > \frac{N_H}{2} \hat{E}_{\min},
$$

where $\hat{E}_{\min} = \min_i \sum_{j:d_{ij}>1} \hat{E}_{H_iH_j}(d_{ij})$. Thus it suffices to show that $\hat{E}_{\min} > -2/N_H$.

---

Table 1: 'Directed' macromutations to rotate the specified angle of a structure in the absolute encoding.

<table>
<thead>
<tr>
<th>Angle</th>
<th>Encoding</th>
</tr>
</thead>
<tbody>
<tr>
<td>+90</td>
<td>R L D U</td>
</tr>
<tr>
<td>-90</td>
<td>L D U R</td>
</tr>
<tr>
<td>+180</td>
<td>D U L R</td>
</tr>
<tr>
<td>-180</td>
<td>D U L R</td>
</tr>
</tbody>
</table>
We consider a hydrophobic amino acid that interacts with hydrophobic amino acids on all lattice points at which a contact is possible whose distance is greater than one, which overestimates the value of $E_{\text{min}}$. The interactions in a quadrant can be split between the interactions along the axis and the interactions strictly within the quadrant. The interactions along the axis add

$$-\frac{1}{N_H} \sum_{k=1}^{\infty} \frac{1}{(2k+1)^4}.$$

The interactions strictly within the quadrant can be bounded by considering points for which the distance along the $x$- or $y$-axis is equal to $2k$ and $2k+1$ separately. In both cases, there are $2k$ possible points which can form a contact, so the interactions within a quadrant are bounded by

$$-\frac{1}{N_H} \sum_{k=1}^{\infty} \frac{2k}{(1+(2k)^2)^2} - \frac{1}{N_H} \sum_{k=1}^{\infty} \frac{2k}{(1+(2k+1)^2)^2}.$$

Some simple algebra shows that $E_i > -2/N_H$.

### 4.3 CONSTRAINT MANAGEMENT

Two broad classes of constraints need to be enforced to define a feasible conformation: (1) the connectivity of the polymer chain and (2) the self-avoidance of the conformation. Both of these constraints can be handled either implicitly or explicitly through the choice of the search space (i.e. representation) and search method (i.e. genetic operators). Perhaps the strongest motivation for using internal coordinates is that they handle the first constraint implicitly whereas this must be done explicitly if cartesian coordinates are used.

Two basic approaches have been taken to manage self-avoiding constraints when internal coordinates are used. First, the search is constrained to only consider feasible, self-avoiding conformations; when an infeasible conformation is generated, it is immediately rejected and the search method attempts to regenerate a feasible conformation. This method is not well suited to PSP problems, though, because the shortest path from a compact feasible conformation to another compact feasible conformation may be very long when compared with the shortest path through the space of infeasible conformations.

The second approach to enforcing constraints uses a penalty to guide the GA toward feasible solutions. Two penalty methods have been used to solve PSP for the HP model. First, a penalty is added for every pair of amino acids that lie at the same lattice point. Using this penalty, there may be $O(n)$ penalties. Patton et al. [8] extend this further to prevent hydrophobic amino acids from contributing to the objective function if they lie on a lattice point with other amino acids.

When evaluating these penalty methods, it is important to consider whether these methods correctly constrain the search domain to feasible regions. All of the GAs discussed in Section 3 that use a penalty method apply a fixed constant penalty term $C$. This policy can cause problems if the second penalty method is applied without the extension of Patton et al., since for fixed values of $C$ is possible to construct examples where the structure with optimal energy with the penalty method does not correspond to the optimal energy for the HP model.

It is also important to consider the efficacy of penalty method to understand how well they facilitate optimization. For example, we believe that the extended formulation proposed by Patton et al. may lead to a less effective search than other methods. If the hydrophobic amino acids are prevented from contributing to the objective function because they overlap, the fitness landscape may have large flat regions. Consequently the GA has less information to guide its search and it will likely take longer to find optimal conformations.

These considerations recommend the use of a fixed penalty approach that is adapted based on the number of hydrophobics available in the protein sequence, $N_H$. The idea is that we can select $C$ sufficiently large to ensure the validity of the fixed-penalty constraint formulation. For example, on the square lattice if $C = 2N_H + 2$ then the penalty is large enough that any infeasible conformation has positive energy while all feasible conformations have nonpositive energy. Thus the optimal conformation of the HP model is strictly better than the best penalized conformation.

### 5 METHODS AND RESULTS

The GAs used in our experiments had a $(500+500)$ selection strategy, and mutation was applied to each structure with probability 0.3. One-point mutation was used to change one value in an absolute encoding, and two-point mutation was used to change two consecutive values in a relative encoding. The One-point, Two-point and Uniform crossover operators were used with probability of 0.8. Each run of the GA consisted of 200 generations with a non elitism policy. For the comparison of the encodings the proposed modified energy potential was used. Furthermore, every pair of
penalized with a constant penalty, C, dependent on the length of the instance. We used five polymer sequences in our experiments, which have a relatively short length (less than 50 monomers).

5.1 RELATIVE VS. ABSOLUTE ENCODING

In order to evaluate the effect of the encoding on the ability of the GA to find low energy configurations, a series of experiments were run using the GA to find optimal configurations for a number of proteins under the two encodings. The performance metric was the fitness of the best individual in the final generation of each run. In order to distinguish the effects of the encodings from that of the choice of lattice or operators, experiments were run in three different embedding space: two dimensional square and triangular lattices and a three dimensional square lattice. Five protein instances of differing length and difficulty were chosen for each lattice. In each type of lattice separate experiments were run using OnePoint, Two-point and Uniform Crossover. As described above the mutation operators used have the same phenotypic effect in each encoding. Twenty nine runs were done for each combination, giving 45 sets of comparisons between the two encodings.

Figure 4 summarizes the result of this experiment. For each combination of lattice, crossover operator, and protein sequence, we computed the rank over all trials of the two experiments that use either an absolute or relative encoding of protein conformations. A maximum rank of 58 is possible since there are 29 trials in each of the experiments in each pair. This figure shows boxplots of the relative ranks of the final results for each lattice and for the encodings; maximizing the ranks indicates a better method. This plot clearly indicates that the relative encoding is at least as good in all lattices, and for the square lattice it is much better.

This result is confirmed in the statistical analysis of these results. Table 5.1 summarizes the results obtained. This results were obtained based on the \( p \)-values of a \( t \)-test for the two encodings for the different embedding spaces and crossovers. The null hypothesis was that the fitness values obtained under the two encodings come from the same distribution, and the \( p \)-value is the probability that the null hypothesis holds, i.e. that the choice of encoding makes no difference to the ability of the GA to find good solutions.

From inspection of table 5.1 we can say with 95% of confidence that the relative encoding was always better than the absolute encoding in the two dimensional square lattice. In the three dimensional square lattice almost always the relative outperformed the absolute encoding, while 4 out of 15 times they were indistinguishable. The robustness of the relative encoding degrades when we look to the two dimensional triangular case. For this embedding the absolute encoding is 5 out of 15 times the best, while the relative just 3 out of 15. In the remaining 7 sets (of 29 runs each) both encodings cannot be differentiated.

If 90% confidence is considered then we can see from this table that just in one case on the three dimensional square lattice both encodings present the same performance, being in all the other test cases the relative better than absolute. On the triangular two dimensional lattice there is one more occurrence where relative is better (4 out of 15) and one more occurrence where the absolute is better (6 out of 15).

5.2 STANDARD VS. DISTANCE ENERGY

In this set of experiments we wanted to elucidate if the modified energy potential improves the search capabilities of the GA. For each of the three lattices we used the same first four instances as for the previous section. From the three crossover available we run the simulations for One-point and Two-point crossover. Again, 29 trials were assigned to each of the four instances in each of the three lattices for each crossover tested.

The results of these experiments do not show a substantial impact of using the modified energy potential for the test problems. We computed the \( p \)-values of a \( t \)-test where the null hypothesis was that the final protein configuration were the same using the two energy potential. We found that the two energy potentials had the same performance except for instance B using two-point crossover on the triangular lattice (\( p = 0.95 \)). There also appeared to be a slight effect for instances C and D on the triangular and cubic lattices, but this was not a significant difference.

6 DISCUSSION

In this paper we have directly compared the encoding of PSP using internal coordinates by means of relative and absolute moves. We show the search spaces induced by the relative and absolute encodings to be different and we describe a mapping of the One-point mutation in the absolute to the relative encoding (the same could be done for other genetic operators). Also, we proposed a modified energy potential that facilitates the GA search while preserving the ranking of the standard HP model. We also identified weaknesses
in the standard constraint management strategies and proposed a constraint method that is ensures the correctness of the final solution. These algorithmic issues were explored in the three most common lattices being used, two and three dimensional square lattice and two dimensional triangular lattice. Our results support the use of the relative encoding for this problem, which may explain the superior performance of the GA described by Patton et al. [8] as compared to the GA described by Unger and

We have previously argued [17, 12, 15] that the representation with internal coordinates and standard crossovers fail to transfer building blocks. In the works studied there were no direct comparisons of the relative and absolute encodings. If alternative representations based on internal coordinates are to be researched or used in heuristics (i.e. G.R.A.S.P., Hill Climbers, etc.), then our results supports the use of the relative encoding over the absolute one.

Although the modified energy potential did not provide improved optimization performance in these experiments, further experiments need to be done with larger protein instances. We suspect that for longer proteins the difference between the two formulations will be more clear. Furthermore, we believe that a modified energy formulation will be particularly important for the effective use of hybrid GAs that use a local search method. Without a modified energy potential, there will exist large “plateaus” in the energy landscape on which local search cannot find a descent direction and where it must effectively perform a random search.
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