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Abstract

A Measurement of the $b$ Quark Fragmentation Function at 
$\sqrt{Q^2} = 45.6$ GeV

by Eric D. Church

Chairperson of Supervisory Committee:

Victor Cook
Department of Physics

Presented here is a measurement of the $b$ quark fragmentation function $D_b(x)$, taken from a sample of 504 semi-leptonic B decays which were selected from the 150,000 $Z^0$ decays collected between 1993 and 1995 at the SLD at SLAC. The energy of each tagged B hadron is reconstructed using missing jet energy, based on the information from the lepton and a partially-reconstructed charm-decay vertex. Account is taken of the effect of primary orbitally excited mesons ($B^{*\ast}$s). An iterative unfolding procedure is used which serves to effectively extract the true fragmentation function from the reconstructed B energy spectrum. The final result is shown to be compatible with many theoretical models. A comparison is made with other $b$ fragmentation function measurements at 45.6 GeV, and this measurement is shown to be consistent with those results. The average scaled energy is found to be 
\[ \langle x_E \rangle = 0.697 \pm 0.017(stat) \pm 0.034(sys). \]
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Chapter 1

INTRODUCTION

1.1 Motivation

The work of many physicists in the 1960's through the 1980's led first to the formulation of the Standard Model of particle physics, and then to its extensive testing. In the late 1980's and into the 1990's with the construction and operation of the four experiments at the Large Electron Positron ring (LEP) in Geneva and SLAC's Large Detector (SLD) in California, the Standard Model has gained the status of the correct low energy theory\(^1\). These detectors each observe \(e^+ e^-\) collisions at an energy of \(\sqrt{s} = 91.2\text{ GeV} = m_{Z^0}c^2\). They have tested Electroweak parameters of the SM to better than 1% accuracy \([1, 2]\).

The Strong interactions, which are governed by the symmetry of SU(3), (and will get a rather thorough treatment in chapter 2) are a different matter. The SU(3) of color contains a much smaller number of parameters than the EW theory, due mainly to the absence of the complicated mechanism—called the CKM matrix—that allows for flavor changing in EW decays. The masses of the quarks arise from EW symmetry breaking, and so those parameters are also not contained in the SU(3) part of the theory. The only parameter of the Strong interactions is, in fact, \(\alpha_S\), or equivalently, \(\Lambda_{QCD}\) (see equation 2.4). However, in contrast to many of the 18+ parameters of the EW theory, it has been measured to only \(\approx 5\%\) accuracy. This lack of precision is due, largely, to the phenomenon of hadronization. Hadronization is the process whereby the quarks and gluons of SU(3) turn into hadrons. To date there exists no exact formulation for this process. This too will be discussed in chapter 2. Essentially it means that the perturbative calculations come with an inherent fuzziness which will always prevent the levels of accuracy achieved by EW theory.

\(^1\) low, here, means \(\lesssim 100\text{ GeV}\)
Given this, it is important to try to parametrize our ignorance of various (for now) incalculable phenomena. An example of such an exercise is the measurement of the proton structure functions. There, in fact, one is at a loss to predict the shape of such functions, but is able to demonstrate nicely what's known as Altarelli-Parisi scaling violation if variation with $Q$, the relevant energy scale, is considered. This is a direct consequence of perturbative QCD. In exactly the same way, one is able to show that such scaling will apply to fragmentation functions. The perturbative QCD (pQCD) behavior of the fragmentation function must be considered one of the major motivations for this thesis. This will be made explicit in chapter 2.

Second, one is struck by the number of analyses which list as their largest systematic error the variation of the shape and/or mean of the fragmentation function. References [3, 4], studying B physics topics ranging from lifetimes to mixing parameters, all cite the $b$ fragmentation function as their biggest single source of error.

Third, it is necessary in order to measure the $b$ quark fragmentation function to measure the initial B energy in each event. Until recently it was common to read papers [5] in which a plot of the $b$ fragmentation function was produced from a measurement of the mean B scaled energy $<x_B>$ alone. One measured the high end of a lepton spectrum (to ensure that the lepton came from a semi-leptonic B decay), then used a B decay model to determine the average boost necessary for the Bs to have produced such a spectrum, and then inferred the shape of the curve with the one parameter Peterson model. Only very recently have workers tried to actually measure the whole $b$ fragmentation function [7, 6, 8] in a model independent way. This work furthers that effort. Also, as a practical matter, any technique that is able to measure the B energy well on an event-by-event basis is useful to other analyses most notably B oscillation measurements, where the proper time $t = l/\gamma \beta$, with $\gamma = E/m_B$, must be known quite well [9, 3]. Such a technique is presented here.

1.2 Outline

In this chapter we will have many things to say about the Electroweak part of the lagrangian of what's known as the Standard Model of particle physics. A treatment of the Strong interactions of the Standard Model (Quantum Chromodynamics, or QCD) is reserved for chapter 2. In that chapter there will be a particular emphasis on the physical ideas that go into the four calculations to be compared in this analysis.
against the measurement of the $b$ quark fragmentation function. Chapter 3 presents a
description of the detector with which our measurements was performed. Chapter 4
describes the way in which events were selected for this analysis, and Chapter 5 gives
the details of the measurement and the final result.

1.3 Units

We employ in this thesis natural units: $\hbar = c = 1$, with $\hbar$ Planck's constant over $2\pi$
and $c$ the speed of light. Units of length and $1/$Energy will be used interchangeably,
with $\hbar c = 0.197$ GeV·fm used to recover the relevant unit of measure.

1.4 Particle Physics

1.4.1 The Long View

The language of quantum field theory tells us that what we know to be the four funda-
mental forces$^2$ are in fact the results of the exchange of individual virtual particles
with other particles. These exchanged particles are called gauge bosons or vector
bosons (tensors, in the case of gravity), and their interactions with the fermions of
which matter is made arise in various theories from the imposition of symmetries.
One demands that under certain mathematical operations the physics described by
the theory does not change. This is a symmetry. The tool for discovering the struc-
ture of Nature and making predictions about its behavior based on its symmetries is
the lagrangian.

The idea that the equations of motion for a physical system are derivable from
its lagrangian, is used heavily in modern physics and will be understood by those
familiar with classical mechanics, where Newton's equation of motion $F = m\ddot{a}$, for
example, is derivable from the lagrangian that describes the motion of a body in a
particular potential. Similarly, an exploration of the symmetries of such a lagrangian
reveals the possible existence of the conserved quantities energy, momentum and
angular momentum. What is new in quantum mechanics is the quantization of the
theory – imposing commutation relations between $x$ and $p$. What is new, further,
in relativistic quantum field theory is the extension from $x$ to fields $\psi(x)$ and the

---

$^2$ namely, electromagnetism, gravity and the strong and weak forces
leap into Fock space, which allows particles to be created and annihilated by these fields with all possible four-momenta over all space-time. Such an approach is quite powerful and all evidence suggests it is directly connected with reality.

1.4.2 The Theory of the Electroweak Interactions, the Standard Model and \( Z^0 \) physics

Subsequent to work spanning the 1930's through the late 1950's when Gamow, Teller and Fermi, et al. were tackling the Weak interactions, it became clear that for reasons of unitarity, the concept due to Fermi of the 4-point "contact" interaction had to be abandoned in favor of the introduction of a massive gauge boson. That is to say, the product of a coupling constant with dimensions, \( G_F = 1.166 \cdot 10^{-5} \) \( \text{GeV}^{-2} \), and various matter fields gave operators in the Hamiltonian that were of dimension higher than 4. At high energies the theory does not conserve probability – i.e. unitarity is violated. It was observed that a propagator just like the photon, but with mass, could be mediating the observed charged current Weak interactions and that the momentum of the process was low enough that it would in fact appear to be the act of a dimensionful coupling constant. The observation in 1973 of \( \nu_\mu N \rightarrow \nu_\mu X \) neutral current events [10] implied the existence of the neutral gauge boson, the \( Z^0 \), as well. When the \( Z^0 \) was found [11] with the \( W^\pm \) in 1983 at the CERN \( p\bar{p} \) collider, UA1 detector, the predictions were born out.

However, it was also known that the addition of such massive gauge bosons to the theory destroyed the theory’s gauge symmetry. Gauge symmetry is the idea that the lagrangian is unchanged under a certain class of simultaneous transformations in the fermion and gauge fields. However, this symmetry does not hold for massive gauge bosons. It is also true that just naively adding the required term to the lagrangian does not fix the unitarity violation\(^3\).

It seemed reasonable to try to extend the success of QED to the domain of the Weak interactions, but immediately the presence of a mass term, \( m_W^2 W_\mu W^\mu \), for the new bosons of the theory was seen to destroy gauge invariance. The next advance required the introduction of a new idea: the Higgs mechanism. The Higgs mechanism

---

\(^3\) In QED, when gauge symmetry is enforced Maxwell’s equations are unchanged and the electron is coupled to the photon according to a precise prescription. Quantum corrections to the electron’s magnetic moment \( g - 2 \) have been calculated and verified to the 12\(^{th}\) significant digit [12].
begins with the introduction of a scalar (spin 0) particle to the theory. The scalar may (and does) gain a non-zero vacuum expectation value. In general, it may be shown that the gauge bosons which couple to the generators of the group which leave the vacuum invariant remain, themselves, massless. But those gauge bosons which couple to the generators which do not leave the vacuum invariant gain a mass. Work continued on this front, culminating in the mid-1970's with the Weinberg-Glashow-Salam model of the Electroweak (EW) interactions. This theory, together with the SU(3) of the Strong interactions forms what we call the Standard Model, SU(2)_L \otimes U(1)_Y, where the \( L \) and \( Y \) stand for left and hypercharge, respectively, and the SU and U describe the group under which we demand invariance.

The Weinberg-Glashow-Salam model is a wonderful piece of work, in which a scalar is introduced in the SU(2) part of the theory which gains a vacuum expectation value (vev) in just the right way so as to leave the photon massless and make the \( W^\pm \) and \( Z^0 \) massive, which is what we asked for initially. Additionally, however there are other beneficial consequences: (1) the Higgs mechanism will give all the leptons and quarks their masses; (2) the appropriate placement of the leptons into SU(2) doublets reproduces the famous parity-violating nature of the Weak interactions; (3) the theory is magically free of so-called triangle anomalies, due to a combination of the placement of quarks and leptons into doublets and singlets, their electric charges and the fact that the quarks have three colors each (the first of at least three arguments for colored quarks!); (4) and finally, fiddling with the parameters of the three generation model (which is the number seen in Nature) to the extent allowed by constraints on conservation of probability (unitarity), allows one to accommodate the observed suppression of flavor-changing neutral currents (the GIM mechanism) and (seemingly) CP violation.

Of relevance to physics at the \( Z^0 \) is, for example, the production rate for \( b \bar{b} \) pairs, \( \Gamma(Z^0 \rightarrow b \bar{b}) \). The relevant coupling arises from two parts of the lagrangian: one where the doublet containing the left-handed \( b \) (\( Q_b \) in equation 1.1 below) interacts with the SU(2) and U(1) gauge fields and the other part where the right-handed \( b \) (\( b_R \) in 1.1 below) interacts with just the U(1) gauge field. The whole process amounts to taking the Dirac equation, and making it gauge invariant in the usual way to create QED, but with the gauge invariance enforced under a bigger group of parameters which are combined in the appropriate linear combination that reproduces the Weak
interactions (and the fermion mass is obtained from the Higgs sector, as mentioned above):

\[ \mathcal{L}_{\text{Weak}} = \overline{Q}_b \gamma \mathcal{P}_{2i} Q_b + \overline{b}_R \mathcal{P}_i b_R, \]

where here the \( \mathcal{P} \)s are the covariant derivatives contracted with the Dirac \( \gamma \) matrices, \( \mathcal{P} = D \cdot \gamma \). After symmetry breaking – i.e. the gaining of the vev by the Higgs scalar, and the identification of the linear combination of SU(2) and U(1) fields that does pick up a mass with the \( Z^0 \) – this looks like

\[ \mathcal{L}_{Zbb} = Z^{\mu} b [g_\mu \gamma_\mu - g_5 \gamma_5 \gamma_\mu] b \]

with

\[ g_\nu = -\frac{1}{2} + \frac{2}{3} \sin^2 \theta_W \quad \text{and} \quad g_5 = -\frac{1}{2} \]

One can re-arrange the \( g_\nu \gamma_\mu \) and \( g_5 \gamma_5 \gamma_\mu \) so that instead we can see the couplings of the \( Z^0 \) to left- and right-handed \( bs \) and \( \bar{b}s \) separately. Suffice it to say that the inequality of production of left- and right-handed quarks leaves them with a net polarization that could in principle be measured\(^4\). Similarly, this inequality of left- and right-handed couplings produces an asymmetry of production of \( bs \) along the \( e^- \) beam direction compared with the opposite direction. This is called \( A_{FB}^{(b)} \). It and similar observables yield measurements of \( \sin^2 \theta_W^{\text{eff}} \) [14, 2],

\[ \sin^2 \theta_W^{\text{eff}} = g_1/(g_1^2 + g_2^2)^{1/2}, \]

and other electroweak parameters.

In general, to calculate scattering amplitudes, one carefully follows Feynman rules – instructions for re-creating products of specific terms in the lagrangian and inserting the appropriate propagators (all in momentum space).

The full cross-section for \( e^+ e^- \rightarrow Z^0 / \gamma \rightarrow \text{anything} \), may be obtained at leading order from a consideration of Feynman diagrams of the type in figure 1.1. Upon doing this, figure 1.2 is obtained, showing the big resonance at the \( Z^0 \) pole. The width of the \( /Z \) may be computed by generalizing the calculation considered above, \( \Gamma(Z^0 \rightarrow b\bar{b}) \), to include all fermions, \( \Gamma(Z^0 \rightarrow f^+ f^-) \).

\(^4\) However, evidence suggests that the polarization of the partons is lost after the hadronization process [13].
Figure 1.1: The leading order Feynman diagram for production and decay of the $Z^0$ at the SLD. The extra diagram necessary for consideration of the special case of $f = e$ is shown in the lower right hand corner of figure 3.10 (where the photon-exchange diagrams which we generally ignore are also shown).

The above recipe applies equally to efforts to derive loop corrections to various processes, with the added instruction to integrate over all internal loop momenta. Exactly this procedure could lead in a more boring thesis into a long discussion of the process of renormalization – a property that all theories must be careful about satisfying. Here, we merely note that the SM is renormalizeable and anomaly free.

The bottom line is that the value of $\sin^2 \theta_W^{\text{eff}}$ taken from SM predictions for $A_{FB}^{(f)}$, where $f$ is the energetically available fermions, along with that taken from other electroweak observables are all consistent with each other. Measurements of asymmetries, productions rates, the $Z^0$ width to hadrons, etc. all seem to demonstrate the correctness of the SM. Especially gratifying is the recent discovery of the top quark [15, 16], leaving the Higgs(es) as the only SM particle(s) undiscovered.

1.4.3 Quarks in the Standard Model

In the 1960’s Gell-Mann and Zweig, among others, participated actively in the exciting endeavor to catalogue the many particles that were being discovered at that time. This essentially consisted of looking for bumps in cross-sections of varying-energy fixed-target experiments: $\pi^\pm$ and $K^\pm$ on $p$, $\bar{p}$ on $p$, $p$ on $p$. These were interpreted as new particles.

By observing the decay products of these (sometimes very-short lived) particles,
spin, charge and *isospin* quantum numbers were assigned. It became clear (to Gell-Mann) that there was an underlying structure to the picture. If one postulated the existence of fractionally-charged, spin $\frac{1}{2}$ quarks and anti-quarks and combined them in $q\bar{q}$ and $qqq$ groups with each $q$ assigned a quantum number called *flavor*, with $f = u, d$ or $s$, the resulting hadrons were seen to be members of the allowed group theoretical multiplets. Gell-Mann termed this SU(3)$_{flavor}$ model the Eightfold Way. Vaguely motivated mass relations were seen to work well, and gave predictive power to the model. Most of the $uds$ hadrons were soon found and cataloged$^5$. The picture was very tidy and illuminating and gave the first evidence for the constituent quarks.

The true theory of the interactions of the quarks and gluons, SU(3) of color (bearing no relationship to SU(3)$_{flavor}$), was yet to come. Its discussion consumes much of chapter 2. It will be seen to complete the Standard Model, SU(3)$_C \otimes$ SU(2)$_L \otimes$ SU(1)$_{flavor}$.

---

$^5$ Inclusion of the $c$ and $b$ quarks was done later, owing to their significant masses.
1.4.4 Beyond the Standard Model

One hopes that particle physicists will be able to explain physics at the energy \( M_{\text{Planck}} \approx 10^{19} \text{ GeV} \) — where gravity, electromagnetism, the Weak interactions and the Strong interactions may all be unified — and the way in which physics at lower energies has come into being. In this regard the SM is only a small piece of the puzzle.

Despite its success, the SM lacks a certain elegance due to its sheer number of free parameters (18+). No explanation is made for charge quantization, such as \( Q_e = -\frac{2}{3} Q_u \). It is evidently not complete in the sense that it is made up of a direct product of three groups, rather than one large one. And finally, the Higgs sector as it stands has one great difficulty. Namely, corrections to the Higgs mass — due to loop diagrams — diverge quadratically and require repeated fine-tuning with the inclusion of more and more loops in the calculation. This is the naturalness problem [17]. We turn to a discussion of its cure here.

Essentially one has two choices: (1) Adopt the notion of Technicolor which proposes that the Higgs itself is a composite object made up of so-called techni-quarks, each labeled with a techni-color index. In this scheme one imposes confinement as in QCD in order to achieve the spectrum of Higgses desired. Or (2) Adopt the notion of Supersymmetry which proposes that there exist particles which couple to the Higgs with the same strength as it couples to itself, but whose loops give contributions of the opposite sign, e.g. fermions of roughly the same mass. Technicolor, is considered to be in deep trouble due to the corrections it requires — but that are not seen — to the \( \rho \) parameter of the Electroweak interactions [18]. However, there remains much hope for Supersymmetry.

Supersymmetry accomplishes what was once thought to be impossible [19]: it combines both internal symmetries of the fields with the Poincaré symmetries (invariance under boosts, rotations, translations). It is a finite theory (except for wave-function renormalization) that removes the need for the subtraction of infinities that made people as important as Dirac uncomfortable [18]. In particular it solves the fine-tuning problem mentioned above with the Higgs. Its main consequence is that every known boson and (Weyl) fermion has a super-partner of the same mass. Since
it is clear from the absence of such particles, that such a situation does not exist\textsuperscript{6}, Supersymmetry (SUSY) must be broken. SUSY can, in fact, be gracefully broken at the desired scale \cite{18}. Thus, for it to be a true symmetry of Nature and to simultaneously solve the naturalness problem – the reason for which we initially invoked it – one requires the discovery of super-partners at the mass scale $\lesssim 1$ TeV. Some such particles are guaranteed to be found at detectors which are currently being built \cite{20} if this is the case.

It is a compelling idea, which may or may not be correct. We proceed with its discussion here only to outline the steps that remain for any candidate theory with ambitions of providing the full picture of particle physics.

There is next the need for unifying the three groups of the Supersymmetric Standard Model. This is called Grand Unification. It is the next step of any physics beyond the Standard Model. There is in fact evidence for Grand Unified SUSY already, if one chooses to interpret the unification of the running coupling constants at a high energy scale $M_{GUT} \approx 10^{16}$ GeV \cite{21} as such evidence. It is also true that non-extended, non-Supersymmetric Grand Unification fails to unify the coupling constants at an energy which is consistent with the bound on proton decay, and thus it is dead. The next step would be to make local the parameters of SUSY transformations, just as is done with gauge symmetries. This has the extremely nice consequence of incorporating gravity. Last, it is also true that local SUSY can be made to be a consequence of superstring theories, which has the benefit of being able to avoid the problems of the quantization of a spin-2 field like gravity \cite{22}. It should be re-stated here that Supersymmetry is certainly only at the level of a candidate theory that can satisfy our lofty goals of unifying the four known forces, and we have pursued it only as an academic exercise. Even if evidence surfaces for super-partners in the next ten years, SUSY Grand Unification would certainly have the unattractive feature of not being verifiable in the foreseeable future, due to the enormous technological hurdles that will need to be passed to achieve an energy 13 orders of magnitude higher than that which current experiments provide.

\textsuperscript{6} i.e. the masses of the spartners are so heavy as to not have been observed yet
Chapter 2

INTRODUCTION TO QCD AND B PHYSICS

2.1 QCD

2.1.1 Theoretical Motivation

In chapter 1 we discussed the conjecture by Gell-Mann that the observed hadrons were in fact bound states of the more fundamental entities that he called quarks. One of the most important hadrons to be discovered was the $\Omega^-$ baryon, the existence of which was predicted by Gell-Mann’s model. All of the quantum numbers of the three quarks are identical in the absence of color. The Pauli exclusion principle requires that if an object is to be a bound state of fermions, the fermions must not be identical. That is, the overall wavefunction must be anti-symmetric. This leads to the invention of color and the assignment of three colors of quarks.

Given these results along with some more to be presented in the next subsection and presuming that the fermions reside in the fundamental representation in gauge theories as usual, $\text{SU}(3)_c$, a non-abelian theory of three colored quarks and eight colored, self-interacting gluons, emerges as a candidate theory for the strong interactions.

Soon after this formulation, the notion that Quantum Chromodynamics (QCD) could be the theory of the strong interactions became a tenable one with the discovery [23] in 1973 of “asymptotic freedom” and “infrared slavery” in non-Abelian gauge theories. That is, the coupling constant of QCD describes freely interacting quarks (asymptotic freedom) at small distances that are never allowed to separate to large distances (infrared slavery).

The idea that our constituent quarks and antiquarks are unable to be separated by more than $\approx 1$ fm explains in a qualitative way why the physically realized states are bound quarks, or hadrons. Further, it is interesting that in a naive perturbative approach, enforcing color confinement – the postulate that any combination of quarks, which reside in the 3 representation of $\text{SU}(3)$ and the antiquarks, which reside in
the 3, must combine to be in the 1 of whichever representation is formed by the combination – an idea for which there is compelling justification [24, 25], but no proof, leads directly\(^1\) to the mesons \((q\bar{q})\) and baryons\((qqq)\).

### 2.1.1.1 A Possible Explanation of Hadronization: The QCD Vacuum as Color Magnetic Superconductor

At the low energy scale \((\lesssim 10 \text{ GeV})\) the fact that the realized states are hadrons, and not the quarks, leads to a few questions. 'Why is this so?' and 'How does this affect our ability to explore QCD?' are two among them. We turn to the first question here. The structure of the QCD vacuum is a subject of intense recent work [32, 27] in quantum field theory. Rosenzweig in [28] reviews progress on the idea [29, 30] that the QCD vacuum is a color magnetic superconductor. One has in mind in such a picture the mechanism of superconductivity in which, under certain conditions, actual electron pairs form and become the relevant degrees of freedom of the system. The resulting scalar field can acquire a negative vacuum expectation value in the usual way, and the effect is that the photon becomes massive. (A nice review may be found in [31].) From this and Maxwell's equations one can demonstrate the expulsion of the magnetic field from the interior of a superconductor (the Meissner effect via the London equations). Magnetic superconductivity requires the formalism of dual QCD. With it one can demonstrate the expulsion of the color electric field [32] subsequent to the breaking of a symmetry similar to the one broken in the usual BCS theory of superconductivity (the formation of "condensates"). Other nice consequences are that a linear potential between quark-antiquark pairs arises, as do Regge trajectories where the angular momentum \(J\) and \(E\) are related in the usual way, \(J \sim E^2\). The implication of this expulsion of the color electric field is that any colored particle (quark) that somehow does find itself in this medium, which we claim now fills all of space, must find the appropriate colored quarks with which to form a color singlet. Hence, color confinement. It is a very nice idea which, when its various hurdles are overcome, will probably turn out to be right, according to Rosenzweig in [28], who says "If Nature used a good idea once (BCS theory of superconductivity), why not use it again?"

\(^1\) by which we mean here that if one considers the hyperfine 2-body interaction the configurations that have the lowest energies are \(q\bar{q}\) and \(qqq\) [26].
At the high energy scale (~10 GeV) asymptotic freedom in Yang-Mills theories – of which SU(3) is one – implies the existence of freely interacting quarks and gluons whose behavior is calculable in perturbation theory (perturbative QCD or pQCD). This is handy, as otherwise we have only a vastly complicated numerical problem to solve with a computer, and we quit and go home or pursue the field of lattice QCD. pQCD ideas will form the bulk of the rest of this chapter.

2.1.2 QCD Experimental Verification

Experimentally, the quantities

\[ R = \frac{\Gamma(e^+e^- \rightarrow \gamma \rightarrow q\bar{q})}{\Gamma(e^+e^- \rightarrow \gamma \rightarrow \mu\bar{\mu})} \] (2.1)

(see figure 2.1) and

\[ \Gamma(\pi^0 \rightarrow \gamma\gamma), \] (2.2)

the ratio of hadronic to muonic production and the \( \pi^0 \) decay rate respectively, require that we have three colors of quarks. The calculated value of equation 2.1, whose value is given in figure 2.1, is seen to be simply 1/3 too small if the number of colors, \( N_c = 1 \). And in the calculation of the \( \pi^0 \) decay rate the result depends on the number of types (colors) of quarks that are allowed to run around inside the fermion loop in the Feynman diagram that describes the decay.

Experiments at SLAC [34] in 1972 first showed the existence of the asymptotically free behavior of quarks in Bjorken scaling. That is, (for a particular value of \( x \)) the structure functions that parametrize our ignorance of the internal structure of the proton are independent of the exchanged 4-momentum squared. This observation provided the first evidence for the existence of constituents inside the proton. Simultaneously, (for all other \( x \) than the one magical one at which scaling takes place, \( x \approx 0.25 \)) scaling violation was seen as \( q^2 \), the 4-momentum squared, was increased, effectively probing the proton at ever-smaller length-scales. These experiments, taken together, largely ushered in QCD as the correct theory of the strong interactions.

The QCD lagrangian

\[ \mathcal{L} = \frac{1}{4} F_{\mu\nu}^{a} F^{a\mu\nu} - \bar{\psi}_f [i(\gamma^\mu \partial_\mu \delta_{ij} - g A^{a\mu}_i \lambda_{a\mu} \gamma^\mu) - m_f] \psi_{f,j} \] (2.3)
Figure 2.1: $\Gamma(e^+e^- \rightarrow \text{hadrons})/e^+e^- \rightarrow \mu^+\mu^-)$ as a function of $Q = \sqrt{s}$. Reprinted from [33].

where

$$F_{\mu\nu}^a = \partial_\mu A_\nu^a - \partial_\nu A_\mu^a + gf^{abc}A_\mu^b A_\nu^c$$

with the $\lambda$s obeying the SU(3) algebra,

$$[\lambda_{ij}^a, \lambda_{jk}^b] = f^{abc}\lambda_{ik}^c.$$

$f^{abc}$ are the structure constants of SU(3). The sum over all 6 flavors, $d,u,s,c,b,t$ is implicit in the repeated index $f$. The color indices $i,j$ run from 1 to 3 and $a,b,c$ run from 1 to 8. The $CP$-violating $\theta$ term and gauge-fixing terms are omitted for simplicity.
Before embarking next into a discussion of a particular perturbative calculation, we should be clear about the region of validity of such a calculation. We need \( \alpha_S(\mu) \equiv g^2/4\pi \ll 1 \), where \( \mu \) specifies the particular energy at which the running coupling, \( \alpha_S \) is to be evaluated. To first order

\[
\alpha_S(Q^2) = \frac{4\pi}{\beta_0 \ln(Q^2/\Lambda^2)}
\]

(2.4)

\[
\beta_0 = 11 - \frac{2}{3} n_f
\]

(2.5)

with \( n_f \) the effective number of quark flavors, 5 in this analysis. We see that for energies \( Q \gg \Lambda \approx 200 \text{ MeV} \) perturbation theory will be valid. Deep inelastic scattering, to which we turn in the next section, is done in a “perturbatively safe” regime.

### 2.2 Scaling Violations – The GLAP equations

#### 2.2.1 Deep Inelastic Scattering

It is instructive to look a little into the formalism and lessons of deep inelastic scattering (DIS) to understand a general feature that crops up in most perturbative QCD (pQCD) calculations: scaling violations.

The picture is a well-known one (figure 2.2): we bombard a proton with a photon that is radiated from the incident \( e^- \) and smash the proton into tiny bits, \( X \). The matrix element squared, \( |\mathcal{M}|^2 \) is calculated by observing that \( \mathcal{M} \) consists of the product of the leptonic current \( j_{\text{lep}}^\mu \), the photon propagator \( \xi_{\mu\nu}/(q^2 + i\epsilon) \) with its momentum \( q \), and the hadronic current \( j_{\text{had}}^\nu \) (up to the usual factors that are unimportant for this discussion) as

\[
\mathcal{M} \sim j_{\text{lep}}^\mu \frac{\xi_{\mu\nu}}{q^2 + i\epsilon} j_{\text{had}}^\nu.
\]

\( \mathcal{M} \) must be squared, summed over final state spins, and averaged over initial state spins. The leptonic part is handled straightforwardly using Dirac spinors,

\[
j_{\text{lep}}^\nu j_{\sigma\text{lep}} = \bar{u}(p)\gamma^\nu u(p')\bar{u}(p)\gamma_\sigma u(p').
\]

\(^2\) For a look at the amount of work (there are 59 more diagrams to think about) that goes into calculating just the second order expression for \( \alpha_S \) see [35].
However, since the quarks are not free we must use a more general form for the hadronic current. We write the most general tensor that is consistent with charge conservation, \( q \cdot j_{\text{had}} = 0 \), and parity conservation, so that after squaring and summing and averaging over spins

\[
j_{\mu}^\nu j_{\mu}^\nu = W_1 (g_{\mu\nu} - q^\mu q^\nu / q^2) + \frac{W_2}{M^2} (P^\mu - \frac{P \cdot q q^\nu}{q^2})(P^\sigma - \frac{P \cdot q q^\sigma}{q^2})
\]

where \( q = p'_e - p_e \) is the four momentum transfer and \( P^\mu \) is the nucleon four momentum, which has only a time-component in the lab frame. \( F_1 = MW_1 \) and \( F_2 = \frac{Pq}{M} W_2 \) are called structure functions and are functions of \( q = \) and \( \nu = E' - E = \frac{Pq}{M} \), the momentum transfer and the energy loss of the electrons, respectively. Upon comparison to point-like scattering and going to the \( Q^2 \to \infty \) limit with \( x = \frac{Q^2}{2p_{q}^{2}} \) fixed, we can identify \( x \) as the fractional momentum of the proton originally carried by the struck quark and write \( F_1 \) and \( F_2 \) as functions of \( x \) and the quark distribution functions (figure 2.3) \( q_i \). Specifically,

\[
2xF_1(x) = F_2(x) = \sum_i e_i^2 x q_i(x),
\]

showing the sum over each quark flavor weighted by its charge \( e_i \) and its momentum fraction \( x \). The quark distribution functions obey energy conservation

\[
\sum_i \int_0^1 dx x q_i(x) = 1.
\]

When we consider the effects of QCD, namely the diagrams in figure 2.4, plus all other order \( \alpha_s \) diagrams — which cancel the infrared singularities\(^3\) that will arise upon doing the phase space integration — \( F_1 \) and \( F_2 \) become functions of not just \( x \) but also \( Q^2 \) and are modified according to

\[
\frac{F_2(x, Q^2)}{x} = \sum_i e_i^2 \int_1^x \frac{dy}{y} q_i(y) [\delta(1 - \frac{x}{y}) + \frac{\alpha_s}{2\pi} \delta_{q-gg} (\frac{x}{y}) \ln(\frac{Q^2}{\mu^2}) + \ldots]
\]

where the dots represent a similar term from the gluon "Compton" diagrams. \( \mu \) is introduced to cutoff the lower limit of the \( pt \) phase space integral, and \( P_{q-gg}, P_{g-gq}, P_{g-gg} \) and \( P_{g-gg} \) are called splitting functions.

\(^3\) as they must by the Kinoshita-Lee-Nauenberg (KLN) theorem [36]
Taking the derivative of the above equation to see the behavior with $Q^2$ of the unknown "bare" quark and gluon distribution functions, $q_i(x, Q^2)$ and $g(x, Q^2)$, the value of these functions at one energy gets related to the value at another by the so-called Altarelli-Parisi equations\(^4\):

\[
\frac{dq_i(x, Q^2)}{d\ln(Q^2/\Lambda^2)} = \frac{\alpha_S}{2\pi} \int_x^1 \frac{dy}{y} \left[ q_i(y, Q^2) P_{q\rightarrow qg}(\frac{x}{y}) + g(y, Q^2) P_{g\rightarrow qg}(\frac{x}{y}) \right] 
\]

(2.9)

and

\[
\frac{dg(x, Q^2)}{d\ln(Q^2/\Lambda^2)} = \frac{\alpha_S}{2\pi} \int_x^1 \frac{dy}{y} \left[ \sum_i n_i q_i(y, Q^2) P_{q\rightarrow qg}(\frac{x}{y}) + g(y, Q^2) P_{g\rightarrow g}(\frac{x}{y}) \right]. 
\]

(2.10)

\(^4\) or Gribov, Lipatov, Altarelli, Parisi (GLAP) equations, as they're known in some circles.
The $i$ runs over the energetically available quark flavors.

Figure 2.5 shows deviations from scaling according to equations 2.9 and 2.10, which are ingredients in 2.8. Last, we want to remark that in DIS the momentum transfer is space-like ($q^2 < 0$ in the Bjorken metric).

### 2.2.2 Fragmentation

Turning to fragmentation functions, here always in the context of $e^+e^- \rightarrow$ hadrons, with $n_f$ the number of flavors, calling $x = E_h/Q$ the momentum fraction of any particular hadron with respect to the initial quark energy $E_{\text{beam}} = Q$, and $D^h_{q_i}(x)$ the probability that quark $q_i$ will fragment into hadron $h$ carrying fraction $x$ of the initial quark energy $Q = \sqrt{s}/2$, then in the naive parton model the cross-section for production of a hadron with scaled energy $x$ in $e^+e^-$ annihilation is

$$\frac{d\sigma}{dx} = 3\sigma(\mu\mu) \sum_{i=1}^{n_f} e_{q_i}^2 (D^h_{q_i}(x) + D^h_{\bar{q}_i}(x)) \quad (2.11)$$
Figure 2.5: GLAP scaling violation in DIS, as reprinted from reference [33].

with energy conservation requiring

$$\sum_{\text{all } h} \int_0^1 dx x D^h_{q_i}(x).$$

(2.12)

In QCD (departing from the naive parton model) one allows for the processes shown in figure 2.6. Calculating these in pQCD in the same careful way as in DIS and similarly including virtual corrections in order to satisfy KLN\(^5\) one arrives at an expression for \(\frac{d\sigma(Q^2)}{dx}\) which, as we’ve indicated, is dependent on \(Q^2\). The expression is lengthy and full of regularization\(^6\) method-dependent terms along with the inherently non-perturbative, incalculable “bare” fragmentation functions. And so we do not

\(^5\) See [35] for an excellent discussion of the KLN theorem both in general and in the context of \(\mu^+\mu^-\) annihilation.

\(^6\) That is to say, in order to fix the infrared divergences which result from doing massless QCD (or even QCD in the presence of masses which are below the value of \(\Lambda_{QCD}\)) one must regularize
Figure 2.6: Fragmentation: QCD effects. This is a pictorial representation of equation 2.14.

write this expression here. What is germane are two things: (1) when gluon emission is considered equation 2.11 gains a term proportional to $D^h_g(x, Q^2)$, and (2) after shuffling the infrared infinities into bare quantities and taking the derivative with respect to $\ln \frac{Q^2}{\Lambda^2}$ we have for $D^h_q(x, Q^2)$ and $D^h_g(x, Q^2)$:

$$\frac{d}{d\tau} \frac{\tau}{\ln Q^2/\Lambda^2} = \ln Q^2/\Lambda^2$$

(2.13)

$$\frac{dD^h_g(x, Q^2)}{d\tau} = \frac{\alpha_s}{2\pi} \int_x^1 \frac{dy}{y} \left[ D^h_q(y, Q^2) P_{q\to qg}(\frac{x}{y}) + D^h_q(y, Q^2) P_{q\to qg}(\frac{x}{y}) \right]$$

(2.14)

$$\frac{dD^h_q(x, Q^2)}{d\tau} = \frac{\alpha_s}{2\pi} \int_x^1 \frac{dy}{y} \left[ \sum_{j=1}^{2n_f} D^h_q(y, Q^2) P_{g\to qj}(\frac{x}{y}) + D^h_g(y, Q^2) P_{g\to qg}(\frac{x}{y}) \right].$$

with

$$P_{q\to qg}(z) = P_{q\to qg}(1 - x) = \frac{4}{3} \frac{1 + z^2}{1 - z^2}$$

one's integrals, i.e. quantify the size of the resulting infinities in terms of a parameter that is taken later to zero in a consistent way. Two popular choices are the massive gluon scheme and dimensional regularization, where $m_g$ goes to zero at the end of the day and $\epsilon = 4 - d$ similarly is taken to zero, with $d$ the number of dimensions in which the integral is performed.
\[ P_{g \to gg} = \frac{6(1 - z + z^2)^2}{z(1 - z)} \]
\[ P_{g \to q\bar{q}} = \frac{1}{2}(z^2 + (1 - z)^2) \]  
(2.15)

the non-regularized splitting functions.

This is essentially GLAP scaling violation again (compare to equations 2.9 and 2.10), but now in a region of momentum transfer that is time-like \( q^2 > 0 \) — opposite to that in DIS. Close inspection reveals that the \( P \)s are multiplied by \( D \)s that don’t exactly correspond to the \( q_s \)s and \( g_s \)s of equations 2.9 and 2.10.

The above discussion of scaling violations \( \text{à la} \) the GLAP equations was given to demonstrate the deep connection between QCD at \( e^+e^- \) machines and in DIS, where the subject was born. Even in principle, SLD can only place one point on the plot that demonstrates scaling violations in fragmentation, since the center of mass energy is fixed at \( s = 4Q^2 = m_Z^2 \). Thus, that is not done in this analysis. The ingredients required for this exercise are the individual quark fragmentation functions, which are only crudely known for the \( c \) quark, and are entirely modeled from a Monte Carlo study for the \( uds \) quarks. Reference [37] has done this exercise in reverse. They have taken the various quark fragmentation functions at a particular energy \( (Q^2) \) and evolved them with the GLAP equations to a lower energy and extracted \( \alpha_S(m_Z) \), which is in accord with this parameter taken from other analyses. This success demonstrates the correctness of QCD in the second of two totally separate regions of \( q^2 \). Figure 2.7 displays the similarity between the observed scaling violations in each of several different experiments.

2.3 Motivation for Measurement Revisited

With an appreciation of GLAP scaling violations in hand, we are ready to review the QCD implications of the measurement of the \( b \) quark fragmentation function. One of the leading contributions to the error in the above-described procedure for extracting \( \alpha_S \) is the uncertainty of the shape of \( D_b^h(x, Q^2 = m_Z^2/4) \), the \( b \) quark’s fragmentation function [37]. It is found that small variations in the fragmentation function at \( m_Z^2/2 \), when evolved, leads to large variations in the extracted \( \alpha_S \). This provides motivation to better measure this quantity. Also, at a future, higher \( \sqrt{s} \) \( e^+e^- \) machine where flavor separation is possible one will be able to examine the use of the GLAP
Figure 2.7: GLAP scaling violation in fragmentation. Compare to figure 2.5. \( \frac{1}{\sigma_t} \cdot \frac{d\sigma}{dX} \) is the total, normalized, charged, hadronic cross-section. It contains all the quark fragmentation functions. See equation 2.11 for the lowest order in \( \alpha_s \) expression for this quantity. The higher-order-in-\( \alpha_s \) terms cause these curves to bend, in the way shown here, with \( Q^2 \).

equations to evolve just the \( b \) quark fragmentation function from \( D_b^h(x, Q^2 = m_b^2/4) \) to \( D_b^h(x, Q^2 = s/4) \). This is in contrast to what can be done currently, namely evolve \( \frac{d\sigma(Q^2)}{dx} \) which contains \( D_b^h(x, Q^2) \) as just one of many ingredients. For this, one will desire a well-measured \( D_b^h(x, Q^2 = m_b^2/4) \).

2.4 The Calculations of \( D_b^h(x, Q^2) \)

Here we wish to discuss the calculations that will be compared to the final \( D_b(x) \).
Figure 2.8: Gluon emission from a $\bar{b}$ quark for the calculation of the heavy quark "dead cone."

2.4.1 $pQCD$ with Resummation

We made the claim on page 19 that the bare fragmentation functions are inherently non-perturbative. While this is reasonable for the light quarks, one might imagine that the unknown process by which a $\approx 4.7 \text{ GeV}$ $b$ quark picks up an antiquark out of the vacuum to form a $B$ is unaffected by the non-perturbative regime – which corresponding to energies below $\approx 200 \text{ MeV}$. The idea that $b$ quarks are immune to physics at such scales is justified by a quick check of the behavior of the propagator in the process in figure 2.8. The $b\bar{b}$ pair is created in the usual electroweak process, and then one of the (off-shell) quarks radiates a real gluon. The $b$ propagator

$$\frac{i}{(p+q)^2 + m_b^2} \sim \frac{1}{(p+q)^2 + m_b^2},$$

where the usual $\pm i\epsilon$ in the denominator has been suppressed for simplification. Since $p^2 = m_b^2$ and $q^2 = 0$, this reduces to $\frac{1}{2p \cdot q}$, which, keeping terms of order $O((m_b/E_b)^2)$ and of order $O(\theta^2)$, becomes $\frac{1}{\theta^2 + (\frac{m_b}{E_b})^2}$. It should be remembered that in the integral over the 3-body phase space there are other factors that will enter, but this behavior of the $b$ quark propagator still will have the effect of “cutting off” the collinear singularity that plagues massless QCD [38]. This suppression of gluon radiation inside $\theta$ is the so-called “dead cone" effect. In other words, gluon emission from a $b$ is not divergent for angles less than $m_b/E_b$ and thus the calculation is perturbatively calculable.

With this idea in mind, one can calculate the probability for a $b$ to radiate gluons, and the gluons themselves to radiate gluons $ad infinitum$. The formalism that makes
this possible is the method of generating functionals. One should see [39] for the
details, on which many chapters are spent, but in short the method relies on a Bethe-
Salpeter equation which describes trees whose branches are separated by angles that
are the jet opening angles. One begins with the imposition of strong angular ordering,
in which each quark or gluon splitting must make an angle much smaller than the
one in the previous splitting, and, additionally, the emitted gluon must have a much
smaller energy than the parton from which it split. The result of this is that one is
able to sum up all terms of order $\alpha_s^2 \ln^{2n} Q^2_A$, with $n$ an integer, which are of order $\approx 1$
(see equation 2.4) that arise at every splitting where the emitted gluon is both soft
and collinear. This is the double logarithmic approximation (DLA) to resummation.
A valuable reference on resummation may be found in [40]. An instructive use of DLA
without the rather complicated formalism of generating functionals can be found in
reference [41] where the probability is calculated that a quark is deflected by an
angle less than a given $\theta$ from its original direction. The result is the derivation of
the often-used Sudakov form factor. One of the useful things that may be shown
with the DLA generating functional is the phenomenon of KNO scaling [39]: the
multiplicity distribution at energy $y = \ln Q/A$, $P_n(y)$, looks like

$$P_n(y) = g\left(\frac{n}{n(y)}\right)\overline{n}(y).$$

This says if one is given $g$ (which is calculable in the $y \to \infty$ limit) at one value of
$Q$ then goes to a new $Q = Q'$ (at a new collider) and measures merely the mean
multiplicity there, that the entire multiplicity distribution $P_n(y')$ is determined.

Since we have argued that in heavy quark gluon emission collinear emission does
not exist (the "dead cone"), it is necessary to go to the modified or next-to leading
logarithmic approximation (MLLA or NLLA). It is shown in [39] that one can get the
appropriate generating functional for the MLLA by replacing strong angular ordering
with strict angular ordering, i.e. requiring that each splitting make an angle that is
merely less than the previous splitting angle, and not necessarily much less. One of
the useful things that may be shown in the MLLA approximation is the feature of the
scaling of the "humped back plateau." Namely, $\ln x_p$ goes linearly with $Q$, where $x_p$
is the maximum scaled particle energy out of all the particles in a jet. Data collected
at $e^+e^-$ machines [39] bear this out spectacularly.

Relevant to this analysis, the MLLA provides a mechanism to calculate $D^h_\phi(x, Q^2)$. 
In fact, in references [42] and [43] the authors re-sum contributions to one order higher than MLLA in the large logarithms – known as, yes, Next-to-Next-to-Leading order (NNLO). It should be borne in mind that this is done with Local Parton Hadron Duality (LPHD) in mind. That is, the pQCD calculation is done under the assumption that the $b$ radiates gluons, and so on, and the $b$ that emerges is in fact the $B$ hadron. In [44] hadronization is put in with an ad hoc smearing. The calculation is done in Mellin-transformed space, meaning that what’s calculated are the $D^N_b$'s in

$$D^N_b(Q^2) = \langle x^{N-1} \rangle = \int_0^1 dx x^{N-1} D_b(x, Q^2),$$

and the $D^b(x, Q^2)$ are recovered with an inverse-Mellin transformation. Figure 2.9 shows the result for a particular value of the parameters $\Lambda$, the usual QCD energy scale, and $\mu$, which arises as a result of doing pQCD to finite order. We note that the sharp peak at large $x$ results if one does not convolve with a non-pQCD factor. This factor is chosen by Nason in [44] to be of the form $D_{np} \propto (1-x)^\alpha x^\beta$, with $\alpha, \beta$ picked to reproduce the data. See figure 5.9 for the values used here for these parameters.

### 2.4.2 pQCD with “Hadronization” built in

We see from the appearance of the dashed peak in figure 2.9, which is unobserved in the data, that pQCD rather fails. One requires the use of ad hoc non-perturbative smearing to fix this. A possible alternative to the Mele-Nason-Colangelo procedure described above is one where, instead of resumming to all orders in the leading terms and just pretending that the $b$ itself is the final state, one does the calculation to lowest order in $\alpha_s$, but considers the actual final states. This is described in this subsection.

In reference [45] the probability is calculated for a $\bar{b}$ to fragment into a $B_c$ and a $c$ according to figure 2.10. Account is taken of the final state with the insertion of factors into the the decay amplitude $\mathcal{M} \propto R(0)$, where $R(0)$ is the nonrelativistic radial wave function at the origin for the $B_c$. Also, one distinguishes between the production of $B_c$ mesons and $B^*_c$ mesons in the following way: $\gamma^0$'s appear in the pseudoscalar amplitude $\mathcal{M}_{B_c}$, but become $\gamma^\mu$'s in the vector meson amplitude $\mathcal{M}_{B^*_c}$. The $\gamma^\mu$'s will get contracted (after much moving of $\gamma^0$'s from spinors through $\gamma^\mu$'s) with $\epsilon_\mu$'s, where $\epsilon_\mu$ is the $B^*_c$ polarization vector which will be summed over. In this way, one may say hadronization is incorporated.
Figure 2.9: Pure pQCD calculation of the fragmentation function accurate to NNLO (dashed curve) and calculation with *ad-hoc* non-perturbative convolution (solid curve).

We know that $c\bar{c}$ production from the QCD vacuum (as depicted in figure 2.10) is rare, happening only about once for every $10^{11}$ light $q\bar{q}$ pair productions [46], an estimation verified recently in [47] – and is certainly out of reach of analysis at SLD. However, inspired by the agreement of their results with those predicted by heavy-quark effective theory, the authors of reference [48] propose to extend the use of this model to ordinary heavy-light meson production from its original use in heavy-heavy production ($B_c$ production). In this thesis we will use explore this model. The expressions for pseudoscalar and vector production from $b\bar{s}$ are unwieldy and may be found in [45]. However, it is true that there are two terms – one describing vector production, and one describing pseudoscalar production. The overall normalization is fixed by demanding that the area under the curve is 1. The only free parameter to be fitted, $r$, is expected to be $\approx m_q/(m_q + m_Q)$, with $m_q(m_Q)$ the light(heavy)
Figure 2.10: Braaten/Cheung/Yiu fragmentation model. Shown are the leading order-in-$\alpha_S$ diagrams to produce a heavy-heavy meson, here a $B_c$. This model is proposed to be used also in the production of light-heavy mesons – the type commonly created in $e^+e^-$ annihilation.

quark mass. The functions are also functions of $z$, the longitudinal momentum of the $B$ relative to the fragmenting quark. In the lab we measure the distribution in $x$, the energy of the $B$ hadron with respect to the $b$'s incident energy. The relationship of $x$ to $z$ is untangled with the aid of MC models\(^7\) ($z$ is a variable that arises naturally in $(1+1)$-dimensional models and in $(3+1)$ dimensions in so-called light-cone or Sudakov coordinates, where one considers soft and small angle emission of gluons.)

\(^7\) We will use here JETSET7.4 [49], which is a particle physics modeling program that incorporates a "string" hadronization model to be described in this chapter.
2.5 The Models of \( D_f(x, Q^2) \)

So far we have dealt with predictions that have been inspired by QCD. However, there has been good success with models whose connection with the physics is seemingly tenuous. Two of those models are the Peterson Parametrization and the Lund string model.

2.5.1 Lund Parametrization

The development here follows closely the excellent review in reference [46]. In this subsection principles behind the calculation are only outlined; the details of the derivation are left to reference [50]. The Lund String model of hadronization results from an intuitive picture. A massless \( q\bar{q} \) pair is initially created (as we have at \( e^+e^- \) annihilation) and begins to separate. The color flux lines remain constrained in a tube between them, and inside this tube new \( q\bar{q} \) pairs are created. The original system thus breaks into smaller and smaller pieces until only hadrons of mass \( m \) remain, where \( m^2 = E^2 - p^2 = m^2 + p_\perp^2 \), which is recognizable as the mass-Energy relation in \((1+1)\) dimensions. The program is carried out in \((1+1)\) dimensional space-time, and in the end what is determined is the probability, \( f(z) \) for a quark to fragment into a hadron carrying a fraction \( z \) of the original quark’s longitudinal momentum. The transverse gaussian momentum distribution arises naturally on consideration of the tunneling of one quark out of its classically allowed region in the linearly confining potential \( V = \kappa|x_q - x_{\overline{q}}| \), with \( \kappa \) the so-called string tension. Only the \( z \) distribution is considered in detail in this subsection.

Writing down the equations of motion for two massless particles \( q_0\overline{q}_0 \) in a linearly confining potential in \((1+1)\) dimensions, it is easily shown that in the CM frame the two particles are in a so-called “yo-yo mode,” as in figure 2.11. In a boosted Lorenz frame the squares tilt and become rectangles. Now, if we allow \( q_1\overline{q}_1 \) production, with the particles under the influence of the usual linear potential and initially at rest, and disallow the “yo-yoing” of the original \( q_0\overline{q}_0 \), by giving them large initial energy, \( p_0 \gg \kappa = \Lambda_{QCD} \), then we can pair up \( q_1\overline{q}_0 \). If this pair production takes place at the right coordinate \((x_1, t_1)\) such that \( q_1\overline{q}_0 \) has its mass, given by the usual mass-energy relation,

\[
E^2 - p^2 = \kappa^2(x_1 - x_0)^2 - \kappa^2(t_1 - t_0)^2 = m^2, \tag{2.16}
\]
equal to a known meson mass, say $m_{\pi^+}$ then we call $q_1\bar{q}_0$ a $\pi^+$. Meanwhile, pair production continues, subject to the usual rules. And if our meson $q_1\bar{q}_0$ has an unrecognizable $m_H$, then it splits and the $q_1$ will find an antiquark and the $\bar{q}_0$ will find a quark and so on, until on-mass-shell mesons are all that are left. See figure 2.12. Color lines of force are thus respected, though SU(3) color singlets are not generally formed.

Imposing the condition that the production of hadrons must be symmetric from the point of view of the $q$ and $q_0$ leads to \cite{50} the desired probability, $f(z)$ for a quark to fragment into a hadron carrying a fraction $z$ of the original quark’s longitudinal momentum

$$f(z) = N\frac{1}{z}z^\alpha \left(\frac{1}{z^2}\right)^\beta \exp(-bm^2_{1}/z).$$

This is the Lund symmetric scheme used by default in JETSET for fragmenting all light flavors. For simplicity, the phenomenological parameter $a_\alpha$ is taken equal to parameter $a_\beta$. A consideration of heavy flavors modifies this expression slightly to what’s known as the Bowler model \cite{51}, though good fits can be obtained for heavy quarks using the Lund model with different $a_\alpha$'s for different flavors.

So far we have spoken only of mesons. Baryons are formed with the allowance of

Figure 2.11: $q\bar{q}$ motion in the String model: the yo-yo mode in the center of mass and boosted frames, respectively.
Figure 2.12: String model fragmentation showing production of $q\bar{q}$ pairs. Shaded areas are regions of non-zero color force.

diquark-antidiquark production and the subsequent formation of the invariant mass, as before. Quark flavors are produced in proportion to $e^{-\frac{m_f^2}{\kappa}}$, with $m_f$ the mass of the quark of flavor $f$. This also follows from the tunneling argument referred to earlier in this subsection, and it means quarks are produced in amounts given by

$$u : d : s : c : b \approx 1 : 1 : \frac{1}{3} : 10^{-11} : 10^{-30}.$$  \hspace{1cm} (2.18)

### 2.5.2 Peterson Parametrization

The derivation of the Peterson parametrization proceeds as follows [52]. The illustration is found in figure 2.13. In the figure $Q$ is the heavy quark – the $b$ in our case. From first order, ordinary quantum mechanical perturbation theory the amplitude for the transition goes like

$$Amplitude \propto \frac{1}{\Delta E}$$

with

$$\Delta E = (m_Q^2 + z^2 \vec{P}^2)^{1/2} + (m_0^2 + (1-z)^2 \vec{P}^2)^{1/2} - (m_0^2 + \vec{P}^2)^{1/2}$$
Figure 2.13: Peterson fragmentation.

\[ z = \frac{(E + p_{\parallel})_{hadron}}{(E + p)_{quark}}. \]

The transverse contributions to the \( H \) and \( q \) momentum will be generated, as explained in the Lund Parametrization subsection above, from a distribution that arises from a tunneling probability argument.

Since we work in \((1+1)\) dimensions, our masses here are really \( m_\perp = m^2 + p_\perp^2 \). We take the hadron \((H)\) mass to be \( m_H \approx m_Q \), and \(|\vec{P}|\) the momentum of the initial \( Q \) to be large compared to both \( m_Q \) and \( m_q \). Expanding the three terms in \((m_Q/z|\vec{P}|)^2\), \((m_q/(1-z)|\vec{P}|)^2\) and \((m_Q/|\vec{P}|)^2\), respectively, which is consistent with the assertions in the last sentence, one arrives at

\[ \Delta E \propto 1 - \frac{1}{z} - \frac{m_q^2/m_Q^2}{1-z}. \]

(2.19)

Throw in a \( \frac{1}{z} \) for (one-dimensional) phase space, and the result is the Peterson parametrization [52]

\[ f(z) = \frac{N}{z[1 - \frac{1}{z} - \frac{m_q^2/m_Q^2}{1-z}]^2}. \]

(2.20)
The $N$ is for overall normalization, and in practice $\frac{m^2}{m_Q}$ is replaced by $\epsilon_Q$, a tunable MC parameter which need only be approximately the ratio of the squares of the masses\(^8\). It is surprising that this simple model works as well as it does, given the potential severity of the approximations made.

2.6 B Production and Decay

2.6.1 Production

The process of quark production in $e^+e^-$ annihilation is clear. It is governed by the electroweak processes mentioned in chapter 1. However, the next question ‘Once we have the quarks how do we actually end up with a B hadron?’ is far from known. The models described above should be considered to be physically motivated, but necessarily incomplete. As opposed to some model of the type sketched in section 2.1.1, here we will discuss hadronization along more general lines, specifically as it relates to B production.

In an environment such as the one at an $e^+e^-$ machine where the number of quarks is small one can not really speak of phase transitions, as a thermodynamic ensemble of particles is necessary for this language to have meaning. Nevertheless, it is true that initially (before the quarks are separated by more than 1 fm) the quarks and radiated gluons behave as if they are in an unconfined phase, and beyond this length scale they are in a confining phase. Instead of speaking of the formation of quark-antiquark condensates, as one would at a collider like the Relativistic Heavy Ion Collider (RHIC) \cite{53} where one does have a thermodynamic ensemble and actual chiral symmetry breaking may take place, one envisions a string (linear potential) between two quarks which breaks as the quarks try to separate by more than 1 fm when it becomes energetically more favorable to create $q\bar{q}$ pairs. (See section 2.5.1 above.) It’s also true that quark and gluon production may arise earlier, perturbatively, with the radiation of gluons and their subsequent splitting into $q\bar{q}$ pairs. It is important to this analysis that the production of $b\bar{s}$ is not significant in either of these mechanisms. From phase space arguments \cite{46} and from LEP results \cite{47,54} one expects $b\bar{b}$ pairs to be produced at the level of only $\approx 10^{-30}$ compared to $u\bar{u}, d\bar{d}$ production. Now the quarks and gluons must combine into color singlets, as argued

\(^8\epsilon_b = 0.006, \epsilon_c = 0.06\) are the default parameters in the official SLD MC.
above. In particular, this implies that the outgoing $q$ and $\bar{q}$, each of which is colored, must exchange gluons (at least two, by group theory) with each other. One result is that jets are necessarily blurred together, especially if they're not very energetic (compared to $\Lambda_{QCD} \approx 200$ MeV). However, we argue that due to the scale at which non-pQCD sets in, this blurring is small due to the fact that the $q$ and $\bar{q}$ set out from the interaction point with 45.6 GeV which is much bigger than $\Lambda_{QCD}$. Such an argument is effectively the principle behind LPHD, explained earlier.

The main point of this section must be that however hadronization works, the mechanism is unknown in detail. In this analysis we make no attempt to shed light on this mechanism – only to study the resulting energy spectrum of the B hadron, the probability with which a quark starting with 45.6 GeV will wind up in a hadron carrying some fraction $x$ of this initial energy. The picture is shown in figure 4.1. The details of the analysis are deferred to chapter 5 where an explanation of the labels in the figure can be found. The event selection procedure may be found in chapter 4.

2.6.2 B Decay

In chapter 4 we discuss the means by which one may tag B hadrons. Here we will try to describe the dynamics of B decay. Particular emphasis will be placed here on semileptonic decay which is most important in our analysis.

Hadrons containing $b$ quarks decay weakly, by the rules of $\mathcal{L}_{ Weak^b }$ as outlined in chapter 1. In particular $b \rightarrow c W^-$, with an immediate decay $W^- \rightarrow l^- \bar{\nu}_l, \bar{u} d, \bar{c} s$ since the $W^-$ is very far off-shell. The last of these options for the $W^-$ is unlikely, by phase space, as mentioned above. The second leads to hadronic B decays, and are ignored as this is a study of s.l. B hadrons. $b \rightarrow u W^-$, where the $W^-$ decays as listed above, is possible too but is suppressed by the ratios of the relevant Cabibbo-Kobayashi-Maskawa matrix elements, $|V_{ub}|^2 \approx 0.01$ [55].

We focus on $b \rightarrow c l^- \nu_l$ in the rest of this section. The $W^\pm$s couple only to the left-handed Weyl fermions from equation 1.1, and thus the interaction is of the $V - A$ form,

$$\mathcal{L}_{W^\pm} = g [\bar{c} \gamma^\mu (1 - i \gamma^5) b W^+_\mu + \bar{b} \gamma^\mu (1 - i \gamma^5) c W^-_\mu]$$

This looks much like\(^9\) equation 1.2 with $g_v = g_a = g$. In analogy to $\mu \rightarrow e \nu_e \nu_\mu$, one

---

\(^9\) where here we need two terms here to make the lagrangian hermitian
can write down immediately the decay width in the limit that the light quark in the B just sits idly by (the \textit{spectator} approximation):

\[ \Gamma(b \rightarrow cl^- \nu_l) = \frac{G_F^2}{192\pi^3} |V_{cb}|^2 m_b^5 g'(m_c/m_b) \]  

(2.21)

where \( g'(m_c/m_b) \) fixes the assumption that the \( c \) is massless. This assumption is made here to make use of the analogous calculation for \( \Gamma(\mu \rightarrow \nu \mu e^- \bar{\nu}_e) \), where to a very good approximation \( m_e = 0 \). \( g'(m_c/m_b) \) incorporates QCD corrections too.

A calculation of the energy spectra \( \frac{d\Gamma}{dE_l} \) of the \( l \) is more involved [56]. One begins again with the analogous expression from \( \mu \) decay, but has to consider non-perturbative QCD corrections to the spectator model or appeal to Heavy quark effective theory (HQET), which has been of some help in this area [57]. Figure 3.26 demonstrates the success of the Isgur-Wise HQET in semileptonic B decay.

A quantity defined as \( a_{fb} \) (not to be confused with the forward-backward \( b \) production asymmetry, \( A_{FB} \), measured at SLD or LEP) given by

\[ a_{fb} = \frac{d\Gamma(\theta) - d\Gamma(\pi - \theta)}{d\Gamma(\theta) + d\Gamma(\pi - \theta)}, \]

where \( 0 < \theta < \pi/2 \) is the angle between the \( l \) and \( \nu \) in the \( l-\nu \) rest frame, gives convincing evidence that the \( V - A \) form of \( b \rightarrow c \) is the right one [58]. In the Standard Model \( a_{fb} = 0.13 - 0.15 \). At CLEO II for leptons with \( p_l > 1 \text{ GeV} \) \( a_{fb} = 0.14 \pm 0.06 \pm 0.03 \).

2.7 Practical Matters: Event Shape Variables

A variety of variables exist that characterize the underlying partonic nature of real physics events. These include spherocity, oblateness, energy-energy correlation (EEC), etc. A good reference is [59], where it is made clear that infrared and collinear safe quantities are desired – quantities which do not change abruptly if one adds a soft particle to the final state or splits one particle in the final state into two particles sharing proportionately its momentum. Sphericity and event multiplicity fail these criteria, for example. Those that do pass the criteria may be calculated in perturbative QCD, allowing for an extraction of \( \alpha_s \) [60]. Here we want only to consider thrust

\[ t = \max \left\{ \frac{\sum_a |\vec{p}_a \cdot \vec{n}_{thrust}|}{\sum_a |\vec{p}_a|} \right\}. \]  

(2.22)
where the sum runs over all final state particles. We care about thrust only for the purpose of dividing our event into hemispheres, not for the extraction of $\alpha_s$. $t$ takes the values $1 \geq t \geq \frac{1}{2}$, with events in which $t \approx 1$ being "back-to-back" or 2-jet like. Note that $\vec{n}_{\text{thrust}}$ or $\vec{t}$ provides an axis which divides the event into hemispheres, but whose sense\textsuperscript{10} is arbitrary.

While thrust is of interest in all hadronic events ($Z \rightarrow q\bar{q}$), to find the original $q\bar{q}$ axis in events where a hard gluon is radiated from the initial $q$ or $\bar{q}$ or where there is even higher order emission, we would like to find "jets." Jet-finding is an attempt to produce the underlying parton directions. Here one ignores the believed-to-be low momentum partonic exchanges required for color singlet formation, and pretends that outgoing particles can be clumped together in a reasonable way to reproduce the underlying 4-momenta of the responsible parton. Various jet algorithms proceed in the same ways [61], but differ in how the grouping of clusters or tracks is done.

Here we describe the JADE algorithm. In this prescription one forms from all possible combinations of two tracks (or clusters, as in this and most analyses) their scaled invariant mass, $\hat{s}_k = \frac{2E_i E_j (1-\cos \theta_{ij})}{s_{ij}}$. The pairs with the smallest values of $y_{ij}$ are combined, and one calls the new combinations "pseudo-particles." One assigns the pseudo-particles the 4-momenta $p_k^\mu = p_i^\mu + p_j^\mu$, and repeats the process. The clumping together continues until all clumps have invariant mass $\hat{s}$ greater than a pre-chosen $y_c$. In the end, one is left with a list of $N$ jets with momenta $\vec{p}_i$. The choice of $y_c$ depends on one's application. For doing B physics we choose $y_c = 0.005$ to give the best reproduction of the underlying $b$ direction [62]. Four jets is the most common number at this $y_c$. The high four-jet rate actually aids in finding the $B$ direction, even though such a high rate of four-jets does not reflect well the underlying parton activity.

\textsuperscript{10}$\vec{t} = (\theta, \phi)$ is not to be distinguished from $\vec{t} = (\pi - \theta, \pi + \phi)$. 

Chapter 3

SLC AND SLD

3.1 The Experimental Apparatus

The data analyzed here were taken during the 1993 and 1994/95 runs at the SLD – the detector sitting at the only interaction point (IP) of the Stanford Linear Collider (SLC [63]) at the Stanford Linear Accelerator Center (SLAC). At the IP 45.6 GeV $e^+e^-$ annihilate with 45.6 GeV $e^-$s. These energies are chosen in order that the center of mass energy is at the $Z^0$ resonance.

The SLD is a full-coverage particle detector, built to take advantage of the SLC’s novel features: stable and small beams at the IP, with the $e^-$ beam polarized to a high-degree along or anti-along the beam axis

The SLD collaboration consists of approximately 150 active physicists from 34 institutions. The names and institutions of the collaborators on SLD can be found in Appendix A.

A description of the SLC and the hardware that was used to collect the data is described in this chapter.

3.2 The Linear Collider

The SLC at SLAC consists mainly of a two mile long accelerator and a set of arcs that meet at one interaction point. The SLC runs below the klystron gallery – a two mile long building containing the necessary power supplies, and RF equipment. It is the first-ever linear collider [64]. A schematic illustration is seen in figure 3.1. Since the beams are not continuously circulating and colliding, as in the case of traditional $e^+e^-$ machines, a whole new set of challenges had to be understood and overcome at the SLC. The performance parameters are seen in table 3.1. Numbers in this table

\footnote{Whether the $e^-$ beam is polarized along or anti-along the beam direction depends on whether the polarization of the laser, which causes the photo-emission of the $e^-$, is set to be circular-right-handed or left-handed.}
make reference to equation 3.1 on page 42 – the expression for the luminosity at an $e^+e^-$ machine. The data used in this analysis is from the 1993 run, during which the average electron beam polarization was 63% and from the 1994/1995 run, during which the average electron beam polarization was 78%. The time history of the beam polarization and luminosity over the course of the two runs may be found in figure 3.3 and figure 3.2, respectively. This second plot shows that in 1993 roughly 50,000 $Z^0$s were produced, and in 1994/1995 roughly 100,000 $Z^0$s were produced.

A description of the creation and transport of the polarized electron beam from the $e^-$ gun to the IP follows.
Table 3.1: See equation 3.1 for the meaning of the parameters of the 1993 and 1994/95 runs, shown here.

<table>
<thead>
<tr>
<th></th>
<th>1993</th>
<th>1994-95</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\sigma_x$</td>
<td>2.6 $\mu$m</td>
<td>2.5 $\mu$m</td>
</tr>
<tr>
<td>$\sigma_y$</td>
<td>0.8 $\mu$m</td>
<td>0.6 $\mu$m</td>
</tr>
<tr>
<td>$n_{e^\pm}$</td>
<td>$2.9 \times 10^{10}$</td>
<td>$3.5 \times 10^{10}$</td>
</tr>
<tr>
<td>$f_c$</td>
<td>120 Hz</td>
<td>120 Hz</td>
</tr>
<tr>
<td>$\Pi_d$</td>
<td>70%</td>
<td>65%</td>
</tr>
<tr>
<td>$\eta$</td>
<td>1.05</td>
<td>1.20</td>
</tr>
</tbody>
</table>

3.2.1 The Polarized Electron Source

When GaAs absorbs circularly polarized light of an energy just larger than that of the band gap in the GaAs, polarized electrons are emitted [65].

The photo-emitted electrons are accumulated into a bunch with a 178 MHz RF field. The bunch is then accelerated to 50 MeV, and enters the straight, linear portion of the accelerator (the LINAC). The $e^-$ bunch remains in the LINAC only until it reaches the entry point to its damping ring, at which time the electrons have an energy of 1.19 GeV. Two such bunches are created with each 120 Hz machine cycle. One bunch eventually reaches the IP, while the other is used to create the positrons which collide at the IP with the electron bunch.

3.2.2 Damping Rings

The purpose of the damping rings is to shrink the phase space volume that the $e^-$s and $e^+$s occupy. A small spread in momentum and physical space allows for smaller backgrounds in the detector and fewer losses during acceleration. The beams are thus stored at 1.19 GeV in the rings. The positrons, which have a larger energy spread when they come from their source, are damped for two machine cycles ($\approx 16.6$ ms), in contrast to the electrons which are damped for just one cycle ($\approx 8.3$ ms).

In order to preserve the $e^-$ polarization in the Damping Rings it is necessary to have the $e^-$ spin direction pointing out of the plane of the damping rings. This is because the precession frequency of the spin vector goes like $\vec{\mu} \times \vec{B}$, with $\vec{\mu}$ the electron's magnetic moment and $\vec{B}$ the damping ring's magnetic field − which of
course is perpendicular to the plane of the ring in order to keep the $e^-$s orbiting within them. This is achieved by passing the $e^-$s through a solenoidal field just as they enter the ring. In the 1993 and 1994/1995 runs flat beams were used ($\epsilon_x \sim 10\epsilon_y$), which prohibited the use of the ring-to-LINAC solenoid to return the spins to longitudinal at the exit of the damping ring. This is because the emittances\(^2\) become coupled. Therefore the electrons are accelerated with their spins pointing up through the LINAC, and their spins are brought to longitudinal through a series of "spin bumps" in the arcs (Section 3.2.5). Flat beams with their lower emittance in the vertical plane allowed for lower backgrounds in the SLD [66].

\(^2\) The emittances in $x$ and $y$ are the position-velocity phase-spaces of the beam.
3.2.3 Positrons

The second bunch of electrons that is produced with each machine cycle follows the first bunch into and then out of the damping rings and down the LINAC (see next section). However, approximately two-thirds of the way down the LINAC this bunch is directed out of the LINAC and brought into collision with a tungsten target. As in any non-vacuum medium through which relativistic electrons pass, an electromagnetic shower results, brought on initially by the process of Bremsstrahlung and then pair-production, i.e. $e^- \rightarrow e^-\gamma$ followed by $\gamma \rightarrow e^-e^+$. The resulting $e^-$s and $e^+$s repeat the process, and a shower results. The positrons emerge in a large energy range, and those between 2 and 20 MeV are diverted into the return path to the front end of the LINAC where they go through the short, first section of the LINAC as did the $e^-$ bunch that created them, and then are diverted into their own damping ring (SDR).
3.2.4 The Linear Accelerator

Radio frequency cavities controlled by klystrons above ground provide an accelerating field of 17 MeV/m. The RF is timed to be in the opposite phase in order to provide the opposite sign $E$ field for $e^-$ bunches, as compared with $e^+$ bunches. The cavities span approximately 3 kilometers and form the linear accelerator. Typically $\approx 3 \times 10^{10}$ particles per bunch travel down the LINAC, and arrive at the arcs with $\approx 0.9$ GeV more energy than their necessary collision energy.

3.2.5 The Arcs and The Final Focus

As the $e^-$s and $e^+$s “coast” (there are no more RF cavities to push them along, only bending and focusing magnets) along in their respective arcs for their 1km lengths, they lose energy by synchrotron radiation until their energies are each 45.6 GeV, putting their collision energy at $m_{Z^0}$. The arcs do not lie in the horizontal plane, but
rather a plane that follows the terrain, and so the beam transport is slightly more complicated than if it were in the horizontal plane. In flat beam mode the $e^-$ arc is used to flip the $e^-$ spin from pointing up (out of the plane of the damping rings/arcs) to longitudinal by the time the $e^-$ bunch arrives at the final focus.

The purpose of the final focus (FF) is to bring the bunches down to very small sizes in order to compensate for the SLC's relatively low machine cycle and increase the luminosity in this way. This follows from

$$\mathcal{L} = \frac{n_{e^+} n_{e^-} f_c}{4\pi \sigma_x \sigma_y} \Pi_d \eta,$$

(3.1)

where $n_{e^+}$ and $n_{e^-}$ are the positron and electron mean populations per bunch, respectively, $f_c$ is the machine cycle frequency of 120 Hz, $\sigma_x$ and $\sigma_y$ are the $x$ and $y$ beam transverse overlaps, $\eta$ is the beam-focusing enhancement factor, and $\Pi_d$ is the machine efficiency [67]. Typically $\mathcal{L} \approx 3 \times 10^{29}$. A direct measurement of $\mathcal{L}$ will be discussed in section 3.3.2. Thus, in the FF there are three superconducting quadrupole magnets, the first of which is 1.5 meters from the IP. At the IP beam spot the dimensions are $\approx 3 \mu m$ in the $x$-direction and $\approx 0.8 \mu m$ in the $y$-direction and $\approx 1 \text{ mm}$ in the $z$-direction. The size and location of the IP is very stable over time [63].

### 3.2.6 Energy Measurement

After the electron bunch passes the IP, the $e^-$ polarization is measured using a Compton polarimeter [68] in the opposite (South) arc (see section 3.3.1 below), and finally, before dumping the beams, the energy of each beam is measured in a spectrometer called the Wire Imaging Synchrotron Radiation Detector (WISRD) [69]. The WISRD works essentially by bending the beam and observing the angle of the subsequent stripe of synchrotron radiation with respect to the incident beam direction. See figure 3.5 for an illustration.

### 3.3 The SLD

One multi-purpose detector measures the properties of collisions at the IP [70]. The SLD, shown in figure 3.6, combines excellent tracking, calorimetry and particle identification into a state-of-the-art high energy physics detector. It is a cylindrical device
with a 0.6 Tesla axial magnetic field, in which charged particles bend. The curvature of the resulting tracks reveals the particles’ three-momenta. A “barrel” and two “endcaps,” which may be moved during downtimes for access to the interior of the detector, surround the IP. The coordinate system used is a normal right-handed spherical polar system: the z-axis points North in the direction of the $e^+$ beam; $\phi$, the azimuthal angle runs from 0 to $2\pi$, with $\phi = 0$ pointing West; and the polar angle $\theta$ runs from 0 (North) to $\pi$ (South).

This thesis uses the SLD Liquid Argon Calorimetry (LAC) subsystem, the Central Drift Chamber (CDC) subsystem and the Vertex Detector (VXD2). Additionally, the Warm Iron Calorimeter (WIC) is used to tag muons. A description of the various subsystems of the SLD follows, with an emphasis on the LAC. A slice of the SLD can be seen in figure 3.7.

It is worth noting that the Čerenkov Ring Imaging Detector (CRID) is not used here, nor is the Luminosity Monitor (LUM) or the Medium Angle Silicon Calorimeter (MASIC), the latter two of which in combination with the LAC and WIC comprise the whole calorimeter system (KAL). The endcap CRID (ECRD) and endcap drift chambers (EDC) are not used either, and a cut on the event thrust keeps the use of the
endcap WIC and endcap LAC to a minimum. Continued problems with EDC tracking and the fact that the VXD2 polar angle coverage extends only to $|\cos \theta| < 0.71$ dictate that this event thrust cut be used in the first place. However, short of the EDC, one could in fact use the entire detector for this analysis. Since no attempt is made here to fully reconstruct various decay modes of the semileptonic B decay, the use of the CRID is unnecessary.

3.3.1 $e^-$ Polarization Measurement

The process of Compton scattering is used to measure the electron beam polarization. A circularly polarized laser is directed onto the remnants of the $e^-$ beam after it passes through the IP. The electrons that scatter from the laser photons are bent away from the bunch and spread according to their momenta in a dipole analyzing magnet. A 7-channel Čerenkov detector is positioned in the plane of the spread so as
Figure 3.7: The Stanford Linear Collider Large Detector – Slice showing all major subsystems.

to measure the energy of the scattered electron by detecting it in one of its channels (see figure 3.8).

The polarization of the electrons is taken from this cross-section measurement, via

$$\frac{d\sigma}{dE} = \frac{d\sigma_0}{dE} (1 + P_\gamma P_e A_c(E))$$

with $\sigma_0$ the unpolarized Compton scattering cross-section, $P_\gamma$, $P_e$ the known photon and unknown electron polarizations, respectively, and $A_c$ the energy-dependent asymmetry [71]. A plot of a calculation of this last quantity compared to its measurement is seen in figure 3.9.
3.3.2 Luminosity Monitor

In order to accurately measure various electro-weak cross-sections, one needs to know the luminosity delivered by the SLC. One way this may be done is by seeking out a particular process whose rate is well-known and is experimentally easy to identify. Such a process is $e^+e^- \rightarrow e^+e^-$, known as Bhabha scattering. The four Feynman diagrams in figure 3.10 are the tree level contributions near $\sqrt{s} = m_Z$. Since the cross-section is the square of the sum of the amplitudes there are 10 terms that contribute from these four diagrams. Figure 3.11 shows that at small scattering angles ($\cos \theta$ above $\approx 0.85$) term 3, which is the square of the diagram in the lower left of figure 3.10 constitutes essentially the entire cross-section. This is the so-called "t-channel photon exchange" diagram. The expression for this term when higher order diagrams are included allows for an extraction of the absolute luminosity.

For the reason that low angle scattering is needed, the Luminosity Monitor shown
Figure 3.9: The measured energy-dependent Compton asymmetry function (see text) vs. the predicted shape.

in figure 3.12 (LUM) sits right on the Final Focus triplet assembly, spanning the polar angle between 28 and 68 mrad. The LUM consists of 23 layers of alternating silicon detectors and tungsten radiator plates, where electromagnetic showers develop. The electron/hole pairs that are created in the fully depleted silicon are collected by charge sensitive preamplifiers. The total depth of the LUM is $21X_0$, and the design energy resolution is 3% at 50 GeV [72].

3.3.3 Particle Identification

The Čerenkov Ring Imaging Device

In a medium in which a particle travels at a speed exceeding the speed of light in that medium, a cone of Čerenkov light is produced whose opening angle $\theta$ follows

$$\cos \theta = \frac{1}{\beta n},$$

where $\beta$ is the speed of the particle relative to the speed of light in vacuum and $n$ is the index of refraction in that medium. The angle $\theta$ of the cone can be inferred by reflecting the photons of Čerenkov radiation with a parabolic mirror onto a plane and measuring the radius of the resulting circle. The CRID (figure 3.13) exploits this effect. Particles traveling into the CRID Čerenkov-radiate in either the gas or the liquid, and the cones of light are reflected onto a plane inside a time proportional chamber which, due to the addition of a small amount of gas called
Figure 3.10: The four tree-level Feynman diagrams that contribute to $e^+e^- \rightarrow e^+e^-$ scattering near $\sqrt{s} = \sqrt{s_{2e}}$.

tetrakis(dimethylamino)ethylene (TMAE), yields about one electron for each incident photon. The electrons, then, drift in the chamber to sense wires that receive the charge — similarly to the way things work in the SLD drift chamber. The drift time along with a knowledge of which wire at the end of the chamber collects the charge allows for a measurement of the cone opening angle $\theta$ — thus $\gamma$ is known, and from it, $\gamma$, the Lorenz factor — and combined with $p = \gamma m\bar{v}$, where $p$ is known from the particle's track in the CDC (see section 3.3.4), the mass, and thus the identity of the particle is known. A plot of the efficiency of the CRID to distinguish $\pi$s, $K$s and $\rho$s is seen in figure 3.14. Note that the maximum value on the y-axes for the mis-ID plots are an order of magnitude smaller than the correct-ID plots. One also notes that the presence of both liquid and gas radiating media is necessary to cover the desired range of particle momenta.
Figure 3.11: The tree-level $e^+e^- \rightarrow e^+e^-$ scattering cross-section near $\sqrt{s} = m_Z$. Shown are the contributions of the 10 terms resulting from squaring the summed amplitudes of the diagrams in figure 3.10. The curve labeled “3” – the t-channel photon exchange diagram squared – dominates at large $|\cos(\theta)|$. (This is the one whose value at $\cos(\theta) = 0$ is $\approx 10^{-1}$.)

3.3.4 Tracking Devices

Within the SLD there exist three main tracking devices: the Central Drift Chamber (CDC), the Vertex Detector (VXD2) and the Warm Iron Calorimeter (WIC) Strips.

**Vertex Detector**

The VXD2 is shown in figure 3.15. It is SLD’s closest component to the IP with an inner radius of 3.0 cm, and an outer radius of 4.2 cm. It is made up of 480 charge coupled devices (CCDs) which surround the IP in four concentric barrels. Each CCD contains approximately $400 \times 600$ pixels, each of size $22 \times 22$ microns. A minimum ionizing particle that traverses a CCD deposits $\approx 650e^-s$ [73] in the depletion region of the Silicon in the CCD. The data from the 120 Mpixels is read out and condensed to
approximately 50-80 kbytes per event [74]. The CCD technology is allowable because of SLD’s relatively low machine cycle: 90 milliseconds are required to read out the entire VXD2 compared to the ≈ 8 millisecond bunch separation time. Clearly, several beam-crossing’s worth of information is collected with every read-out, but the fine granularity of the VXD2 combined with the infrequency of noise hits (≈ 5 per CCD event) make it unlikely that a VXD2 hit is put on the wrong track when it comes time to combine CDC tracks with VXD2 hits. The VXD2 has a polar angle coverage of |cos θ| < 0.71. It is perhaps worth noting that VXD3, to be installed for the 1996
Figure 3.14: $\pi^+, p, K^+$ (and their anti-particles) Monte Carlo (mis-)identification efficiency. Note that the plots on the diagonal are the correctly ID'd particles, and the maximum value on their y-axes (1.0) is an order of magnitude larger than that on the off-diagonal plots – the incorrectly identified particles. Also note the interruption in each plot in the two curves: in the lower (higher) momentum range the liquid (gas) radiator is used.

run and beyond, will have a polar angle coverage of $|\cos \theta| < 0.90$ [3].

The Drift Chambers

The primary task of reconstructing the tracks from charged particles that traverse the SLD falls to the Central Drift Chamber and the Endcap Drift Chambers. The CDC is a cylinder that measures roughly 1 meter in outer radius and two meters in length. Its inner radius is 20 cm, sitting just outside the Vertex Detector. Its
gas mixture is 75% CO₂, 21% Ar, 4% isobutane and 0.3% H₂O. Relatively constant drift velocity and proportional gain are obtainable with this mixture. The CDC consists of ten cylindrical sections, called super layers. Moving azimuthally within one super layer one passes from cell to cell, each full of 8 sense wires. Depending on exactly which super layer one examines, the electric field-forming wires, the sense wires, and other wires run axially from one end of the CDC to the other, or at just a slight tilt with respect to the z-axis. Moving radially from super layer to super layer from the inner radius of the CDC to the outer radius one encounters wires strung first at a small tilt with respect to the z-axis, then wires strung exactly along the z-axis (axial super layer), and then wires strung at minus a small tilt. The purpose of this tilt is to determine the z-coordinate of a given hit. This is called small angle stereo layering. The tilt in going from super layer to super layer provides better information to determine the z-coordinate of a hit than merely relying on the information from comparing the amount of charge collected at each end of a given wire (charge-division). The points at the end of the CDC where the wires attach are seen in figure 3.16.

The measurement of actual tracks begins with collecting the ionization from the
Figure 3.16: The points where the CDC wires attach to the ends of the CDC. One can see the structure of the super-layers and cells within them. The wires are of four types: high voltage field-shaping wires (crosses), guard wires (diamonds), signal, or sense wires (open circles) and dummy sense wires (squares).

charged particle’s passing through the drift chamber gas. Liberated charge drifts in a constant electric field toward a charge-collecting wire called the sense wire. Just before the drifted charge reaches the sense wire it feels a much stronger electric field due to the smallness of the wire, and in this field an avalanche of electrons is created. This is what the sense wire collects. The CDC is comprised of 640 cells, distributed among 10 super layers. From the information within a cell, one vector hit is created. Vector hits, then, become the fundamental objects that go into the CDC pattern recognition algorithm, out of which, after much gnashing of teeth, finally come the helical particle tracks. For an excellent reference on pattern recognition see the thesis of David Williams [62].
Taken together, the CDC and VXD2 provide a momentum resolution of

$$\sigma^2[(\text{GeV/c})^{-2}] = (\delta p/p^2)^2 = (0.0026)^2 + (0.0095/p)^2$$

and, including the uncertainty on the primary interaction point (IP), they give a combined impact parameter resolution of

$$\delta r_{IP} = 11 \oplus 76/(p \sqrt{\sin \theta}) \mu \text{m}$$

where \(p\) is the track momentum transverse to the beam axis in GeV/c. The result is a typical 2-prong vertex-finding accuracy of \(\delta r_{IP} = 240.0(24.) \mu \text{m}\) for the direction along (perpendicular to) the resultant momentum.

The EDC works in the same way. Only the geometry of the super layers is different. In the EDC, however, there is the problem of large SLC background: mostly muons in a halo about the beam that pass through the inner regions of the end cap.

**WIC Strips**

Because of the fact that muons are too heavy to Bremsstrahlung and start electromagnetic showers like electrons, taken together with their relatively long Weak-scale lifetime, they are able to penetrate the entire SLD, including the steel in the WIC. This is untrue of hadrons up to very small penetration probabilities of order \(10^{-4}\), because they range out or decay or strongly interact. And it’s absolutely\(^3\) untrue of electrons because they will shower somewhere along their \(\approx 26\) radiation-length journey to the WIC. Muons of even modest energy (\(\gtrsim 3\) GeV) merely lose energy by \(dE/dx\) (minimum ionization) before passing through the Iarocci tubes in the WIC. The strips (see figure 3.17) perform the usual business of reading out the deposited charge that drifts to the center wire in the Iarocci tubes. Hits on the strips are combined to form tracks in the WIC and are matched to hits in the CDC. The tracks which are well-matched to hits are checked to see if they are consistent with being fully-penetrating tracks. Satisfactory tracks are considered to be muons.

### 3.3.5 Calorimetry

Calorimeters measure the energy of incident particles by making them interact. The energy of the incident particle as well as the energy of the daughter particles is released

\(^3\) Thus, absolutely here means with probability .999\ldots (10 more 9s).
Figure 3.17: An \( r\phi(xz) \) view of the barrel (endcap) WIC. Inlaid are the two types of WIC layers.

into the ionization of a low-\( Z \) material and the liberated charge induces signals that are measurable.

**WIC Pads**

The WIC Pads are also shown in figure 3.17. The WIC Pads gather charge in exactly the same manner as the LAC (section 3.3.5) and are similarly intended to help measure a particle’s energy deposition. The WIC’s contribution to the energy deposited in the whole calorimeter is typically \( \lesssim 10\% \). Further, the WIC energy measurement is fluctuations-dominated [75]. That is to say, the error on the measurement is on the order of the value of the energy itself. Thus, the WIC pads have not been calibrated for general use and are turned off in the standard SLD event reconstruction. The WIC pads are ignored in this analysis. It is important to point out that the WIC serves as the support structure for much of the SLD and as the return flux path for the 0.6 Tesla magnetic field.

**The Liquid Argon Calorimeter**

The idea to use liquid argon was conceived in 1974 [76] and has been extensively studied and used. Liquid argon provides a stable and uniform energy response [77]. It is radiation hard in high energy environments. The LAC design and construction are described in great detail in [77]. Here we will give a description of its gross features and physics specifications.
Figure 3.18: Material thicknesses (measured in units of radiation lengths, $X_0$, and strong interaction lengths, $\lambda$) in front of various sections of the Calorimeter. a), b), c), d) is just inside EM1, EM2, HAD1, HAD2, respectively.]

The LAC is made up of a barrel section (or more exactly, three barrel sections separated by two washers), and two endcaps. It sits not just inside the WIC but also inside the SLD solenoid (see figure 3.7) in order to minimize the number of interaction lengths particles must pass through before arriving at the LAC. (The solenoid alone is $0.7\lambda_{int}$ thick radially. Figure 3.18 shows the amount of material between the IP and various sections of the calorimeter.) The barrel inner wall, located at a radius of 1.77 meters, forms the CRID outer wall. The barrel LAC extends to 2.99 meters in radius. It is supported on the arches of the detector which also help hold up the WIC and the solenoid. The endcap is supported by the flux-return steel doors.

The barrel LAC covers the full azimuthal range and $|\cos \theta| < 0.98$, where $\theta$, again, is the polar angle. This amounts to 98% of the full $4\pi$ solid angle coverage. By itself the barrel covers $\theta > 33^\circ$, while the endcap covers $35^\circ > \theta > 8^\circ$, for $\theta < 90^\circ$. The same expressions hold for $\theta > 90^\circ$ with $\theta$ replaced by $180^\circ - \theta$. There is thus overlap on each end between the endcap and the barrel$^4$.

$^4$ Both endcap and barrel sections are comprised of both “electromagnetic” (EM) and “hadronic” modules (HAD). Examination of figure 3.7 reveals that in this region of overlap there are only EM
The construction is as follows. The three sections that comprise the barrel are made up of 48 EM modules around the azimuth and 48 more HAD modules stacked radially on the EM modules. Thus, in the barrel there are \((48 + 48) \times 3 = 288\) modules. See figure 3.19 for an illustration of how the modules fit within the overall barrel assembly, including the cryostat. Each of the two endcaps are composed of 16 wedge-shaped modules, with each module containing both EM and HAD sections (see figure 3.20). The modules – both barrel and endcap – may be seen in figures 3.21 and 3.22, respectively. The modules are constructed as parallel plate liquid argon ionization chambers, with alternate planes of large, grounded, lead sheets and segmented lead tiles and liquid argon filling the gaps (see figure 3.23). The segmented tiles conform to a pointing geometry – i.e., they are lined up with one another along lines running radially outward from the IP. A cell is defined as lead sheet/Ar/lead tile/Ar. A further feature of the LAC is that within both the EM and HAD modules there is a division at half the radial depth of the module, forming effectively 4 layers modules. Studies that are sensitive to the measurement of energy as a function of polar angle, therefore, such as certain 3-jet analyses, must be careful about the appropriate energy scale in this region [78]. A discussion of the use of the appropriate energy scale can be found in section 4.3.2.
as one moves out radially, EM1, EM2, HAD1 and HAD2. (This will be an important feature that is exploited in the method by which we measure the neutral energy with the calorimeter and will be explained in section 4.2.) The cells are grouped together as indicated in table 3.3. Note that the HAD cells are made of thicker lead sheets and tiles. Further, they are twice the size of the EM tiles in both transverse dimensions, providing a coarser measure of the position of a shower – appropriate for the larger size of hadronic showers compared with electromagnetic showers. The radial ganging together of these cells in numbers given by table 3.3 forms the fundamental energy-measuring unit of the LAC: towers. It is towers that are eventually grouped together by the software to be described in section 4.2 as clusters, which are claimed to give a particle’s total energy and direction. The total number of these towers in each section of the LAC is seen in table 3.2. To give a typical tower size, and thus to get an idea of the spatial resolution of the LAC – that is, the minimum discernible separation of two particles traversing the LAC – it is worth noting that in the barrel at $\theta = \pi/2$ an EM tower has a width of $\delta \theta = 36$ mrad and $\delta \phi = 33$ mrad$^5$. The

---

$^5$ In the EM modules $\delta \phi = 33$ mrad for all $\phi$, but because of the axial geometry of the modules $\delta \theta$ falls to 21 mrad at the end of the barrel. Tower $\delta \theta$s fall like $1/\cos \theta$ as one moves out to the
LAC energy resolution $\frac{\Delta E}{E}$ is estimated to be $\approx 0.65/\sqrt{E}$ for hadronic showers and $\approx 0.15/\sqrt{E}$ for electromagnetic showers, with $E$ in GeV [79].

The LAC in this analysis is used to make a measurement of the neutral energy in each event. It acts here, as well, in its usual function as a hadronic event trigger. This trigger will be described in section 4.1.1.

**Getting the LAC data to tape**

To give a rough idea how the process of gathering the data at the SLD and getting it on to tape really goes, it is worth tracing the relevant steps for the LAC. This requires a discussion of the LAC electronics.

Essentially the story is this: one millisecond before each beam-crossing – which occur every 8 milliseconds – a FASTBUS\(^6\) [80] timing and control module (TCM) switches on the power to the electronics on every LAC “Tophat” Motherboard. After the beam crossing the analog signal from each tower is fed to a pre-amplifier, shaper and a sampler on a daughterboard from which it is finally fed to a multiplexed Analog-endcaps. This is done to keep the solid angle $d\phi d\cos\theta$ constant for each tower.

\(^6\) The acquisition hub that, finally, takes the detector’s readout upstairs to the acquisition computer, where event filters are applied.
Figure 3.22: LAC endcap, showing the placement of one endcap module.

The preamplifier is responsible for taking a given tower's input signal (a charge), amplifying it, creating an appropriate sized voltage \( V = \frac{Q}{C} \), if the response were perfectly linear, and shaping it. The calculation of the appropriate sized voltage is done by the preamps in concert with the Calorimetry Data Module (CDM). After the execution of the LAC calibration process\(^7\) the calibration constants reside in the CDM memory until the next successful calibration, at which point they're over-written in favor of the new constants. The CDM then does the sampling of the signals by:

1. Selecting the high or low gain depending on pulseheights,
2. applying calibration constants,
3. performing a signal—baseline subtraction,
4. checking for tower signals over threshold.

The 32 CDMs, which read and process data from two tophats each, finally, report the size of these signals and their corresponding Tower ID to the AEB.

---

\(^7\) Calibration is performed from a data acquisition workstation in the SLD control room, typically once a day by the Shiftees. A single command from such a workstation with the FASTBUS in Calibration Mode puts a 2.5\(V\) signal on 8.4\(\mu F\) capacitors through a digital-to-analog converter (DAC), for each LAC tower.
Table 3.2: Number of LAC modules and towers

<table>
<thead>
<tr>
<th>Module type</th>
<th>Modules</th>
<th>Towers</th>
</tr>
</thead>
<tbody>
<tr>
<td>Central barrel EM</td>
<td>48</td>
<td>48(112+112)</td>
</tr>
<tr>
<td>Central barrel HAD</td>
<td>48</td>
<td>48(24+24)</td>
</tr>
<tr>
<td>End barrel EM</td>
<td>2(48)</td>
<td>96(84+80)</td>
</tr>
<tr>
<td>End barrel HAD</td>
<td>2(48)</td>
<td>96(20+18)</td>
</tr>
<tr>
<td>Endcap (EM+HAD)</td>
<td>2(16)</td>
<td>32(117+105+27+21)</td>
</tr>
<tr>
<td>Total barrel</td>
<td>288</td>
<td>32448</td>
</tr>
<tr>
<td>Total endcap</td>
<td>32</td>
<td>8640</td>
</tr>
</tbody>
</table>

Table 3.3: LAC cell count in units of radiation length and (strong) interaction length.

<table>
<thead>
<tr>
<th>LAC section</th>
<th>Cell count</th>
<th>X₀</th>
<th>X₀</th>
<th>Cell λ</th>
<th>Section λ</th>
</tr>
</thead>
<tbody>
<tr>
<td>EM₁</td>
<td>8</td>
<td>0.75</td>
<td>6.0</td>
<td>0.030</td>
<td>0.24</td>
</tr>
<tr>
<td>EM₂</td>
<td>20</td>
<td>0.75</td>
<td>15.0</td>
<td>0.030</td>
<td>0.60</td>
</tr>
<tr>
<td>HAD₁</td>
<td>13</td>
<td></td>
<td></td>
<td>0.077</td>
<td>1.00</td>
</tr>
<tr>
<td>HAD₂</td>
<td>13</td>
<td></td>
<td></td>
<td>0.077</td>
<td>1.00</td>
</tr>
</tbody>
</table>

*a EM cell: 2.0 mm Pb, 2.75 mm Ar, 2.0 mm Pb, 2.75 mm Ar

*b HAD cell: 6.0 mm Pb, 2.75 mm Ar, 6.0 mm Pb, 2.75 mm Ar

(ALEPH event builder) in the LAC FASTBUS. The AEB ensures that only data in the CDMs from the same event is read and ships it to the shared event pool. A process running on the data acquisition VAX pulls events out of the shared event pool and writes them to tape. Meanwhile, under the guidance of the TCM (though not as often here as every beam crossing) low voltage, high voltage, and cryogenic information is monitored through separate CAMAC systems.
3.3.6 Monte Carlo Simulation

In order to extract the desired physics, most analyses at high energy experiments rely on a good understanding of their apparatus via its Monte Carlo simulation. This is because the physics processes of interest in these experiments, i.e. particle production, scattering, decay, etc. are quantum mechanical and quantum field theoretical in nature. Additionally, particle interactions with the detector are non-trivial. One needs to know how the detector will respond to a variety of processes. The Monte Carlo generator simulates the $e^-e^+$ collision, including initial state radiation, and is responsible for creating the partons, leptons and bosons with 4-momenta appropriate to the underlying process, and the scattering amplitude $\mathcal{M}$. The generator, further, decays short-lived (here $\tau \lesssim 10^{-16}$ particles and “assembles” partons into hadrons\footnote{more on this in chapter 2}. Control is then handed over to the Detector Simulation. The detector simulation “swims” particles through the detector, decaying them as appropriate, and simulating the interactions with matter – Bremsstrahlung, strong interactions (i.e. $\pi^+n \rightarrow p\pi^0$), and the ordinary $dE/dx$ scattering off electrons. As one might expect,
there is largely swimming out from the IP through the mainly-vacuum VXD2 and CDC out to the CRID – which is heavy and full of stuff – at which point there is mainly material-dominated scattering all the way through the LAC to the WIC – if a particle gets that far, which it usually doesn’t unless it’s a muon.

3.3.6.1 Physics Simulation

If we are going to be relying on the MC to give a good description of the B decay and of the detector (which we are) it is worthwhile to ask if the data and the MC bear any resemblance to each other. Thus, we embark on a description of the gross features of the MC, as it regards

\[ Z^0 \rightarrow q\bar{q} \rightarrow \text{hadrons}. \]  

(3.3)

There are many MCs on the market, but we will discuss here only two: the JETSET and HERWIG Monte Carlos. For a review of these and many others see reference [75].

Parton Generation

The first half of equation 3.3 plus the further step of perturbative creation of partons is discussed here.

The SLD experiment uses JETSET7.4 to simulate its 1993 and 1994/1995 runs, respectively. The default parameters are listed in table 3.4.
Table 3.4: JETSET7.4 MC parameter values

<table>
<thead>
<tr>
<th>Parameter purpose</th>
<th>Symbol</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>pQCD phase space cutoff</td>
<td>$Q_0$</td>
<td>1.0 GeV</td>
</tr>
<tr>
<td>MS-scheme QCD parameter</td>
<td>$\Lambda$</td>
<td>0.26 GeV</td>
</tr>
<tr>
<td>controls $p_T$ of Hadron</td>
<td>$\sigma_q$</td>
<td>0.39 GeV</td>
</tr>
<tr>
<td>Lund uds Frag. Parameter 1</td>
<td>$a$</td>
<td>0.18</td>
</tr>
<tr>
<td>Lund uds Frag. Parameter 2</td>
<td>$b$</td>
<td>0.34</td>
</tr>
<tr>
<td>Peterson c Fragmentation</td>
<td>$\epsilon_c$</td>
<td>0.06</td>
</tr>
<tr>
<td>Peterson b Fragmentation</td>
<td>$\epsilon_b$</td>
<td>0.006</td>
</tr>
</tbody>
</table>

Within the JETSET MC one has two options for the perturbative generation of partons: matrix element (ME) or parton shower (PS). In the ME option gluon radiation occurs according to the $\mathcal{O}(\alpha_s^3)$ matrix element describing the underlying process. This means that at most there will be four partons in the final state. By KLN (section 2.2.1) we know that such a process is finite, if all appropriate diagrams are considered, but in order to avoid the difficulties of numerical cancellation of opposite-signed huge numbers, one introduces a cutoff $Q_0$ that prevents the generation of “too” soft or “too” collinear partons. Alternatively, one may use the PS approach, which is the one used in the official SLD MC and in this analysis, in which partons are split off the outgoing quarks and antiquarks according to the splitting functions in equations 2.15, and the splitting continues on down until the final partons each have an invariant mass greater than or equal to $Q_0$. This is done in order that we are left with a finite number of partons. The PS method, arguably the more physical of the two, is known to do a better job with the 4-jet rate [75]. The PS method is the only one used in the HERWIG MC. The rest of the parameters in table 3.4 are $\Lambda_{QCD}$ – the usual QCD scale\(^9\); $\sigma_q$ – the parameter for the gaussian selection of hadron $p_T$; $a$ and $b$ – the Lund fragmentation function parameters used for light flavors; and finally $\epsilon_b$ and $\epsilon_c$ – the Peterson fragmentation function parameters used for the $b$ and $c$. There, of course, are many other parameters which control the operation of the JETSET MC. One other one which we mention here because of its relevance to the calculation of

\(^9\) which has meaning in a particular regularization scheme, consistent with the one chosen (MS) in which to do the 4-parton ME calculation.
the systematic error in the final chapter of this thesis is the one that controls s quark production, PARJ(3), whose default value is 0.28.

**Hadronization**

Here we discuss the second half of equation 3.3.

In the Lund MC the mechanism of hadronization proceeds as described earlier in section 2.5.1, where it (the description) arose naturally as an extension of the Lund parametrization of the fragmentation function. There we discussed how partons were produced and subsequent \( q\bar{q} \) production allowed for the formation of mesons (and baryons upon consideration of \( qq\bar{q} \) production). One can imagine that instead of starting with just one \( q \) and one \( \bar{q} \), one starts with the collection of \( q, \bar{q} \)s and \( g \)s that one is left with after application of one of the parton-generation procedures described above. The hadron's \( p_T \) is generated as described there as well. If this is done, we have Lund hadronization.

**HERWIG** hadronization is an interesting story. As mentioned above, we generate multiple partons via the PS procedure, but in so doing color indices are assigned, and further, the Next-to-Leading-Log approximation for soft or collinear gluon emission is used — to be compared to merely the LLA in JETSET. This is accomplished by enforcing Strict Angular Ordering, described in section 2.4.1. Any final state gluons are split into a \( q\bar{q} \) pairs. Color indices are connected by lines and any given line can be followed from quark to antiquark or quark to diquark to form a color singlet “cluster”. These clusters have a mass distribution that peaks at a low value and is asymptotically independent of the hard subprocess scale \[81\]. This is exactly the property we know LPHD predicts, and it permits the factorization of the hard, perturbative processes from the hadronization process. If such a cluster is too light to decay into two hadrons, it is taken to be the lightest hadron of its flavor by exchanging the appropriate amount of momentum with a nearby cluster. Other clusters decay into hadron pairs. Quark and diquark flavors are chosen at random (not according to their mass!), and the subsequently formed hadron is chosen at random from a table of hadrons of those flavors and of all physical angular momentum values. See figure 3.25 for the color structure of a \( p\bar{p} \) event. **HERWIG** is not used in this analysis because the B decay is not tuned in the SLD implementation. The \( x \) spectrum peaks at the unacceptably low value of \( \approx 0.5 \).

**An Example: MC B Decay**
In particular, the correct description of B decay needs to be incorporated into the simulation. Figures 3.26 and 3.27 provide compelling evidence that the various B decay modes (measured largely at CLEO) are well-modeled by the tuned B decay in the Monte Carlo.

3.3.6.2 Detector Simulation

We need to demonstrate that the detector, as well as the physics, is well-modeled by the MC. The upper left plot in Figure 3.28, interestingly, shows an infamous SLD MC/data disagreement: a 3% difference in the mean number of tracks found in MC and data events. As of this writing, there remains no definitive answer to this problem. For the purposes of this analysis the tracks are used to find (hopefully “Real”) vertices\textsuperscript{10} and to reconstruct the B tracks and charged energy. These quantities are in good agreement, and so the 3% disagreement is harmless here.

Turning to the LAC, figures 3.29 and 3.30 show agreement between MC and data for various event quantities. Most of the (slight) disagreements are due to the endcap

\textsuperscript{10} “Real” vertices to be defined in section 4.1.3
Figure 3.26: Shown [82] is the SLD $e^-$ spectrum (stars and filled-in circles – not to be differentiated) compared to the SLD-tuned, CLEO B-decay MC model. The data and MC consist of two contributions: $e^-$s from semi-leptonic B and D decay (the high momentum peak, which is based on an Isgur-Wise HQET calculation) and all other $e^-$s (the low momentum peak). The agreement is impressive.

simulation, where the MC response is better than the data response. This analysis avoids this problem by requiring $\cos \theta_{\text{thrust}} < 0.71$. We take confidence from the energy plots in particular that we understand the calorimeter, and our corrections back to the neutral B energy in chapter 4 will be reasonable (if the B decay model is reasonable, which figures 3.27 and 3.26 show it to be). Figure 3.31 shows various cluster quantities compared between MC and data. The energy in each cluster as a function of its position in the LAC agrees well. It’s also clear the EM and HAD sections of each cluster are well-described.

Of particular concern is a quantity we will call $G_c$,

$$G_c = \frac{E_{EM_1}E_{EM_2}}{(E_{EM_1} + E_{EM_2})^2}$$  (3.4)
Figure 3.27: Shown [82] are the SLD D spectra from B decay (points) compared to the SLD-tuned, CLEO B-decay MC model (histogram). The variable histogrammed here is the scaled D energy, $E_D/E_{beam}$. The relative normalizations indicate the relative production fractions of the different D types.

which characterizes the shower energy deposition into layers 1 and 2 of the electromagnetic part of the LAC. It is shown in Figure 3.32. In the cluster selection for this analysis only clusters for which $G_c > .15$ will be considered when formulating the energy flow, due to poor MC-Data agreement for $G_c < .15$. It is also true that $e^-/\pi^-$ distinction is performed largely with the aid of $G_c$, and so it must be accurately modeled in the MC.
Figure 3.28: MC/data: Track multiplicity [83]. There is a 3% difference between data and MC in the mean in the upper left plot. "Linked tracks" means number of tracks in the CDC that are linked to tracks in VXD2. MC is the histogram; data are the points.
Figure 3.29: MC/data: Calorimeter event quantities I. Shown are $E_{\text{event}}$, $|\cos \theta_{\text{thrust}}|$, $h_1E + h_2E_2 + h_3E_3$ (the sum of the 3 highest scaled cluster energies in each event), $n_{\text{clus}}$, $E_{\text{clus}}$ (energy sum in “good” clusters in an event), Energy Imbalance (the scaled missing momentum vector for both $R$ and $Z$ components) and the event energy in the EM and HAD sections. MC is the histogram; data are the points. All plots normalized to 1 entry.
Figure 3.30: MC/data: Calorimeter event quantities II. Shown are the event Forward-Backward energy asymmetry, EM energy fraction vs. \( \cos \theta_{\text{thrust}} \) (note the peak where the hadron calorimeter is largely absent), \( E_{\text{event}} \) vs. \( \cos \theta_{\text{thrust}} \), and the number of jets in the event for the Durham algorithm and \( y_c \) as labeled. All plots normalized to 1 entry, except \( (E_{\text{EM}}/E_{\text{Event}}) \) vs. \( \cos \theta_{\text{thrust}} \) and \( E_{\text{event}} \) vs. \( \cos \theta_{\text{thrust}} \).
Figure 3.31: MC/data: Calorimeter clusters. Shown are $E_{\text{clus}}$, $E_{\text{clus}_E}$, $E_{\text{clus}_H}$, $E_{\text{clus}} \cdot |\cos \theta_{\text{clus}}|$, and $E_{\text{clus}}$ vs. $E_{\text{clus}} \cdot |\cos \theta_{\text{clus}}|$. MC is the histogram; data are the points. Top four plots normalized to 1 entry.

Figure 3.32: MC/data: Kal cluster quantity $G_c$. 
Chapter 4

EVENT SELECTION, RECONSTRUCTION, AND THE LAC ENERGY SCALE

4.1 Trigger, On-line Filter and Event Selection

In this section we will examine the means by which we select events appropriate to the analysis. This is done in three steps, with a preliminary tag designed to find events in which $e^+e^- \rightarrow Z^0 \rightarrow f^+f^-$, where $f^\pm$ are fermions and antifermions — i.e. the generic category of events for which the SLD was built.

The agent which is responsible for finding this broad class of events is the trigger. There is more than one trigger intended to find such events, and there are triggers which are intended to find other events than this. Aside from these latter triggers it is true that beam-crossings in which the process $e^+e^- \rightarrow Z^0 \rightarrow f^+f^-$ is determined not to have occurred are not even written to tape and no one at SLD cares about them for purposes of doing physics — though one can imagine one other physics process of note that might be studied: $e^+e^- \rightarrow Z^0 \rightarrow e^+e^- \text{hadrons}$. In order not to process lots of background that remains after this trigger has been fired, a filter (called the PASS1 filter) is applied, and it will be next to be discussed.

The second step in the event selection is to find events in which the $Z^0$ decays hadronically, namely $Z^0 \rightarrow q\bar{q}$.

Third, we want to select our particular topology, $B \rightarrow l\nu D$ as pictured in the “Feynman diagram” of figure 4.1, from this remaining collection of events.

A few words on assorted necessary topics to cover when doing an analysis with SLD follow. There will be an emphasis on understanding the LAC throughout.

4.1.1 The Trigger(s)

With each beam crossing, the hardware in the subsystems of the SLD report their signals. In the CDC waveforms are read out by collecting the ADC signals corresponding to liberated charge as a function of time. In the LAC the ADC counts
Figure 4.1: The topology under study, showing the various stages of the process. The $D \to \pi \pi$ is symbolic of any 2-prong seed vertex. Extra tracks may be added to the vertex in the way described in the text. The $\pi$ may in fact be a $K$; for the energies of the tracks which form a vertex ($\gtrsim 1.5$ GeV) the error made by assuming $m_{\pi^\pm}$ is negligible.

corresponding to total deposited charge in each of the towers are read out. Certain combinations of particular signals are formed each beam crossing into triggers.

Different triggers are designed to find different categories of events. For example, in order to measure the SLC luminosity one wants to find so-called "t-channel" $e^+e^- \to e^+e^-$ events. (The motivation for this was discussed in section 3.3.2.) To do this, the LUM is employed. There exists a trigger which is evaluated every beam crossing and is satisfied (and thus the event is written to tape) if there exists a hit in a bin in $\theta - \phi$ in the North LUM detector simultaneously with one in the South LUM detector in the $180^\circ$-opposite $\theta - \phi$ bin. It is possible that an event causes more than one such trigger to fire, so each triggered event comes with an event record in which
the bits of a particular word are set that correspond to all the fired triggers for that event.

In our case we want events that have either the Hadronic\(^1\) event bit set or the Track bit or the Energy bit set. These are the names of the three triggers that are designed to catch hadronic events. We will focus on the Hadronic trigger, and mention only briefly the following information about the Track and Energy triggers, which are also intended to find hadronic events. The Track trigger requires merely two well-separated CDC tracks, and the Energy trigger requires at least 4 GeV in the LAC and one track in the CDC.

The Hadronic trigger is satisfied in the following way. The barrel and endcap LAC towers each contribute to one or both of the following sums after each ADC tower hit value is converted to GeV, using the number in the third column in table 4.1\(^2\).

We define

\[ E_{HI} = \sum_{\text{all towers}} E_{\text{tower}} \quad \text{if} \quad E_{\text{tower}} > E_{HI}^{\text{min}}, \]

where \( E_{HI}^{\text{min}} \) is chosen to be significantly above the energy of a typical muon's mip energy deposition. The sum over "all towers" excludes those in the "ring of fire" – the two \( \theta \) bins (for all \( \phi \)) closest to the beam pipe on each endcap module. We require that \( E_{HI} > 8 \text{ GeV} \) in order for the Hadronic trigger to be satisfied.

The purpose of choosing this one \( E_{HI} \) requirement and for requiring\(^3\) that \( E_{LO} \leq 140 \text{ GeV} \), where

\[ E_{LO} = \sum_{\text{all towers}} E_{\text{tower}} \quad \text{if} \quad E_{\text{tower}} > E_{LO}^{\text{min}}, \]

is to avoid writing events to tape which contain nothing but the SLD's biggest background source: SLC muons that go flying through the SLD largely parallel to the beam line, caused when the tail of the \( e^- \) or \( e^+ \) bunch hits an upstream collimator. \( E_{LO}^{\text{min}} \) is chosen to be right at the mip threshold. \( E_{HI}^{\text{min}} \) and \( E_{LO}^{\text{min}} \) for the EM and HAD sections of the LAC are listed in table 4.1.

\(^{1}\) Notice the capitalization of the word "Hadronic," as this is the name of one particular trigger that we will discuss here.

\(^{2}\) This ADC \( \rightarrow \) GeV conversion involves a sampling fraction correction, where the sampling fraction is given by \( \frac{dE}{dx \Delta x + dE/dx_{\text{pass}}} \) and is different for each layer in the LAC, and a choice of energy scale in the LAC, which we take for simplicity to be the minimum ionizing particle mip scale.

\(^{3}\) applied in the PASS1 filter, to be discussed next.
Table 4.1: $E_{HI}^{\text{min}}$ and $E_{LO}^{\text{min}}$ and mips-scale

<table>
<thead>
<tr>
<th>Tower type</th>
<th>$E_{LO}^{\text{min}}$(ADC)</th>
<th>$E_{HI}^{\text{min}}$(ADC)</th>
<th>mips-scale (ADC/ MeV)</th>
</tr>
</thead>
<tbody>
<tr>
<td>EM</td>
<td>8</td>
<td>60</td>
<td>2.8</td>
</tr>
<tr>
<td>HAD</td>
<td>12</td>
<td>120</td>
<td>7.5</td>
</tr>
</tbody>
</table>

$E_{LO}$ is given to the SLC operators as a real-time noise signal and will be used later in further event processing decisions. The number of EM towers that contribute to $E_{HI}$, $N_{EMHI}$ is also recorded for use in the next stage.

4.1.2 The Filter

The $E_{LO}$ requirement is utilized in the next stage, the application of the PASS1 filter. It requires that $E_{LO}$ must be less than 140 GeV. Again, like the $E_{HI}$ requirement designed to prevent triggering on events where there are not enough robust, hadronic energy towers lit-up, the $E_{LO}$ requirement is made to ensure that there are not lots of low energy towers lit-up -- the complementary indication of the passage of an SLC muon. The other PASS1 requirements are that $N_{EMHI} \geq 10$ towers, $E_{HI} > 15$ GeV, and $E_{LO} < \frac{2}{3}E_{HI} + 70$ GeV. After the application of PASS1, we have only roughly 2% of the events left that satisfied the trigger. These 2% now go on to be “reconstructed” (see section 4.2). An invaluable amount of tape and later, processing time, is saved by eliminating these background-dominated events. The $E_{HI} - E_{LO}$ plot for the 1993 data is seen in figure 4.2. MC studies show that the central oval is full of hadronic $Z^0$'s and some $Z^0 \rightarrow \tau^+\tau^-$ events, while the stripe along the line of slope 1 is mainly $Z^0 \rightarrow e^+e^-$ events, and the band along the bottom are background muon and $Z^0 \rightarrow \tau^+\tau^-$ events.

All events which now remain go to be Reconstructed. Reconstruction is the name for the process that takes all the raw data and converts it into the analyzable data, writing it to the Data Summary Tapes (DST). To achieve this, each subsystem has quite-involved processes that run at this stage. Reconstruction, for example, in the CDC means taking the waveform information and doing the whole business of taking vector hits and feeding them to the pattern recognition machinery, etc. , and finally coming up with tracks whose properties are stored in a bank called PHCHRG. In order to gain a better understanding of what sorts of things need to be done, in a subsequent
section (section 4.2) we will examine in more detail what reconstruction in the LAC entails.

4.1.3 Event Selection

Here we want to winnow our current collection of $Z^0$'s to those events containing semi-leptonically decaying $B$ hadrons.

$Z^0 \rightarrow q\bar{q}$

We begin by further purifying our $Z^0 \rightarrow q\bar{q}$ events. In this analysis, all the reconstructed events out of the PASS1 filter are subject to the following requirements. There must be seven good tracks whose total energy $E = \sqrt{p^2 + m^2}$ is $20$ GeV. A "Good track" is one whose $r$ and $z$ distances of closest approach are less than 5 and 10 cm, respectively, has its component of momentum perpendicular to the...
beam axis, $p_\perp$, greater than 150 MeV, and, finally, is well-contained in the CDC: $|\cos \theta_{\text{track,beam}}| \lesssim 0.8$. For the purposes of this analysis, where we want to use the vertex detector, we want to exclude events whose underlying $q\bar{q}$ pair axis is in a direction that sends the resulting hadrons and decay products into the endcaps of the detector. One approximates the direction of this axis by the thrust axis (see section 2.7), and requires that the cosine of the angle made by the thrust axis and the beam axis, $\cos \theta_t$, satisfy $|\cos \theta_t| \leq 0.71$. These cuts in combination with the trigger and PASS1 cuts are shown [84] to have an efficiency of $\approx 95\%^4$, with an estimated $\approx 0.20\%$ background, dominated by $Z^0 \rightarrow \tau^+\tau^-$ events.

**B hadrons: General Tagging Strategies**

Our next aim is to find B hadrons. The B hadrons are the B mesons – comprised of a $b$ quark and an anti-quark – and the $\Lambda_b$ baryons – comprised of a $b$ quark and two of the $uds$ quarks. They can be charged or neutral and can exist in all allowed angular momentum states. Each type may decay in many possible ways. This analysis is deliberately inclusive, and thus we have not concerned ourselves with all the possible final states. Table 4.2 lists the three broadly categorized s.l. B modes. We assume $\Lambda_b$ and $B_s$ decay may be treated in the same manner as the other B hadrons, and we will study errors caused by variations from its expected production and decays in section 5.4.1. There are way too many D decays to list them all, so we merely note here that the $D^{**}$ and $D^*$ particles decay to D particles by emission, often, of $\pi^0$s and $\gamma$s. This will result in a fluctuation of the total neutral energy attributable to the B. The uncertainty on the resulting degradation of the B energy resolution is taken into account by varying both $D^{(*)}$ production ratios and the fit on the reconstructed neutral energy, as explained in section 5.4.1.

The feature to be exploited in most searches for B hadrons is the long lifetime of $\tau^0 \rightarrow q\bar{q}$ events that are contained in the CDC are found

<table>
<thead>
<tr>
<th>Decay</th>
<th>B.R.</th>
</tr>
</thead>
<tbody>
<tr>
<td>$B \rightarrow D l \nu_l$</td>
<td>2.5%</td>
</tr>
<tr>
<td>$B \rightarrow D^* l \nu_l$</td>
<td>5.9</td>
</tr>
<tr>
<td>$B \rightarrow D^{**} l \nu_l$</td>
<td>2.5</td>
</tr>
</tbody>
</table>

---

*meaning 95% of the $Z^0 \rightarrow q\bar{q}$ events that are contained in the CDC are found*
these particles. The mass of any B is at least as large as the (constituent) mass of the b quark, taken here to be $\approx 5$ GeV. When a b leaves the $e^+e^-$ IP and becomes a B hadron, its boost and lifetime are such that B decay lengths are typically about 3 mm. VXD2’s ability to measure the impact parameter (with respect to the IP$^5$) of tracks with a resolution of better than 150 $\mu$m, combined with the small and stable SLD beam spot size, makes for a high efficiency of secondary vertex finding. Thus, in order to tag B hadrons one may look for 2- or higher-prong vertices that are displaced by about 3 mm.

In fact, it turns out to be enough $^{[86]}$ to simply require that there are $N$ tracks whose two- or three-dimensional impact parameters, normalized by their respective errors, $\frac{E}{\sigma}$ are greater than $d$, where typical values for $N$ and $d$ are 3 and 3.5, respectively. One can define such a tag for the whole event or for the individual hemispheres. Hemispheres in this thesis are defined by the event thrust axis, from KAL information. Using CDC tracks to define the thrust axis will be biasing due to the limited acceptance of the CDC. The expected $\propto (1 + \cos^2 \theta)$ behavior of the thrust angle will not follow from the CDC-derived thrust. Increasing $N$ and $d$ increases the B tag’s purity, $\Pi$, while lowering the tag’s efficiency, $\varepsilon$. Generally, one sees a family of $\Pi - \varepsilon$ curves plotted, with one curve for each value of $N = 2, 3, \ldots, 6$, with $d$ running, along each curve, from 2.0 to 5.0 in increments of 0.5. This is a significant impact parameter tag. See figure 4.5. One sometimes sees significant impact parameter tagging performed in a little bit more sophisticated manner in the method called the Impact Parameter Probability Tag $^{[87, 83]}$. This tag can give a B efficiency and purity of $\varepsilon \gtrsim 0.31$, $\Pi \gtrsim 0.94$ $^{[88]}$.

**Semi-leptonically Decaying B hadrons: Our Cuts**

In order to measure the B energy spectrum we have chosen to work with s.l. B hadrons for the reason that we are able to get a handle, in this topology, on which particles in the event are the B daughters. In a hadronic B decay one has $\approx$ twice as many hadrons from the B, and the selection of B daughters is more difficult $^{[6]}$. Here we are working with s.l. B hadrons and will want to isolate the Weak B decay, 

---

$^5$ At the SLD the IP in a given event is determined by finding the location of the best fit to the origin of tracks in hadronic events. This is done in batches of $\approx 30 Z^0$s. Thus the IP in a particular event is the same over those 30 events.
Table 4.3: Criteria for tracks to be vertexed.

<table>
<thead>
<tr>
<th>Comment</th>
<th>variable</th>
<th>cut.</th>
</tr>
</thead>
<tbody>
<tr>
<td>$p_\perp$ w.r.t. beam</td>
<td>$p_T$</td>
<td>$&gt; 0.150$ GeV</td>
</tr>
<tr>
<td>Track $\vec{p}$</td>
<td>$\vec{p}$</td>
<td>$0.150 &lt; \vec{p} &lt; 55.0$ GeV</td>
</tr>
<tr>
<td>$r$ Imp. Param.</td>
<td>$R_{imp}$</td>
<td>$&lt; 1.0$ cm</td>
</tr>
<tr>
<td>$z$ Imp. Param.</td>
<td>$z_{imp}$</td>
<td>$&lt; 1.0$ cm</td>
</tr>
<tr>
<td>Norm’d. 3D Imp. Param.</td>
<td>$B_{NORM}$</td>
<td>$&gt; 1.0$</td>
</tr>
<tr>
<td>Direction w.r.t. beam</td>
<td>$</td>
<td>\cos\theta_{track,beam}</td>
</tr>
<tr>
<td># of CDC hits</td>
<td>$N_{HITS}$</td>
<td>$\geq 40$</td>
</tr>
<tr>
<td>CDC drift time $\chi^2/dof$</td>
<td>$\chi^2_R$</td>
<td>$&lt; 5$</td>
</tr>
<tr>
<td>CDC fit $\chi^2/dof$</td>
<td>$\chi^2_{LINK}$</td>
<td>$&lt; 10$</td>
</tr>
</tbody>
</table>

$b \rightarrow \nu l c$, from the $D^6$ decay. For us, this means it is necessary to find a 2-prong vertex, form the resultant momentum, and attach this to the already-found lepton. We need first to impose track cuts for all the candidate tracks from which we wish to find a two-prong vertex. See table 4.3.

The second step in the vertex finding is to put all candidate track pairs into the vertex finding algorithm, and then require the properties of that vertex in table 4.4. As usual we assume all particles have the mass of a $\pi$.

Figure 4.3 shows the histograms of a few of these quantities for “Real” and “Fake” vertices in the MC and where the above cuts sit on them. “Real” means the two candidate tracks really do come from a $D$ – perhaps via a $D^{(*)}$ and/or a wide resonance like a $\rho$ or $K^{*}$ – while “Fake” means one or both of the two tracks are not from the $D$. The MC tells us that 90% of the vertices are in fact “Real.” Since we are using all possible $B$ hadrons, such things as $\Lambda_b \rightarrow \Lambda_c l \bar{\nu}_l$ and $B^0 \rightarrow D_s^0 l \bar{\nu}_l$ are “Real.”

Figure 4.4 shows four of the MC vertex quality variables, described in table 4.4, histogrammed and normalized to the total number of entries in the plot, and overlayed with the same variable from the data. At the bottom of the plot is the histogram of the number of prongs in the vertices for MC and data. It is possible to produce three-prong vertices by finding two separate two-prong vertices which share a common

---

6 By which we mean, generically, the hadron formed by the $c$ and the spectator light quark(s) of the $B$. See figure 4.1.
Table 4.4: Criteria for D vertices to be kept: vertex quality variables.

<table>
<thead>
<tr>
<th>Comment</th>
<th>variable</th>
<th>cut</th>
</tr>
</thead>
<tbody>
<tr>
<td>Vertex $\chi^2$</td>
<td>$\chi^2$</td>
<td>$&lt; 5$</td>
</tr>
<tr>
<td>Vertex mass</td>
<td>$m_D$</td>
<td>$0.3 &lt; m_D &lt; 1.9$ GeV</td>
</tr>
<tr>
<td>B mass</td>
<td>$m_B$</td>
<td>$0 &lt; m_B &lt; 4.5$ GeV</td>
</tr>
<tr>
<td>D-IP Dist. · jet</td>
<td>$\vec{r}_{D-IP} \cdot \vec{j}$</td>
<td>$&gt; 0.05$ cm</td>
</tr>
<tr>
<td>Norm’d. by its error</td>
<td>$\vec{r}_{D-IP} \cdot \frac{\vec{j}}{\delta}$</td>
<td>$&gt; 1.0$</td>
</tr>
<tr>
<td>D vtx-l doca</td>
<td>$d_{(D,l)_{doea}}$</td>
<td>$&lt; 0.012$ cm</td>
</tr>
<tr>
<td>$\pi\pi$ doca</td>
<td>$d_{(\pi,\pi)_{doea}}$</td>
<td>$&lt; 0.012$ cm</td>
</tr>
<tr>
<td>D-B sep. · D direc’n.</td>
<td>$\vec{r}_{D-B} \cdot \vec{P}^D$</td>
<td>$&gt; 0.025$ cm</td>
</tr>
<tr>
<td>Norm’d. by its error</td>
<td>$\vec{r}_{D-B} \cdot \frac{\vec{P}^D}{\delta}$</td>
<td>$&gt; 1.0$</td>
</tr>
</tbody>
</table>

track. In this instance the decision is made to place the final vertex at the site of the found-vertex whose smallest normalized impact parameter track is bigger than that in the other vertex. Four- and higher-prong vertices are found similarly. Hemispheres with multiple two-prong vertices have all the vertex tracks considered to be from one effective spot – the site of the vertex as chosen above. However, figure 4.4 shows that four-prong and higher vertices are very seldom found.

Before stampeding into a discussion of the purity and efficiency of the vertexing in combination with the lepton tag it might be worth a few sentences to explain the method of lepton ($l = e, \mu$) identification. Muon identification proceeds by looking for hits in the WIC strips that are consistent with a fully penetrating track in the CDC. Electrons are identified during the reconstruction process (section 4.2) by extrapolating CDC tracks out to the LAC and examining properties of the LAC hits around the extrapolated track. The ratio of the energies in the EM1 layer to the EM2 layer in the LAC must be consistent with an $e^-$ having the momentum of this CDC track. There must be no HAD2 energy and HAD1 must be small, where HAD1(2) is the front(back) layer of the hadronic section of the LAC. Electrons and muons are identified with greater or lesser certainty depending on how well they satisfy the above requirements.

Now we make use of the lepton. It may be demonstrated that simply requiring
that there exists a lepton which has a large value of $|\vec{p}|$ and $p_{\perp}$ with respect to the jet\textsuperscript{7} to which it's associated serves well as a s.l. B tag. Figure 4.6 shows the underlying event flavor (before the effect of vertexing) as a function of $|\vec{p}|$ and $p_{\perp}$ cut values, separately, in events where a lepton (in particular, an electron here) has been found, demonstrating the usefulness of these cuts in tagging B hadrons. Figure 4.7 shows

\textsuperscript{7}See section 2.7 for a definition of jets and a discussion of the choice of jet-finding algorithm and $p_{\perp}$.  

---

Figure 4.3: Shown are the nine variables that characterize the quality of vertices formed by all pairs of candidate tracks. Cuts shown by the arrows are described in the text. The solid lines represent "Fake" vertices, while the dashed lines represent "Real" vertices.
Figure 4.4: Data-MC comparison of four of the vertexing quantities – before cuts – in figure 4.3. At the bottom is the post-cuts number of prongs, NDTRKS.

the s.l. B efficiency-purity graph that results from cutting on the $p_L$ of the lepton with respect to the jet to which it's associated. We require in this analysis that the lepton have $p_L \geq 1.0$ GeV.

4.1.4 Final Event Counts

To summarize, the final cuts made on the hadronic $Z^0$ sample require a $\mu$ or $e$ with at least 1.0 GeV perpendicular to the closest jet, and a vertex found in that same hemisphere for events in which $N_{jet} = 2, 4, 5 \ldots$, and in that same jet for events in which $N_{jet} = 3$. The number of events remaining in the MC (data) after this selection is 1918 (504), from the original $\approx 450,000$ (150,000) $Z^0$s:
The overall hemisphere event efficiency and purity are 1.5% and 84.5%, respectively. From MC the background and signal composition are shown in table 4.5, showing that this means that 84.5% of the time the lepton traces back to the B, in the way desired. In algorithms in which higher purities and efficiencies are quoted, one should take care to note whether the denominators are both with reference to semi-leptonic B hadrons, or just any old B hadrons, and if the purity and efficiency are with respect to all s.l. B hadrons in the hemisphere and not necessarily just those in the acceptance of the detector. Also notice that there may in fact exist s.l. B hadrons in the hemispheres not labeled pure in this analysis due to the fact that the tagged lepton does not trace back to a B (we did not find or mis-ID’ed the lepton). These can be points of discrepancy when comparing tag performances. After requiring the D vertex it is necessary to explore the biasing effect of the tag. Figure 4.8 shows that the vertexing cuts are, in fact, biasing. One can check that stiffening the lepton $p_{\perp}$ cut does not make this matter worse. The bias will be corrected in the overall efficiency correction.
Figure 4.6: Plot [89] of underlying event flavor as a function of a lepton’s $p_\perp$ with respect to the closest jet – for $|p| > 4.0 \text{ GeV}/c$. One sees from this that at large $p_\perp$ the leptons are mainly “direct,” i.e. $b \rightarrow c\nu$.

4.1.5 Unused, Alternative Tags

We explore in this section the efficacy of other B and s.l. B tags which have been used in similar analyses. This analysis in the end will not use the tags mentioned in this section.

**Impact Parameter Tags and Mixed Tags**

One begins by examining the ability of the significant impact parameter tag to find s.l. B hadrons in a particular hemisphere. It is worthwhile (for reasons of bias reduction) to examine the hemispheres in every event only if there exists a lepton
in the opposite hemisphere. We will want to use the lepton later, and this requirement comes only at a cost in efficiency, with no effect on the purity (in principle). Figure 4.9 will illustrate the reasons for which all the tags in this subsection are not used. The bottom "family" of two $\Pi - \varepsilon$ curves is similar to the families of curves described above in the discussion of significant impact parameter tagging, but for a sample of s.l. B hadrons. Compared to figure 4.5 one sees that the purities are unacceptable. It should be stated clearly here that the purity in figure 4.7 means fraction of all the events found in the tag of B hadrons that decayed semi-leptonically. In figure 4.5 only the numerator is different. The numerator in figure 4.5 is with respect to all B hadrons. We see that the low purity of the tag shown in figure 4.9
Table 4.5: Leptons in tagged events ($P_T > 1.0$ GeV) with 2+ prong Vertexing.

<table>
<thead>
<tr>
<th>$l$ origin</th>
<th>% of events</th>
<th>Evt. flavor</th>
<th>% Bgd.</th>
</tr>
</thead>
<tbody>
<tr>
<td>$b \rightarrow \bar{v}l_{c}$</td>
<td>84.5</td>
<td>$uds$</td>
<td>9.7</td>
</tr>
<tr>
<td>$c \rightarrow \bar{v}l_{X}$</td>
<td>0.8</td>
<td>$c\bar{c}$</td>
<td>9.7</td>
</tr>
<tr>
<td>$b \rightarrow \bar{v}l_{c} \rightarrow \bar{v}l_{X}$</td>
<td>4.5</td>
<td>$b\bar{b}$</td>
<td>80.6</td>
</tr>
<tr>
<td>Other $ls$</td>
<td>2.0</td>
<td>$uds$</td>
<td>9.7</td>
</tr>
<tr>
<td></td>
<td></td>
<td>$c\bar{c}$</td>
<td>9.7</td>
</tr>
<tr>
<td></td>
<td></td>
<td>$b\bar{b}$</td>
<td>80.6</td>
</tr>
<tr>
<td>misID $ls$</td>
<td>8.1</td>
<td>$uds$</td>
<td>16.4</td>
</tr>
<tr>
<td></td>
<td></td>
<td>$c\bar{c}$</td>
<td>14.5</td>
</tr>
<tr>
<td></td>
<td></td>
<td>$b\bar{b}$</td>
<td>69.</td>
</tr>
</tbody>
</table>

to find s.l. B hadrons is consistent with the branching ratio of B hadrons to decay semi-leptonically, which is $\approx 11\%$. In other words, the significant impact parameter tag leaves us with a relatively pure B sample, but only $\approx 11\%$ of those are what we really want here.

Two other tags were explored but not used. In the first, the goal is to apply the $\frac{\sigma}{\delta_{\sigma}} > d$ tag in the hemisphere opposite to the hemisphere in which a lepton has been identified, and slowly turn up the required value of the lepton's $p_\perp$. We call this the mixed tag. Figure 4.9 shows the results of this mixed-tag effort. One gets a better purity for a given efficiency by merely requiring larger and larger values of $p_\perp$, as compared to stiffening the $\frac{\sigma}{\delta_{\sigma}} > d$ requirement. Hence, the mixed tag is abandoned.

Another s.l. B tag that is commonly used is one which makes an “elliptical cut” using a lepton, i.e.

$$ (p/18.0)^2 + (p_\perp/1.1)^2 > 1.0. \tag{4.1} $$

From figure 4.9 this tag has a lower purity for a given efficiency. We do not use it here.

**Alternative Vertexing**

Certainly, the 2-prong vertexing scheme used here is not the only one in existence. There are other ideas, which we explore here, but do not use in the end. The most note-worthy alternative vertexing scheme at SLD is Dave Jackson’s topological vertexing algorithm [90], known as ZVTOP, which defines vertices as regions in space
Figure 4.8: This is the normalized, binned MC $E_B$ before vertex cuts divided by the same quantity bin-by-bin post-vertex cuts. There is no minimum lepton $p_L$ cut. (The ratty statistics here are due to the fact that this plot comes from an analysis of only about $\frac{1}{5}$ of the MC. The trend remains when the plot includes all the MC.) This shows the vertexing by itself selects preferentially high energy B hadrons. This will be accounted for with an acceptance correction.

where track probability "tubes," whose radii are related to the transverse errors on the track measurement, have significant overlap. In this way one can seek out displaced vertices and tag B hadrons in some applications with 25% efficiency and upwards of 95% purity.

This analysis sought to implement ZVTOP in a not-necessarily-optimized fashion, wherein all good tracks identified by the requirements in table 4.3, not including the lepton (as before), were input to the algorithm. Secondary vertices were found and two track candidates only – even though ZVTOP often finds higher-prong vertex candidates – were analyzed. This was done for the reason of categorizing "Fakes" and "Reals," in the same way as was done above for the 2+prong vertexing technique. Higher-prong vertices are kept, however, if they pass the criteria laid down for the 2–prong vertices, as before.

Cuts were placed on only four of the vertex quality variables listed in table 4.4, but were chosen so as to give an 88% "Real" vertex rate, which is to be compared to 90%, the "Real" rate from the 2+prong technique. The number of MC events that survive the cuts in this technique is $\approx 1580$ compared to about 30% more than
Figure 4.9: Shown are alternative tags to the lepton $p_{\perp}$ tag compared to the lepton $p_{\perp}$ tag. The bottom two curves use the significant impact parameter tag. The points unconnected by any lines are the mixed-tags, for a given lepton $p_{\perp}$, as described in the text. The upper three curves use cuts on the lepton momentum and transverse momentum with respect to the jet to which we associate it, and a combination (the “elliptical cut”). All of these efforts are seen to produce lower purities for a given efficiency in comparison to the lepton $p_{\perp}$ tag. They are thus abandoned and we stick with the lepton $p_{\perp}$ cut in this analysis indicated here by the point marked “Tag.” In all cases the tag severity increases from lower right to upper left.

this in the 2+prong method. In an effort to get the efficiency up, the strategy was broadened to include the lepton in the vertexing if excluding it failed to produce a vertex. This had the effect of producing 180 more events.

One may make a $e-p$ curve similar to that for the 2+prong tag and demonstrate the lower purity at a given efficiency for the topological vertexing approach. That figure is not shown here. This approach, with or without using the lepton in the
Figure 4.10: A typical 2-jet event, showing tracks and clusters and all detector sub-systems. Cluster sizes are in logarithmic proportion to the energy in them.

vertexing, was abandoned and not applied to the data.

4.1.6 Event Pictures

After the lepton and vertex cuts the event selection is complete. An ordinary “2-jet” Z⁰ data event picture is shown in figure 4.10. A rather typical s.l. B data event from the final sample, which passes all lepton and vertex cuts, is shown (on the last page of this chapter) in figure 4.21.

4.2 Reconstruction – Specifically, in the LAC

As mentioned already, all events which make it through the PASS1 filter are reconstructed. It is the output of this process from which the physics-analyzable data comes. This is also true of events simulated in the SLD Monte Carlo farm. There, after the particles are generated, decayed and swum through the detector one is left
with a “lit-up” detector, on which trigger decisions are made – just as one has in the data. By now, at the reconstruction stage, the MC is as close as it is ever going to get to representing the data, because, additionally, the Random trigger readouts – largely, background SLC muons – from real data have been overlayed on the MC-generated events. The reconstruction process treats data and MC identically.

In the LAC at the raw data or “pre-Recon” stage, one has a catalogue of tower ADC values that have signals above noise thresholds. Those hit towers determined to be “hot” or “dead” are not listed. Additionally here, one has the very early stage of clusters, made by collapsing these hits radially upon each other, layer by layer. All hits that are contiguous in this effective one-layer LAC form one cluster.

It is instructive to list the things that happen here that take the crude clusters and make them into usable ones. For this analysis, it is also worth understanding the procedure that is followed to get tracks in the CDC associated to clusters in the LAC – a procedure that completes one particle’s journey through the SLD.

**Clustering**

Initially, in the data, there are hits – towers in which charge is collected and ADC counts are recorded. Initially in the MC there are not hits, only particles, from which hits must be made. At SLD, MC electromagnetic particles generate their first secondaries as they begin to shower electromagnetically, and the process is quickly halted and the secondaries are “stacked” with the primary to form a net 4-vector. This 4-vector is fed to the fast-shower parametrizer, based on the GFLASH shower parameterization [91] developed by the H1 collaboration, which generates shower radial and longitudinal shapes. MC hit towers are made when the energy density given by the shower shape is integrated over the detector volume which the parametrized shower now spans. Hadronic particles in the MC shower similarly, but they are not stacked first, in contrast to electromagnetic shower-making particles. This treatment of hadronic and electromagnetic showers in the SLD MC is referred to as the Hybrid showering scheme.

In the clustering process, the first thing that is done is to convert ADC counts in hit towers that are over the noise threshold into energy in the \( mip \) scale. (See section 4.3.2 for a discussion of scales.) These crude clusters are separated by the part of the KAL system they are in: LUM, Endcap LAC and Barrel LAC. And then it quickly gets ugly. The quite-complicated UCLUS [92] algorithm is used to
define clusters around cluster “cores” in such a way that, e.g. it is possible to share hits among clusters. Hits which are topologically connected to each core are either shared between the two clusters or thrown into one or the other cluster, or the clusters are merged into one cluster, according to the energy “dip” between the two cores. See reference [92] for details. Next, all the tiny clusters (≤ 300 MeV) that have hits adjacent to hits in larger clusters in all layers in which both have hits, are gathered up and merged. Then, the all-important muon cluster-finding routine looks for clusters consistent with being background muon clusters, namely clusters with multiple adjacent towers running parallel to the beam. These clusters are marked, and in fact are not written out in the list of final, refined clusters. And, last, the cluster cleanup is applied, where each cluster satisfying the requirements that it (1) contains at least two hits, (2) has an energy of at least 100 MeV, and (3) has non-zero energy in the EM section is written to the family of banks of final, refined clusters. The energy, location and angular widths of the cluster are recorded, where the widths are RMS energy-weighted widths.

Track-Cluster Association

We care about this topic because, as will become clear in chapter 5, we want to know the B’s neutral energy contribution to its total energy. Obviously because neutral particles don’t leave tracks in the CDC, this can only be done with the calorimeter. The first thing to do then, is to come up with a procedure to measure the correct amount of neutral energy in a hemisphere (or jet), depending on whether the event is a two-jet event (or a three-jet event).

The second thing to do will be to decide how to apportion some of it to the B. That’s the tougher part and will be addressed in chapter 5. What is done is the following. We divide all clusters in a hemisphere (or jet) into the following four categories, with $E_{clus}$ the energy of the cluster in the $mip$ scale and $E_{clusH}$ the energy in the LAC’s Hadronic section:

- Unassociated Hadronic: unassociated and $\frac{E_{clusH}}{E_{clus}} > 0.25$ OR $E_{clusH} > 250$ MeV
- Unassociated Electromagnetic: unassociated and not hadronic, as defined above
- Associated Hadronic: associated and $\frac{E_{clusH}}{E_{clus}} > 0.25$ OR $E_{clusH} > 250$ MeV
- Associated Electromagnetic: associated and is not hadronic, as defined above

---

8 As will be true everywhere, unless explicitly mentioned, $\nu$s are not considered in neutral energy, as they are invisible to any detector.
"Association" means a cluster has a track pointing to it. Tracks get associated to clusters and vice-versa when clusters sit within $4\sigma$ of a track, where $\sigma$ is defined to be the error on the track pointing (which is negligible, generally) summed in quadrature with the two angular widths of the cluster. The rules for the official SLD track-cluster association, which is employed here, are that one track may point to only one cluster, but one cluster may be associated with multiple tracks. However, figure 4.11 shows that generally a cluster has, at most, one track associated to it. It should be true that all tracks in the CDC are associated to a cluster in the LAC, and figure 4.12 shows this is the case for almost the whole momentum range of tracks. Since the first two bins ($0 - 2$ GeV, see figure 4.14(a)) in fact, contain most of the tracks in the hemisphere, and we see that that’s where the tracks are most poorly associated, this point must be investigated. There can be a few reasons why these tracks don’t get matched to clusters: (1) they range out before hitting the LAC, (2) they make it to the LAC, but don’t shower, or (3) the MC showering is producing clusters for these low momentum particles, but the cluster cleanup (mentioned above in section 4.2) is wiping these clusters out.

The reality (at least in the MC, which is the only place to test any of these hypotheses) is some combination of the first two of these effects. One can show that point (3) above is not a big effect.

Figure 4.13 is identical to figure 4.12, except that it is for particles which shower.
Figure 4.12: MC: Efficiency plot for association of a track to a cluster, binned in track $|\vec{p}|$ (GeV/c), showing the problem of tracks not getting matched to clusters at low $|\vec{p}|$.

This means they reach the LAC and they shower. Notice figure 4.13 shows an improvement in the low momenta bins. Figure 4.14 shows the tracks’ momenta spectra both before and after the requirement that they showered in the LAC. These plots demonstrate that about a little more than half the first bin’s problem in figure 4.12 is explained by tracks that simply don’t make it to the LAC with enough energy to shower (if they make it at all). The MC reveals that the other half of the first bin’s problem is explained by particles which make it to the LAC without enough energy left to shower, even though the MC sent the cluster on to the cluster parametrizer and claimed it showered. Thus categories (1) and (2) above are the explanations for the lack of association at low track momentum. This is reasonable for 1 GeV particles. Figure 4.15 shows an $r - |z|$ plot of the coordinate of the termination point of the particles that don’t shower. We’re left with an “X-ray” of the SLD (compare to figure 3.7).

Unassociated Electromagnetic clusters go immediately into the neutral energy sum with the EM scale. Unassociated Hadronic clusters are discarded for reasons to be discussed in a few sentences. Associated clusters first have their charged energy (formed as if they were $\pi^\pm$s) subtracted from them and – if the remainder is more than $1\sigma$ greater (on the calorimeter’s electromagnetic resolution scale) than what one would
Figure 4.13: MC: Efficiency plot for association of a track to a cluster for tracks that make it to the LAC and shower — again binned in track $|p|$(GeV/c). This shows improvement at low track $|p|$, but clearly is not the full solution to the problem.

get from the usual stochastic fluctuations from an electron/photon or hadron, then that remainder may be considered for inclusion in the neutral energy sum too — with the appropriate scale (see section 4.3.2). The justification for including associated clusters in the neutral energy sum is that often a charged and neutral particle will end up in the same cluster in the LAC, and so we will want to try to include the contribution of the neutral particle to this cluster. Figure 4.16, which is from MC as are all the plots in this track-clustering section, shows the particle content of the four different types of clusters. Immediately, one sees the justification for the omission of the Unassociated Hadronic clusters: $\pi^\pm$s dominate. A further inspection of these $\pi^\pm$s reveals that they are almost always decay products produced by the swimmer that don’t get a good chance to form a track in the CDC. This is also the primary source of the $\pi^\pm$s in the Unassociated Electromagnetic clusters. Similarly, one can investigate the electrons in Unassociated Electromagnetic clusters and see that they come entirely from the swimmer — $\gamma$ conversion: $\gamma \rightarrow e^-e^+$, to be precise.

Since it is true that neutral and charged particles convert into each other (e.g.

---

9 The Data track-clustering performance is quite similar to the MC, and in the places, which are coming in a couple paragraphs, where plots that are MC dependent are shown, I appeal to section 3.3.6.2 for validation that the MC is truly representing what’s going on in the data.
Figure 4.14: MC: $|\vec{p}|$ (GeV/c) of all tracks, before and after the requirement that the particle showers in the LAC. This shows that particles of $|\vec{p}| \lesssim 1$ (GeV/c) rarely make it out to the LAC and shower.

$\gamma \rightarrow e^+e^-$, it is worth asking if (in the MC) sum of the energies of neutral particles which enter the LAC and make clusters is equal to the neutral energy in the event\(^\text{10}\). Figure 4.17 shows the histograms of the MC true neutral energy and of the MC measured neutral energy. The averages shown on the plots and the similarity of the shapes indicate that this method of gathering the neutral energy in an event may be reasonable. Of course, similarity of shapes is not the criteria to be passed for inclusion of a quantity where event-by-event connection with reality is desired. To see, finally, that the decision is reached to omit associated clusters please see section 5.2.

### 4.3 LAC Energy Scale

#### 4.3.1 LAC Energy Response

There are two main issues to consider when converting ADC hits in clusters into energies: energy response and the appropriate scale. It is necessary to understand the second of these two issues in order to assign the appropriate energy to a cluster, and it will be covered in the next subsection. The first issue involves an understanding

\(^\text{10}\) defined here to mean the energy in all neutral, stable particles, $\pi$s, $\gamma$s and $K_s^0$s or strange particle decay from fragmentation.
Figure 4.15: MC: An $r - |z|$ plot of the termination point of all particles that do not leave a shower in the LAC. Compare this effective detector X-ray to figure 3.7.

of the uniformity of response of the calorimeter to incident hadrons.

Upon examination of the plot of $|\cos \theta_{\text{thrust}}|$ in figure 3.29 one sees that in the range of polar angle $|\cos \theta_{\text{thrust}}| < 0.7$ the energy response is fairly uniform, and in the endcap it takes a dive. In itself, this is not necessarily a problem if it is taken into account. One approach [75] to accounting for it which is independent of the MC is to calculate the hadronic cluster multiplication factors in the data (as will be described in the next subsection) that are required so that the cluster sum adds up to $m_{Z^0}$ for many discrete regions of $|\cos \theta_{\text{thrust}}|$.

Alternatively, one may proceed from the tower-level data as in reference [78], selecting “good” two-jet events – making sure to include events whose thrust axes span as much of the polar angle as is covered by the calorimeter – and sum up the towers, each multiplied by a factor determined by minimizing the $\chi^2$ on each factor such that the sum gives an event energy of $m_{Z^0}$ over many events. This procedure has the advantage that the calibration is also done entirely from the data, omitting any MC dependence. The disadvantage is the need to keep the hit-level data, which takes up such a huge amount of space that any reasonably sized data sample must be stored on tape, rather than on disk, and computation time becomes large. This
Figure 4.16: The energy-weighted particle populations of the four types of clusters for hadronic events. A particle label symbolizes both the particle and the anti-particle. The vertical scale in a particular plot represents the amount of energy a particular particle deposited in \( \approx 4500 \) events. See text for meaning of hadronic and electromagnetic here: (a) Unassociated Hadronic, (b) Unassociated Electromagnetic, (c) Associated Hadronic and (d) Associated Electromagnetic clusters.

approach was tried in this analysis, but found to not be better\(^{11}\) than the far-less cumbersome alternative, described below.

The alternative to both the above is to use barrel-averaged cluster multiplication factors, but to first scale the observed data cluster energy in a given polar angle bin to the value that, on average, the MC particle responsible in that bin deposits. One immediately encounters a problem: the MC in the endcap does not agree with the data. (See the plot of \( E_{\text{event}} \) vs. \( \cos \theta_{\text{thrust}} \) in figure 3.30 and the upper few bins of the plot of \( |\cos \theta_{\text{thrust}}| \) in figure 3.30). This is a famous [93, 72, 75] discrepancy – one that

\(^{11}\) mainly because the endcap calorimeter gets very limited use due to our event cut of \( |\cos \theta_{\text{thrust}}| < 0.71 \).
Figure 4.17: MC: (a) The Monte Carlo true $E_{N_{\text{eu}}}$ and (b) the reconstructed $E_{N_{\text{eu}}}$, according to the algorithm described.

has only been “solved” by those who care about it\textsuperscript{12} by pasting material liberally in the endcap of the GEANT \cite{94} detector simulation. Upon \textit{making} the MC look like the data and dividing the MC generator output by the MC GEANT output, one obtains the relative LAC response – the correction factors to be applied to the data before energy scaling in order to get back the “real” particle (pre-scaled) energy \cite{93} (see figure 4.18). Notice that the Correction factor is uniform and equal to $\approx 1$ in the polar angle range we care about for this analysis. The biggest value is in the polar angle region $0.408 \leq |\cos \theta| \leq 0.466$ – the location of the washer separating the central barrel from the end section barrels\textsuperscript{13}.

\subsection*{4.3.2 Setting the Scale}

The response of the LAC to hadronic showers is different than it is to electromagnetic showers, and both are different from the response to minimum ionizing particles. Minimum ionizing particles are the simplest to understand: a particle travels through a tower with a low enough cross section for other processes that it just loses energy by $dE/dx$ according to the value at the minimum of its Bethe-Bloch curve. The

\textsuperscript{12} it has not been fully done in the official SLD MC

\textsuperscript{13} However, this is all a moot point when, soon, we bypass this issue by using only unassociated electromagnetic clusters.
charge collected becomes some number of ADC counts that needs to be multiplied by a constant factor to come up with an energy loss in that tower. This is the \textit{mip} scale.

We've already described electromagnetic showers in section 3.2.3. Their ADC counts need to be scaled by another number, a number which is generally given relative to the \textit{mip} scale, called the $\frac{\mu}{\mu}$ scale.

Hadronic showers begin on average a distance of $\lambda_{\text{int}}$ into the LAC on high-Z material, namely lead. They result from a mixture of reactions, dominated by multiple particle production, including $\pi^0$s which decay to two photons, and thus hadronic showers include an electromagnetic component [95]. For an \textit{uncompensating} calorimeter, as we have at SLD, we expect to have to divide our \textit{mip}-scale energy by a smaller number than 0.67 (or multiply by a bigger number than 1.50) to arrive at $\frac{\mu}{\mu}$. The next two short sections deal with the two ways in which $\frac{\mu}{\mu}$ and $\frac{\mu}{\mu}$ can be measured.

$\frac{\mu}{\mu}$ \textbf{Determination}

One way to extract $\frac{\mu}{\mu}$ is to plot the $\gamma\gamma$ invariant mass for all pairs of $\gamma$s in hadronic
events, as $\pi^0$s are plentiful there\textsuperscript{14}. This is done in figure 4.19. The requirements on the photon-candidate clusters are the following:

- The energy in the electromagnetic section of the calorimeter must constitute at least 93% of the cluster’s energy.
- The number of hits that comprise the cluster must satisfy $4 < N_{\text{hits}} < 200$.
- The sum of the energy in the three most energetic hits in the cluster must comprise at least 80% of the cluster’s energy.
- The cluster must not be associated to a charged track.

It is further required that the two photon clusters being combined must make an angle of less than 60°.

The invariant mass for two massless objects (photons here) takes the particularly simple form

$$p^2 = m_{\gamma\gamma}^2 = 2\left(E_{\text{cl}1}/\mu\right)\left(E_{\text{cl}2}/\mu\right)(1 - \hat{p}_{\text{cl}1} \cdot \hat{p}_{\text{cl}2}),$$

where the $\hat{p}$s are unit vectors pointing in the directions of the two photons, as determined by the cluster direction information. It can be seen from figure 4.19 that the value used here, $\mu = 0.67$, puts the peak at $m_{\pi^0}$.

\textbf{Determination of the hadronic scale}

To find the hadronic scale we will simply look at $Z^0 \rightarrow q\bar{q}$ events and force the total energy in these events to be $2E_{\text{beam}} = m_{Z^0}$, ignoring the relatively tiny contributions of non-hadrons in these events that originate from the decay of other hadrons. We will ignore the WIC. Thus,

$$E_{\text{vis}} = \lambda_{EM} E_{EM}^{Tot} + \lambda_{HAD} E_{HAD}^{Tot} = m_{Z^0}.$$

One can form the equation of a line [75] by dividing by, say, $E_{EM}^{Tot}$, plotting in the data the left hand side vs. the right hand side, and fitting for the two parameters $\lambda_{EM}$ and $\lambda_{HAD}$, the y-intercept and slope respectively, of the line – with $E_{EM}^{Tot}$ and $E_{HAD}^{Tot}$ in units of the mip-scale. This is done for 1993 data in figure 4.20 for both barrel and endcap events, defined by $|\cos \theta_{\text{thrust}}| < 0.70$ and $|\cos \theta_{\text{thrust}}| > 0.70$, respectively. The fit values for the barrel, which is all we care about here (see section 4.1.3 to be reminded of the event cuts) are $\lambda_{HAD} = 2.910 \pm 0.019$ and $\lambda_{EM} = 2.608 \pm 0.008$.

\textsuperscript{14} $\tau_{\pi^0 \rightarrow \gamma\gamma} = 8.4 \times 10^{-17}$ sec
Figure 4.19: The invariant mass of pairs of photons, found and combined as explained in the text. This is 1993 data. The scale is in GeV/c², and the mass of the π⁰ is indicated. $\mu = 0.67$ to get the peaks to fall at $m_\pi$. The solid line requires that the energy (mip scale) of each photon, $E_{cl_{1,2}}$, is greater than 100 MeV, the dashed line requires $E_{cl_{1,2}} > 400$ MeV and the dotted line requires $E_{cl_{1,2}} > 700$ MeV.

It is true that depending on how one defines quality clusters, these parameters will change. The 1994 data yield the same values for the $\lambda$s to within the quoted errors.
Figure 4.20: Extraction of $\phi$. BRL(EDC) means the thrust angle is well-contained in the barrel(endcap) LAC. Notice that the last 2(4) points are omitted from the fit. One can check that it is extremely rare ($\approx 2\%$ of good clusters) that the ratio of hadronic energy to electromagnetic energy in a given cluster is as large as 1.5.
Figure 4.21: Three views of a $B \rightarrow D\mu\nu_\mu$ data event: the whole event, the isolated four $B$ decay tracks and two clusters, and the four $B$ tracks zoomed well inside the VXD2, showing the separate $B$ and $D$ vertices. Detector elements shown are the WIC and VXD2 only. The IP is shown in the zoomed-in display. Dashed lines are the (three, in this case) jet axes. The label $\pi^\pm$ means $\pi^\pm$, $K^\pm$, etc. Note also that the tracks are extrapolated back far enough to determine their would-be crossing point with the IP, and are not terminated at the secondary vertex.
Chapter 5

RESULTS

5.1 The Event Sample

From 150,000 $Z^0$'s collected at the SLD, we have extracted a sample of s.l. B hadrons with which to measure the $b$ quark fragmentation function.

The motivation for choosing semi-leptonic events for the measurement is at least two-fold. First, with the lepton, one has one track with which to form the B vertex. The remaining B tracks in the vertex come from the resultant formed by the D vertex tracks, and so in the zero$^{th}$ order approach the assignment of tracks to the B is straightforward. In hadronic events in principle one must reconstruct both vertices in order to find all the tracks that originate from the B. Second, from MC we learn that the average ratio of non-neutrino neutral B Energy to total B energy in s.l. B hadrons is smaller than in hadronically decaying B hadrons (see figure 5.1). This is a consequence of having no $\pi^0$s at the s.l. B decay, as are present in hadronic B decays. And if the B's non-neutrino neutral energy is small, we will make a smaller error in measuring and then attributing some amount of the total hemisphere's non-neutrino neutral energy to the B.

5.2 The Energy Measurement

We will make use of the notation $E_B^{True}$ and $E_B^{Rec}$, to mean the true and reconstructed B energy, respectively, which have meaning in both the MC and data, even though in the data $E_B^{True}$ is not known to us, as it is in the MC. The goal of the study is in fact to measure $E_B^{True}$ in the data. We will try to be clear when we are speaking of MC and when we are speaking of data if the distinction is important.

The B energy is reconstructed using a partially reconstructed vertex and tracks and clusters in the hemisphere/jet.
Figure 5.1: MC: $E_0$ in s.l. B hadrons and all B hadrons. The stars are the all-B sample, and the histogram is the s.l. B hadrons, showing the relative lack of neutral energy in s.l. B decays. The histograms are normalized to the same area.

5.2.1 $E^B_{\text{Rec}}$

One begins by identifying events as described in section 4.1.3. The goal is to form $E_B = E_l + E_\nu + E_D$. Here, as always, B means any B hadron and D means the charmed hadron left after the s.l. B decay. Since the neutrino is invisible to our detector we will invoke energy conservation, $E_\nu = E_{\text{beam/Jet}} - (E_l + E_D + E_{\text{frag}})$, where $E_{\text{beam/Jet}}$ is the energy the b quark carries away from the IP and $E_{\text{frag}}$ is the total energy in the beam/jet not attributed to the B. For $N_{\text{jets}} = 3$, we use $E_{\text{Jet}}$, and for all other values of $N_{\text{jets}}$ we use $E_{\text{beam}}$. The reason for this is that in the three jet case it is seen [78, 93] that the underlying parton directions are well-reproduced while the energies are not, and we may accurately re-calculate the jet energies by enforcing $\vec{p}$ conservation, where $\vec{p}$ is the total jet 3-momentum and we take $m_{\text{Jet}} = 0$. 
The result is

\[ E_{\text{Jet}_{1,2,3}} = \sqrt{s} \frac{\sin \theta_{23,13,12}}{\sin \theta_{12} + \sin \theta_{13} + \sin \theta_{23}}, \]

where the numbers indicate the particular jet number, and the angles \( \theta_{23,12,13} \) are the angles between the two jet axes indicated. The notation is meant to suggest three equations – one for each jet. For all higher jet numbers conservation of 3-momentum does not constrain the energies, and we use the whole hemisphere, \( E_{\text{beam}} = 45.6 \text{ GeV} \), as the initial \( b \) energy. As usual, we rely on the unfolding matrix, built with the aid of the MC, to make corrections such as the one that may be needed to accommodate the assumption that the incident \( b \) energy is 45.6 GeV and all the daughters of the B remain in the hemisphere we choose in higher-than-four-jet events.

Simply then

\[ E_{B} = E_{\text{beam/\text{Jet}}} - E_{\text{frag}}. \]  

(Eq. 5.1)

Figure 5.2 shows that this simple-minded application of energy conservation does in fact work. \( E_{\text{frag}} \) consists of two parts,

\[ E_{\text{frag}} = E_{\text{neu}} + E_{\text{chg}}. \]

\( E_{\text{chg}} \) is evidently the sum of the energy of all charged tracks in the \( \text{beam/\text{Jet}} \) not assigned as the lepton or daughters of the D. \( E_{\text{neu}} \) is trickier potentially, and we fall back on the discussion beginning on page 94 to decide what to include in it.

**Measurement of \( E_{\text{neu}} \)**

First, it should be acknowledged that cluster finding is not an exact science. We clump hits together in a way that seems to reproduce the energy of the responsible particle, but there are ambiguities inherent in splitting and joining that our algorithm must try to resolve (section 4.2). Sometimes it does not work. One obvious thing that can happen is that one cluster can contain more than one particle. Thus, a decision must be made. One may attempt to end-run around the whole clustering procedure by, for example, going back a step to the hit-level data and including all hits outside of certain-sized windows in the calorimeter, with each window centered around the LAC entry point of the extrapolated track. Such an approach makes sense often in photon (\( \gamma \)) identification applications [78]. Here we want to actually make an energy measurement. Nevertheless, this approach was tried briefly and found
to work to some degree, but not so well that it was worth carrying around the huge amount of data this necessitates. And such a procedure is subject to some of the same problems: one will miss hits near tracks that are really slop from a nearby neutral particle. Thus, the decision was made that some sort of clustering is necessary, and an attempt would be made to extract as much of the neutral energy as possible from the SLD calorimeter clusters.

Therefore we categorize calorimeter clusters into four classes: each is either associated or unassociated to a track, and each is either hadronic in character or electromagnetic. It is conceivable that one may extract the energy deposited by neutral particles from each of the four categories. In the discussion of page 94, however, we noted the pollution of $\pi^\pm$s in unassociated hadronic clusters. This was sufficient to omit this category. Here we take up the reasons for excluding both types of the associated clusters too.

Remembering first the strategy: subtract the track’s energy (using the measured momentum and assuming $m_{\pi^\pm}$) from the associated cluster, and if what remains is greater than that which would be expected given the resolution ($15%/\sqrt{E}$ for electromagnetic clusters, $65%/\sqrt{E}$ for hadronic clusters) of the calorimeter it should be considered as neutral spill-over into an associated cluster and possibly included. A MC study is required. The middle pair of plots in figure 5.3 shows the recon-
Figure 5.3: MC: The three rows are reconstructed vs. true fragmentation energy for, respectively, charged, neutral(without Associated clusters), neutral(with Associated clusters). The plots in the second column are the binned versions of the corresponding scatter plot in the first column. The lesson here is 'don’t use the contribution from the associated clusters.'

In this way all possible neutral, stable particles are considered for inclusion. Inspection of a few event dumps reveals that while sometimes we do catch the desired neutral particles in associated clusters, most of the time we catch far more garbage: i.e. charged particles that were produced by decays in flight and thus did not form tracks, low momentum charged tracks that were not associated to their clusters, etc.
Table 5.1: MC: cluster type and hoped-for energy in them.

<table>
<thead>
<tr>
<th></th>
<th>Unassociated</th>
<th>Associated</th>
</tr>
</thead>
<tbody>
<tr>
<td>EM</td>
<td>$E_{true} = E_\gamma$</td>
<td>$E_{true} = E_\gamma + E_{n,K^0}$</td>
</tr>
<tr>
<td>HAD</td>
<td>$E_{true} = E_{n,K^0}$</td>
<td>$E_{true} = E_{n,K^0}$</td>
</tr>
</tbody>
</table>

The only question that remains is: does the energy in unassociated electromagnetic clusters maintain a correlation with the true, total neutral fragmentation energy, $E_{neu}$, rather than just with $E_\gamma$ in a B event? That is the correlation of interest in the end. The top two plots in figure 5.4 reveal that it does. This is a statement that $\gamma$s (mainly from $\pi^0$s) make up the great majority of all neutral particles and do not usually slop over into the associated clusters. We plot the inverse of this correlation, since after all we have in the data the reconstructed energy, from which we correct to the neutral energy. That is shown at the bottom of figure 5.4 along with the 2nd order polynomial fit to it. That correction is the one used in the data, and the error on the fit is used to calculate the systematic error contributed by the process of neutral energy reconstruction. One might wonder if the tracking acceptance or the previously-referred-to degradation in the endcap calorimeter leads to a dependence in our energy reconstruction on $\cos \theta_{\text{thrust}}$. Figure 5.5 shows the binned scatter plots as a function of this quantity, demonstrating in particular that the fit variation is within the error range already considered in the neutral fragmentation energy correlation. The charged fragmentation energy has little variation as well.

This whole neutral energy assignment, clearly is a somewhat-shady business. We are in fact, relying on the B decay model in the MC to give a correct description of the neutral energy. We would like not to do that, but there is little alternative, given that, unlike the B tracks in the drift chamber, we can not precisely infer from the clusters in the calorimeter where they point – even if we had perfect energy resolution. The claim here is that the error on the correlation correction is sufficiently large to accommodate the uncertainty on the B’s rather meager neutral energy production.

**Measurement of $E_{\text{chg}}$**

The charged fragmentation energy, $E_{\text{chg}}$, is merely the energy of all the tracks not associated to the B vertex, summed with $m = m_{\pi^\pm}$. The top pair of plots in figure 5.3 shows the nice correlation in this quantity.

In the end we hope that our reconstructed $E_B^{\text{rec}}$ is correlated with the true $E_B$. 
Figure 5.4: MC: The top row is reconstructed vs. true total neutral fragmentation energy, defined as in the text. The plot in the second column is the binned version of the scatter plot in the first column, as before. The bottom plot just has the x- and y-axes switched with respect to the top plot, and is fit with a 2nd order polynomial This, finally, is what is used to get the neutral contribution to the fragmentation energy. The systematic error on finding the neutral fragmentation energy comes from varying the parameters of the fit by the errors on them coming from MINUIT [96].

Figure 5.6 is a histogram and a two-gaussian fit of \((E_B^{\text{Rec}} - E_B^{\text{True}})/E_B^{\text{True}}\), (the “residuals”) from which we learn the core of the inner gaussian is \(\approx 10\%\), and \(\approx 96\%\) of the entries come from the inner core\(^1\). This may be compared to typical “boost” algorithms from B-mixing analyses that quote \(\approx 7 - 8\%\) inner cores with only \(\approx 50\%\) of their events in the core\([9]\). Figure 5.7 shows the reconstructed energy distributions for both data and MC. There is no particular reason they should agree.

\(^1\) A two-gaussian fit is a standard measure of the quality of one’s residuals.
Figure 5.5: MC: Event orientation dependence. The left column is true vs. reconstructed, total neutral fragmentation energy, defined as in the text. The right column is the reconstructed vs. true (backwards compared to the neutral energy plots) charged fragmentation energy. The top row is for $|\cos \theta_{\text{thrust}}| < 0.23$, the middle row is $0.23 < |\cos \theta_{\text{thrust}}| < 0.46$, and the bottom row $0.46 < |\cos \theta_{\text{thrust}}| < 0.71$. And the variation on the charged correlation is minimal. The fit is taken only over the range where there are reasonable statistics. The units are GeV on all axes. One sees that the variation in the fit on the neutral correlation is within that already considered just due to the errors on the correlation over all $\cos \theta_{\text{thrust}}$ (see errors on figure 5.4).

5.2.2 $E_B^{\text{True}}$

In the next section we discuss the procedure for mapping $E_B^{\text{Rec}}$ into the $E_B^{\text{True}}$. However, before doing that it is necessary to discuss one correction we make to $E_B^{\text{True}}$ in the MC. That is this: the JETSET7.4 MC we use makes no accounting for the production of orbitally-excited $B^{**}$ mesons. Heavy Quark Effective Theory predicts four such states [97], and there is now evidence for their existence [98].

One worries about such particles because measuring the $b$ quark fragmentation
Figure 5.6: MC: Energy residuals calculated for the non-3-jet part of the sample, along with the parameters of a two-gaussian fit, demonstrating that $\sim 96\%$ of the events reproduce the true energy with $\sim 10\%$ accuracy. The 2-jet sample gives a very comparable fit.

function requires measuring the energy of the initial $B$ in the event, starred or otherwise, and if $B^* \rightarrow B\pi^\pm$ the algorithm will measure the $B$ energy, and not the desired $B^*$ energy. $m_{B^*} - m_B \approx 0.51$ GeV, which may be significant, while $m_{B^*} - m_B = 46$ MeV, which we will take to be negligible.

Since these mesons don't exist in the simulation, we will take the simple 2-body decay $B^* \rightarrow B\pi^\pm$, and calculate $E_{\pi^\pm}$ according to [99] $E_{\pi_{\text{max}}} = \gamma E^*(1 \pm \beta^*)$, with $E_{\pi_{\text{max}}}$ the $\pi^*$'s maximum and minimum energy in the lab frame given the $B^*$'s boost $\gamma$ and the $\pi^\pm$'s energy $E^*$ and velocity $\beta^*$ in the $B^*$'s rest frame. We use the $B^*$ production rate $f_{B^*} = 20.7 \pm 7\%$ and mass $m_{B^*} = 5.7 \pm 0.20$ GeV. We use a MC procedure to assign the $\pi^\pm$ an energy between $E_{\pi_{\text{min}}}$ and $E_{\pi_{\text{max}}}$. We then adjust the MC true energy according to $E_B^{\text{true}} \rightarrow E_B^{\text{true}} + E_{\pi^\pm}$. The indicated variation on $f_{B^*}$
and $m_{B^{\ast\ast}}$ is that considered for the systematic error calculation.

5.3 Unfolding

We now have a collection of energy measurements. Given that we have $\approx 500$ events available we bin the result in 15 bins. The resulting spectrum we call $D_{\text{raw}}$, where $i$ is the scaled, binned B energy $i = \text{INTEGER}(E_{\text{beam}} - 15)$ and $D_{\text{raw}}$ is the number of events in bin $i$. It is clear that one must subtract the background from this sample, according to some MC study. It should also be clear that in the end we will have to make an acceptance correction – namely, high $i$ events are generally found in the analysis at the expense of low $i$ events, mainly due to the vertexing requirements (see figure 4.8) but also because the jet axis with respect to which we demand a high $p_T$ lepton isn’t exactly the same as the B direction.

It is important also to correct for the effect of migration of a B event of true energy $E_B^{\text{true}}$ into one of reconstructed energy, $E_B^{\text{rec}}$. In measurements of quantities like the B lifetime or of mixing parameters this effect is included in the form of one or many gaussians in a log-likelihood function which do(es) just this smearing. Here we don’t claim to be extracting a physical parameter from the data and thus we have no likelihood function, and as a result we must characterize our migration
with a *folding* matrix. Further, it is observed that B hadrons of a given energy are measured (reconstructed) to have a different energy that is not described by a simple gaussian smearing from the true energy.

Therefore, to fix the raw data it is necessary to unfold:

\[ D_{\text{true}}^\text{data} = \epsilon \cdot E \cdot B \cdot D_{\text{raw}} \]

\[ = M \cdot D_{\text{raw}} \quad (5.2) \]

\[ D_{\text{true}}^\text{data} = \epsilon \cdot E \cdot B \cdot D_{\text{raw}} \]

\[ = M \cdot D_{\text{raw}} \quad (5.3) \]

with \( \epsilon, E \) and \( B \) the diagonal acceptance correction (or efficiency) matrix, the non-diagonal unfolding matrix and the diagonal background correction matrix, respectively. The \( M \) is the product of the three matrices. We alternately use index notation, \( i.e. \ D_{\text{raw}}^\text{data}, \) and matrix notation, \( D_{\text{raw}} \). We obtain \( \epsilon \) and \( B \) from the "default" MC by just comparing the post-cuts distribution to the pre-cuts distribution and the post-cuts signal to background distributions, respectively. More on these matrices in section 5.4.1. It is the unfolding matrix, \( E \) on which we focus in the remainder of this section, though since the other matrices are straightforward to find, we will use \( E \) interchangeably with \( M \).

The root problem with arriving at \( M \) is that it is not constrained mathematically. We have, from the MC, a similar equation to 5.3 above, namely

\[ D_{\text{true}}^\text{MC} = M \cdot D_{\text{raw}}^\text{MC} \quad (5.4) \]

which, if we have a fifteen-bin problem, represents fifteen equations and fifteen-squared unknowns.

### 5.3.1 Naive method

One way to proceed might be to find \( M \) as it stands on the right-hand side of equation 5.4. This is to say every time a true energy in bin \( i \) is reconstructed in bin \( j \), \( M_{ij} \) is incremented by one. One does this over all events, and in the end normalizes the columns of \( M \) to add up to one in order that event number is conserved. One is left with \( M_{ij} \), the probabilities that an entry in bin \( j \), reconstructed, came from bin \( i \), true. From the language alone one might suspect a problem, and this is confirmed by inspecting the result of using a new \( D_{\text{true}}^\text{MC} \), on which the unfolding matrix had better
not depend. A new, true input MC distribution is obtained by merely re-weighting the old one,

$$D_{\text{true}}^{MC'} = D_{\text{true}}^{MC} \cdot \frac{D_{\text{true}}^{MC'}}{D_{\text{true}}^{MC}} = D_{\text{true}}^{MC} \cdot f_i,$$

(5.5)

where there is not a sum here over the repeated index $i$ and, of course, both the old un-primed and new primed distributions must integrate to the same number and be smooth over $0 \leq x \leq 1$ ($0 \leq i \leq 15$). Now, when this is done, the new $M$ becomes

$$M'_{ij} = f_i \cdot M_{ij},$$

(5.6)

where, again, there’s no sum over $i$. Normalizing over $j$ to conserve events gives $\sum_j f_i \cdot M_{ij}$ which is not equal to $\sum_j M_{ij}$, and thus, upon dividing, the new $M'_{ij}$s are not equal to the old $M_{ij}$s without the primes, and the unfolded data will be different depending on the MC model. This is not good.

5.3.2 Correct, but Afflicted with Problems

In a perfect world, we would proceed differently. Namely, we would build $M^{-1}$ on the left-hand side of equation 5.4. This matrix is the one that smears (folds) and applies any offset to the true distribution to get to the raw one. We would then invert this matrix to get $M$ and apply it to the right hand side of 5.3. One builds $M^{-1}$ event-by-event, as before, and normalizes each of its elements by the sum of the elements in its columns in order to maintain event number conservation. Now the $ij^{th}$ element of $M^{-1}$ has the interpretation that it is the probability that an entry in true bin $i$ migrates to bin $j$ of the reconstructed distribution. The words this time lead us to suspect that this is correct, and this is demonstrated by repeating the re-weighting exercise above. Equation 5.6 becomes

$$M^{-1}_{ij} = f_i \cdot M^{-1}_{ij},$$

(5.7)

and then in the sum over $j$ one can pull out the common factor $f_i$. Then, upon dividing $f_i \cdot M^{-1}_{ij}$ by this sum, it cancels and $M^{-1}_{ij} = M^{-1}_{ij}$. Woo-hoo.
This strategy was pursued temporarily, even getting so far along as to invert $M^{-1}$, apply it to the raw, MC distribution and show that it reproduced the input. Disaster was met immediately upon applying this $M$ to the raw data. Negative bin contents and an oscillatory solution with increasing $i$ of $D_{true}^{data}$ were observed.

Upon consultation of reference [100], one is perhaps not so surprised. There both raw and unfolded distributions are expressed as Fourier series, where the functions being expanded are taken to be periodic over the range of interest. In [101] and [100] it is shown that the Fourier coefficients of the unfolded distribution are equal to those of the raw distribution, but amplified by the factor $\exp(v^2\sigma^2/2)$, where $v$ is the index of the frequency of the mode to which the coefficient is associated and $\sigma$ is a width of a gaussian characterizing the smearing. The ever-decreasing coefficients (with increasing $v$) of the presumably smooth, true distribution become amplified and rely on delicate cancellations with other now-large coefficients to satisfy the Fourier expansion. However, generally, the high frequency coefficients will not be reproduced from the raw distribution because those high-frequency coefficients are measured only to within statistical errors — which get amplified by the exponential function. The result is statistical fluctuations in the unfolded result.

So far the question has not been answered as to why the inversion procedure suffers from this problem while the “non-inversion” procedure does not. The answer given in [101] is that in the non-inversion procedure the output is still given as a Fourier expansion, but each reconstructed bin’s contents are not arrived at by summing entries from the true bins with gaussian smearing. The reconstructed bins are considered to just be some fraction of the contents of the true bins, in accordance with the language of section 5.3.1. Therefore, there is no $\exp(v^2)$ behavior to drive oscillations. Instead, one gets out what one puts in in the non-inversion method.

5.3.3 The Procedure Used Here

Here we describe the method used to unfold from the raw distribution in this analysis. Equations 5.4 and 5.3 represent the 30 equations that must be satisfied, and from which we must extract a consistent value of $M$. The inspiration for this procedure is reference [8]. The procedure is the following, with $E$ used in place of $M$, as the distinction is now necessary.
1. At the zeroth iteration take the unfolding to be purely diagonal with no smearing, $E = 1$, so that

$$D_{\text{data}} = \epsilon \cdot B \cdot D_{\text{raw}}.$$

2. Fill the first two kinematically allowed bins with the value from a Peterson parametrization, since the acceptance in those bins is not good and subject to big modeling errors. The error due to the selection of this particular parametrization will be accounted for in a way to be described in section 5.4.1. The possible parametrizations are all (with the exception of the third-order polynomial, $P_3$) single peaked and inspired by fragmentation models, though this is unnecessary. Table 5.2 shows the $x-$dependence of the chosen functions.

3. Fit $D^\text{data}_{\text{true}}$ with a chosen function using MINUIT.

4. Use this function as the input MC model. In practice this means re-weighting the MC events according to this function. If the above step had been omitted, and we tried to just use the data as it stood for the input MC model, its lack of smoothness would prevent convergence.

5. Now from the Monte Carlo, extract $E$ in the way described above in section 5.3.1. Use this in the data, as in equation 5.2. The first two bins, however, are filled from the last fit. Go to step 3.

The above procedure is followed until the final distribution has moved in each bin by less than 10%. At that point one is finished and has the final distribution. This procedure was shown to be able to reproduce, to within statistical errors, “data” spectra from toy Monte Carlo models with a wide range of input $\langle x_E \rangle$.

5.4 Errors

The statistical errors are tricky due to correlations and will be handled in detail in the appropriate subsection below. However, all plots that show statistical error bars show only the uncorrelated contribution.

The systematic errors in this measurement may be categorized as either detector or physics modeling errors. The physics modeling errors are handled by a standard event weighting scheme, wherein the parameter of the MC that controls the systematic effect under study is varied by the amount indicated. Generator level MC is run to
Table 5.2: Functions used in the iterative unfolding, up to normalization constants. Below, their initial and final $\chi^2$s and final $\langle x_E \rangle$ on the corrected data.

\[
\begin{align*}
  f_{Peterson}(x) & \sim \frac{1}{x}(1 - \frac{1}{x} - \frac{\epsilon_b}{1 - x})^{-2} \\
  f_{Lund}(x) & \sim \frac{1}{x}(1 - x)^5 \exp(-b m_T^2/x) \\
  f_{BCY_FV}(x) & \sim \frac{r(1 - 2r)(2r)^2}{(1 - (1 - r)(1 - 2r))^6}\left[6 + \ldots\right] \\
  f_{AL}(x) & \sim \frac{1 + b(1 - x)}{x}(1 - \frac{c}{x} - \frac{d}{1 - x})^{-2} \\
  f_{P_3}(x) & \sim 1 + ax + bx^2 + cx^3
\end{align*}
\]

<table>
<thead>
<tr>
<th>Fnl. form</th>
<th>$\chi^2_1$</th>
<th>$\chi^2_f$</th>
<th>$\langle x_E \rangle$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Peterson</td>
<td>33.0/10</td>
<td>2.4/10</td>
<td>0.712</td>
</tr>
<tr>
<td>Lund</td>
<td>157./9</td>
<td>0.9/9</td>
<td>0.708</td>
</tr>
<tr>
<td>BCY</td>
<td>71./10</td>
<td>4.4/10</td>
<td>0.691</td>
</tr>
<tr>
<td>AL</td>
<td>18.4/8</td>
<td>2.5/8</td>
<td>0.721</td>
</tr>
<tr>
<td>$P_3$</td>
<td>115./8</td>
<td>3.6/8</td>
<td>0.677</td>
</tr>
</tbody>
</table>

determine the relative weight given to the event under the new condition and the new $\epsilon$, $E$, and $B$ matrices are constructed. $E$, as always, is only the initial unfolding matrix in each case, which we re-weigh by the data (as explained in section 5.3) in each zeroth iteration before really getting started iterating. Similarly, we investigate the effect of the various $y_c$s and of the neutral energy correlation fit by using those new conditions in the MC and re-making all three matrices.

In all cases we run the analysis on the data with the appropriate $y_c$ and $E_{new}$ correction with the exact same code as in the MC. Thus, to investigate the effect of the 97 sources of systematic error of table 5.3 we perform the iteration 97 times with the 97 sets of MC-derived matrices.
5.4.1 Systematic Errors

The detector modeling errors are dominated by the energy resolution in the calorimeter, and the error on it is taken to be the error on the fit of the MC correlation, as shown in figure 5.4. Another source of detector error that one could imagine considering is the uncertainty on the MC track multiplicity. However, the final number of tracks in a vertex are in good agreement with the data, and that is our chief concern about the track multiplicity. The good correlation between reconstructed and true charged fragmentation energy shows that the error on that fit will be small compared to the neutral energy fit. It is also worth explicitly stating that we could apply a correction there as we do with the neutral energy, but the unfolding process will make that correction for us.

There are a lot of uncertainties that could potentially be troublesome in B physics analyses. Some of the production ratios for excited mesons and decay branching ratios are not known to better than 25\%, for example. The various B and D hadron production proportions are uncertain, as is also true of their various decay branching ratios. In particular, the variation of \( \Lambda_c \) and \( B_c^0 \) production is taken to be \( \approx 90\% \). It’s also possible that backgrounds will vary with things like strange hadron production. We thus vary the s\( \bar{s} \) “popping fraction” (which produces a different amount of s\( \bar{s} \) pairs from the QCD vacuum and thus a different number of Ks and \( \Lambda s \)) by 10\%. If the c quark fragmentation function is stiffer or softer than we expect, then we may get more Ds and \( \Lambda_c s \), which may give a different vertexing rate. Thus, it is varied around its world-average uncertainty. We also vary the rate of production from the \( Z^0 \) of c\( \bar{c} \) and b\( \bar{b} \) pairs (\( R_c \) and \( R_b \)) by 2\( \sigma \) and 1\( \sigma \), respectively, around their central values. The B and D decay track multiplicities are varied and are shown to produce small errors. Since this analysis has presumed that Bs are produced only as a result of the hadronization of the initial b\( \bar{b} \) pairs and not as a result of such pairs popping out of the QCD vacuum or from gluon splitting to b\( \bar{b} \) and c\( \bar{c} \), the errors on these quantities are varied by 50\% around their Lund-inspired expectations (see equation 2.18). The errors on \( f_{B^{**}} \) and \( m_{B^{**}} \) have already been mentioned and are shown to be small. The effect of ignoring B**s is shown in the table. The line with numbers in brackets indicates that without B**s (\( f_{B^{**}} \to 0 \)) \( \delta(x_E) = -3.27\% \).

None of these is too large, reflecting the fact that this type of inclusive analysis is not very sensitive to the fine details of the B physics. This might be compared to the
case of reference [8], in which the D and D* are reconstructed, and only such events producing nice D* mass peaks are considered for energy reconstruction.

It turns out that the biggest physics error is that due to the variation of the jet parameter \( y_c \) in the standard [60] range. The error, 2.57\%, is from \( y_c = 0.002 \), a value at which there are considerably more multi-jet events than at the standard \( y_c = 0.005 \), making lepton-jet assignment more difficult.

The next biggest error of 2.27\% comes from the variation due to the choice of fitting function. Though considerable by comparison to the others, it actually demonstrates dramatically the stability of the iterative method employed here against the initial starting point of the iterations and of the explicit functional form. In fact, functions that were chosen for the fit were not omitted from consideration merely because their first fit to the raw data yielded poor \( \chi^2 \)s. This is in contrast to the criteria used in [8]. Table 5.2 shows the initial and final \( \chi^2 \)s for all the functions, demonstrating that all the functions, by their last iteration, give a good fit. That is to say, the process of iteration drives the data to look like the particular functional form being used, so that there does exist an unfolding matrix \( E \) that can take the reconstructed MC into the true MC and simultaneously make the data converge. Thus, there is no reason to have excluded any of those functions from the outset. We have used a wide variety of functions in the iterative process and and thus give a conservative error.

Table 5.3 is the collection of the sources of systematic error and the size of their effects.
5.4.2 Statistics

Care must be taken in the treatment of the statistical errors. Changing notation in order to be general, we have a problem of the form

\[ y = M \cdot x, \quad (5.8) \]

where \( y \) is the true distribution unfolded using the matrix \( M \) from the raw distribution \( x \). The errors on the number of entries in each of the raw bins \( x_i \) are taken to be the usual Poisson errors \( \delta x_i = \sqrt{Np_i(1 - p_i)} \). \( N \) is the total number of entries in the raw distribution and \( p_i \) is the probability of finding an entry in bin \( i \). \( \delta x_i \) reduces to the usual \( \sqrt{x_i} \) if \( p_i \) is small — i.e. in the limit of very narrow bins. The errors on the \( y_i \), which is what we care about in the end, are found by expanding 5.8 in a Taylor series. For our simple function the Taylor series terminates after two terms, which makes the approximate treatment of covariance matrices exact.

In general, the covariance matrix of \( y \) in terms of the independent variables \( x \) is [102]

\[ V_{y_i y_j} = \frac{\partial y_i}{\partial x_k} V_{x_k x_l} \frac{\partial y_j}{\partial x_l}. \quad (5.9) \]

We assert that the correlation among the raw bins is given by

\[ V_{x_m x_n} = Np_m(1 - p_m)\delta_{mn}. \]

In other words, there is no correlation at the raw level, as we measure an entry in a bin at the raw level in one event with no bearing on which raw bin we measure it in in the next event. (Things would be different if we started with some assumption about the overall shape of the initial spectrum. There, there might be a correlation that would be given according to the correlation between any two bins \( k \) and \( l \) in a multinomial distribution, namely \(-Np_k p_l\).) Therefore, equation 5.9 becomes

\[ V_{y_i y_j} = \sum_{j\ell} M_{ik} M_{j\ell} Np_k(1 - p_k), \]

showing that a correlation is induced among the unfolded variables, even though none is present at the raw level. For a case such as ours where the \( x_i \)'s are uncorrelated, the diagonal covariance terms from 5.9 have the form familiar from naive application
of standard error propagation

\[ V_{y_i,y_i} = \left( \frac{\partial y_i}{\partial x_k} \right)^2 V_{x_k,x_k} \]

or

\[ \sigma_{y_i,y_i}^2 = \left( \frac{\partial y_i}{\partial x_k} \right)^2 \sigma_{x_k,x_k}^2. \]

The average value of \( y_i, \bar{y} \), is a function of the independent variables \( y_i \) according to

\[ \bar{y} = \frac{\sum_i i y_i}{\sum_i y_i}. \]

Then

\[ \delta \bar{y}^2 = \frac{\partial \bar{y}}{\partial y_k} V_{y_k,y_k} \frac{\partial \bar{y}}{\partial y_l} \]

\[ = V_{y_k,y_l} \cdot \frac{1}{N^2} (k - \bar{y})(l - \bar{y}) \]  

\[ = M_{kl} \cdot \frac{1}{N^2} (k - \bar{y})(l - \bar{y}). \]  \hspace{1cm} (5.10)

(5.11)

If one ignored the correlations introduced by the unfolding, then \( V_{y_k,y_l} = \sigma_k^2 \delta_{kl} \), and 5.10 is instead

\[ \delta \bar{y}^2 = \frac{1}{N^2} \sum_i (i - \bar{y})^2 \sigma_i^2 \]  \hspace{1cm} (5.12)

which, if \( \sigma_i = \sqrt{y_i} \), gives the familiar

\[ \delta \bar{y} = \text{rms}/\sqrt{N}. \]  \hspace{1cm} (5.13)

We will use equation 5.11 and not 5.13.

The correlation coefficient, \( \rho \), given by

\[ \rho_{y_i,y_j} = \frac{V_{y_i,y_j}}{\sqrt{V_{y_i,y_i} V_{y_j,y_j}}} = \frac{V_{y_i,y_j}}{\sigma_i \sigma_j} \]  \hspace{1cm} (5.14)

and shown in table 5.4 demonstrates the high degree of correlation of the statistical errors among the bins. This says that an entry in a reconstructed bin \( j \) does not have a probability near 1 to have come from the true bin \( j \), but generally comes from a range of bins around true bin \( j \).
5.5 Results

The final, unfolded data gives the $x_B$ spectrum shown in figure 5.8. The statistical error bars (uncorrelated only) are solid and the total error bars are dashed. Figure 5.9 shows this same spectrum with the various theoretical curves from chapter 2 overlaid.

It is worth pointing out that none of the curves in figure 5.9 is the final fit from the iteration procedure, listed in table 5.2. Those functions have the same general shape (and the same name) as many of the theoretical curves, but that can be considered to be merely convenient. Their purpose was just to aid in the unfolding. The curves in figure 5.9 are those shapes obtained by starting in the MC in the variable $z$ – longitudinal energy fraction of the hadron with respect to the quark – the variable in which the functions from theory are defined, and using JETSET7.4 to give us the answer in terms of $x$. Many such curves were generated for each function over a range of its free parameters, and the ones that gave the best $\chi^2$ for the final, unfolded data spectrum are the ones plotted. The exception is the curve labeled “Nason/Colangelo/Mele” which is constructed using code graciously supplied by Paolo Nason [103] for just two sets of parameters – those suggested by reference [43]. The one giving the better fit is shown here. That calculation is transformed from $z$ into $x$ directly, as explained in section 2.4.1. Note that none can be ruled out with the errors as shown.
Figure 5.9: Data: Final $E_B$ spectrum, exactly as in figure 5.8. Overlaid are four theoretical models. In the first three curves the calculated function in the variable $z$ is taken into the measurable one, $x$, with JETSET7.4. The fourth curve labeled Nason/Colangelo/Mele is calculated directly in $x$, as explained in section 2.4.1.

5.6 Conclusions

We have demonstrated that we are able to measure the raw B energy on 96% of our sample to 10% accuracy. We have shown that we may unfold this raw result to get the true spectrum using an iterative procedure, and that the resulting value of $(x_E)$ is largely independent of the initial starting point and of the functional form used in the iterative procedure. As a check, toy MC "Data" distributions with a wide range of input $(x_E)$ were reproduced with this method.

We conclude that the $b$ quark fragmentation function, as measured in this semileptonic B-decay sample at SLD, yields a value of $(x_E) = 0.697^{+0.017}_{-0.017} (stat) \pm 0.034 (sys)$. It may be observed from figure 5.10 that these errors are competitive with some of the measurements made from the LEP experiments with data samples 20 times larger.
Figure 5.10: Data: Final $< x_F >$ for this measurement, with LEP results as shown. Statistical errors are indicated by the inner error bars, and the total error is shown with the outer error bars. See references [104] for the LEP results.

The measurement presented here is particularly competitive with the '95 ALEPH measurement which, we believe, comes the closest to correctly handling the uncertainties in the unfolding procedure. It is also true that given both systematic and statistical uncertainties many theoretical shapes are consistent with the measured function.
Table 5.3: Summary of detector and physics systematics for the $b$ quark average scaled energy, $<x_F>$. The equation for the statistical error may be recognized as the expression 5.10 with $y_i$ replaced by $D_b(x)$ and $\bar{y}$ replaced by $<x_F>$.

<table>
<thead>
<tr>
<th>STATISTICS</th>
<th>DETECTOR MODELING</th>
<th>PHYSICS MODELING</th>
</tr>
</thead>
<tbody>
<tr>
<td>${Tr[(\frac{\partial}{\partial D_b(x)}) \cdot V \cdot (\frac{\partial}{\partial D_b(x)})]}^{\frac{1}{2}}$</td>
<td>2.4</td>
<td></td>
</tr>
<tr>
<td>$E_0$</td>
<td>3.16</td>
<td></td>
</tr>
<tr>
<td>Choice of Fitting Function</td>
<td></td>
<td></td>
</tr>
<tr>
<td>$f_{Petec,AL,Bowl,BC,P_3}$</td>
<td>2.27</td>
<td></td>
</tr>
<tr>
<td>B-lifetimes</td>
<td></td>
<td></td>
</tr>
<tr>
<td>$\tau_{B_{meson}} = 1.55 \pm 0.10$ ps,</td>
<td>0.25</td>
<td></td>
</tr>
<tr>
<td>$\tau_{B_{baryon}} = 1.10 \pm 0.30$ ps</td>
<td></td>
<td></td>
</tr>
<tr>
<td>$f_{B_{**}}$ $(20.7 \pm 7%)$</td>
<td>0.25</td>
<td></td>
</tr>
<tr>
<td>$[\pm 20%]$</td>
<td></td>
<td></td>
</tr>
<tr>
<td>$m_{B_{**}}$ $(5.704 \pm 0.020$ GeV)</td>
<td>0.29</td>
<td></td>
</tr>
<tr>
<td>B-decay to $D^*/D$ $(3-1)$</td>
<td>0.34</td>
<td></td>
</tr>
<tr>
<td>B-decay to $D^{**}/D$ $(3\pm1)$</td>
<td>0.32</td>
<td></td>
</tr>
<tr>
<td>$B_u,B_d,B_s,\Lambda_b$ production</td>
<td></td>
<td></td>
</tr>
<tr>
<td>$(40.1 \pm 20%,40.1 \pm 20%,11.6 \pm 8.0%,8.9 \pm 8.0%)$</td>
<td>0.31</td>
<td></td>
</tr>
<tr>
<td>$B_u,B_d,B_s,\Lambda_b$ decay (6 modes each $\pm 1\sigma$)</td>
<td>0.09</td>
<td></td>
</tr>
<tr>
<td>B-decay multiplicity ($\pm 0.25$ tracks per B decay)</td>
<td>0.32</td>
<td></td>
</tr>
<tr>
<td>$c$-fragmentation</td>
<td></td>
<td></td>
</tr>
<tr>
<td>(Peterson $(x_E)$ for $D^* = 0.501 \pm 0.025$)</td>
<td>0.02</td>
<td></td>
</tr>
<tr>
<td>$D^0,D^{+},D_s,\Lambda_c$ production</td>
<td></td>
<td></td>
</tr>
<tr>
<td>$(56. \pm 5.3%,23. \pm 3.7%,12. \pm 7%,8.9 \pm 0.5%)$</td>
<td>0.02</td>
<td></td>
</tr>
<tr>
<td>$c$ decay multiplicity $(\delta n_D,p^+,p^+$,$\Lambda_c$ = 6,10,31,40%)</td>
<td>0.01</td>
<td></td>
</tr>
<tr>
<td>$s$ production ($s\bar{s}$ popping varied by 10%)</td>
<td>0.27</td>
<td></td>
</tr>
<tr>
<td>$R_0(\pm 0.003)$</td>
<td>0.03</td>
<td></td>
</tr>
<tr>
<td>$R_c(\pm 0.02)$</td>
<td>0.05</td>
<td></td>
</tr>
<tr>
<td>$g \rightarrow b\bar{b}$ splitting($\pm 50%$)</td>
<td>1.22</td>
<td></td>
</tr>
<tr>
<td>$g \rightarrow c\bar{c}$ splitting($\pm 50%$)</td>
<td>0.15</td>
<td></td>
</tr>
<tr>
<td>Jet Axis Modeling</td>
<td></td>
<td></td>
</tr>
<tr>
<td>(JADE $y_{cut}$ varied from 0.002 to 0.020)</td>
<td>2.57</td>
<td></td>
</tr>
<tr>
<td>Sub-total</td>
<td>3.73</td>
<td></td>
</tr>
<tr>
<td>TOTAL</td>
<td>5.44</td>
<td></td>
</tr>
</tbody>
</table>
Table 5.4: The statistical correlation matrix, $\rho$.

\begin{tabular}{cccccccccccc}
  & 1 & 2 & 3 & 4 & 5 & 6 & 7 & 8 & 9 & 10 & 11 & 12 \\
1 & 1.00 & 0.17 & 0.49 & 0.48 & 0.25 & 0.24 & 0.15 & 0.07 & 0.03 & 0.01 & 0.01 & 0.02 \\
2 & 1.00 & 0.84 & 0.80 & 0.77 & 0.84 & 0.80 & 0.57 & 0.46 & 0.47 & 0.38 & 0.36 & \\
3 & 1.00 & 0.97 & 0.89 & 0.87 & 0.85 & 0.68 & 0.51 & 0.41 & 0.30 & 0.28 & \\
4 & 1.00 & 0.94 & 0.89 & 0.90 & 0.77 & 0.59 & 0.46 & 0.37 & 0.35 & \\
5 & 1.00 & 0.86 & 0.92 & 0.80 & 0.59 & 0.45 & 0.32 & 0.30 & \\
6 & 1.00 & 0.92 & 0.76 & 0.57 & 0.38 & 0.29 & 0.25 & \\
7 & 1.00 & 0.94 & 0.81 & 0.66 & 0.54 & 0.49 & \\
8 & 1.00 & 0.94 & 0.77 & 0.64 & 0.58 & \\
9 & 1.00 & 0.92 & 0.81 & 0.75 & \\
10 & 1.00 & 0.93 & 0.88 & \\
11 & 1.00 & 0.99 & \\
12 & 1.00 &
\end{tabular}
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