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ABSTRACT 

The International Conference on Time-Resolved Vibrational Spectroscopy 
(TRVS) is widely recognized as the major international forum for  the 
discussion of advances in this rapidly growirtg field. The 1995 conference 
was the seventh in a series that began at Lake Placid, New York, 1982, with 
subsequent conferences in Bayreuth, West Germany, 1985; Amersfoort, The 
Netherlands, 1987; Princeton, New Jersey, 1989; Tokyo, Japan, 1991; and 
Berlin, FRG, 1993. Santa Fe, New Mexico (USA), was the site of the Seventh 
International Conference on Time-Resolved Vibrational Spectroscopy, held 
from June I I to 16, 1995. TRVS-7 was attended by 157participants from 16 
countries and 85 institutions, and research ranging across the full breadth of 
the field of time-resolved vibrational spectroscopy was presented. Advances 
in both experimental capabilities for time-resolved vibrational measurements 
and in theoretical descriptions of time-resolved vibrational methods continue 
to occur, and several sessions of the conference were devoted to discussion of 
these advances and the associated new directions in TRVS. Continuing the 
interdisciplinary tradition of the TRVS meetings, applications of time- 
resolved vibrational methods to problems in physics, biology, materials 
science and chemistry comprised a large portion of the papers presented at 
the conference. 
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PREFACE 
The last decade has seen revolutionary advances in the study of molecular dynamics. These 
advances include the ability to produce and manipulate short lived species, theoretical 
understanding and prediction of dynamical processes, and experimental probes of the temporal 
evolution of molecular structure using time-resolved vibrational spectroscopies. Advances in 
laser technology, nonlinear optical techniques, pulse shaping methods, multichannel detection, 
and Fourier transform methods have greatly improved the time resolution, sensitivity and 
applicability of traditional Raman and infrared spectroscopies and led to the development of new 
and powerful coherent vibrational techniques. The impact of these approaches is reflected in the 
extremely wide range of applications involving chemical and biochemical reactions, fundamental 
photophysics, chemical reaction dynamics in the gas and condensed phases, and solid-state, 
surface and interfacial phenomena. 

The International Conference on Time-Resolved Vibrational Spectroscopy is widely recognized 
as the major international forum for the discussion of advances in this rapidly growing field. The 
1995 conference was the seventh in a series that began at Lake Placid, New York, 1982, with 
subsequent conferences in Bayreuth, West Germany, 1985; Amersfoort, The Netherlands, 1987; 
Princeton, New Jersey, 1989; Tokyo, Japan, 1991; and Berlin, FRG, 1993. Santa Fe, New 
Mexico (USA), was the site of the Seventh International Conference on Time-Resolved 
Vibrational Spectroscopy (TRVS), held from June 1 1  to 16, 1995, and was sponsored by Los 
Alamos National Laboratory, the U. S .  Department of Energy, and the University of New 
Mexico. TRVS-7 was attended by 157 participants, and research ranging across the full breadth 
of the field of time-resolved vibrational spectroscopy was presented. Advances in both 
experimental capabilities for time-resolved vibrational measurements and in theoretical 
descriptions of time-resolved vibrational methods continue to occur, and several sessions of the 
conference were devoted to discussion of these advances and the associated new directions in 
TRVS. Continuing the interdisciplinary tradition of the TRVS meetings, applications of time- 
resolved vibrational methods to problems in physics, biology, materials science and chemistry 
comprised a large portion of the papers presented at the conference. 

TRVS-7 was made possible by financial support from a number of sponsors, and the sponsorship 
of Los Alamos National Laboratory, the United States Department of Energy, the University of 
New Mexico, the Environmental Research Institute of Michigan (ERIM), and Coherent, Inc. is 
gratefully acknowledged. Without the support of these organizations, the scientific interactions 
and presentations represented in these proceedings could not have occurred. 

The TRVS conferences are guided by an international organizing committee, and the members of 
that committee are thanked for their advice and encouragement. Finally, the other members of 
the local organizing committee, R. Brian Dyer, Andrew P. Shreve, Basil I. Swanson and Mark 
Ondrias, and the conference administrators, MaryAnn D. Martinez, Jean Stark and Graciela P. 
Martinez, are acknowledged for their invaluable contributions to the organization and operation 

William H. Woodruff 
of TRVS-7. 
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Photodissociation Dynamics of Solvated Small Molecules 

N. Pugliano, A. Z. Szarka, S .  Gnanakaran, and Robin M. Hochstrasser 
Department of Chemistry, 23 1 S .  34th Street, 
University of Pennsylvania, Philadelphia, Pennsylvania 19 104 

Introduction 
The study of the dynamics of elementary chemical reactions in solutions presents a number of 
challenges. In contrast with the situation for isolated molecules, there are not yet available 
predictive theories for chemical reactions in solution although there is considerable theoretical 
activity. Some remarkable differences between solution and gas phase reaction parameters were 
already noted for hydrogen abstraction reactions. 1 2  The photodissociation of simple triatomic 
molecules into atom-diatom products provide excellent prototypes by which ultrafast reaction 
dynamics in solutions can be explored. Our work focuses on the photodissociation of mercuric 
iodide in alcohol solutions, and the data can be compared with that of the isolated molecule. The 
presence of solvent gives rise to energy transfer to and from the solvent modes, and plays a 
dominant role in the energy release mechanisms as the reaction proceeds toward thermal 
equilibrium. Solvent induced modifications of the potential energy surfaces may also be 
influential in altering reactive trajectories, as well as the product state partitioning of energy. 
These frictional effects can be partly addressed by monitoring the details of both the population 
and coherence relaxation associated with the vibrational and electronic levels involved. 
Dissociating HgI2 is particularly useful in this regard since the reaction can be impulsively 
triggered3 and is known in the gas phase4 to generate products that are in highly nonequilibrium 
coherent states. Such a situation permits an evaluation of the solvent effects on the reaction 
coordinate and the subsequent product state vibrational dynamics. 

Experimental 
Our laser system is based on the Nd:YAG amplification of a CPM laser. It is capable of 
delivering 40 fs pump pulses at 320 nm. These are used to initiate the reaction. A sub-50 fs 
continuously tunable (380 nm - 800 nm) probe is used to monitor the ensuing vibrational 
dynamics by means of transient absorption spectroscopy of HgI. The probe beam polarization 
can be varied relative to that of the pump enabling measurements of the anisotropy. 

Transition State Dvnamics 
The transition state dynamics are observed by 
measuring the time dependent anisotropy of the 
pumped sample as the reaction proceeds. When 
the anisotropy of a chemical reaction is 
foliowea in the impulsive limit, the electronic 
and nuclear alignment properties along the 
reaction coordinate may be interrogated. A 
representative data set, illustrating the 
anisotropy decay r(t), of the pumped HgI2 
sample is shown in  Figure 1. The data are 
sensitive to the off resonant pumping of solvent. 
The excitation of a doubly degenerate state with 
a femtosecond pump pulse can create a coherent 

Time (ps) superposition state of the nx and n y  
components. The largest possible initial value 
of r(0) is therefore 0.7 for the situation in which 
the system is pumped through a 'Eg -> *nu 

excitation, and probed through a 'nu -> 'C, transition.5 If the pumped transitions were E,+ -> 

Figure 1. Anisotropy of HgI2 sample. 

1 



nu, but the probing step involved a nu -> flg transition of HgI2, the early time anisotropy would 
be -0.2. Furthermore, it is expected that there is a &+ -> Xu+ of HgI2 in the near UV. Probing 
this via a xu+ -> no transition would also result in an initial anisotropy of -0.2. Clearly it is 
expected that the eaFly time anisotropy depends on the precise wavelength of excitation when 
there are overlapping states. A number of processes can reduce the anisotropy for the Cg+ -> nu 
-> Cg+ case from 0.7 to 0.4 or even 0.1. This would occur if the states were significantly split, 
say by solvent interactions, or if the electronic dephasing of the level pair were very rapid. The 
bending motion could also contribute in principal, but this is very slow for the case of HgI2. The 
value can also be reduced if there are a range of static linear and bent structures existing in the 
solution. The result for 320 nm excitation shown in the Figure lsuggests that the HgI2 transition 
state region is indeed probed during the first 50 - 150 fs after which HgI molecules, arising from 
both the E,+ and nu channels are probed at 440 nm. The anisotropy signature of the transition is 
completely gone by 200 fs. The subsequent 500 fs decay of the remaining anisotropy is 
tentatively assigned to arise from the combination of the equilibrium inertial motion and 
rotational diffusion of the diatomic HgI. This timescale is approximately 3 times faster than the 
hydrodynamic slip limit. It is unlikely that the fast anisotropy decay time of ca. 50 fs arises from 
inertial motion. A rotational temperature of 5000K would be needed to account for this 
anisotropy loss mechanism, whereas a thermal rotational energy distribution is expected for this 
reaction. 

Vibrational Coherence of He1 Products 
The ground state vibrational frequencies of HgI2 for the symmetric stretch, the degenerate bend 
and the asymmetric stretch are vl=156 cm-1, v2=33 cm-l and v3=237 cm-1, respectively. The 
vibrational periods associated with each of these frequencies are T1 = 214 fs, T2 = 1010 fs and 
T3 = 141 fs. The fundamental frequency of the X2C+state of HgI is 125 cm-1 and this 
corresponds to a period of T = 267 fs. Wavepacket dynamics have been observed throughout the 
spectral range from 380 nm - 560 nm. Two representative magic angle signals of HgI2 photolysis 
i n  ethanol are shown in Figure 2 for probe wavelengths of 400 nm and 540 nm. Each of the 
transients were fit to a phenomenological molecular response function of the form 

2 

i= 1 
R(t) = C {Ai exp[ki t]} + Bexp[kB t]c0~(2nWg + $) (1) 

which was convoluted with an instrument function. The decay constant kg represents the 
apparent dephasing of the oscillations, o is the oscillation frequency and $ is the phase factor. 
The data at each probe wavelength fit to a value of $ = 2.8 radians. It is apparent from Figure 2 
that the two transients exhibit distinct oscillation frequencies, modulation depths and decay rates. 
The wavelength dependence of the fitted beat frequencies and dephasing rates are shown in 
Figure 3. 

The solvated HgI2 wavepacket6 generated by the pump pulse, impulsively evolves from the point 
of the Franck-Condon excited region of the transition state to fully dissociated fragments through 
a set of dissociative continuum states. The probing of these states is evidenced by the initial 
absorption spike found in the data of Figure 1 and 2. This spike is interpreted as arising from the 
two photon absorption of the parent as it dissociates to fragments on a sub 200 fs timescale. The 
spectral carrier of the oscillations are assigned to HgI by comparing the fitted frequencies of 
Figure 3 to the vibrational frequencies of the isolated X state of HgI. The similarity between 
these frequencies indicates that the solvated X state is similar to that of the 
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isolated molecule. In 
describing the free HgI 
dynamics, the dissociated 
HgI superposition state can 
be constructed from the 
primitive HgI vibrational 
basis. This broad 
dis t r ibut ion of N 
coherently prepared HgI 
eigenstates defines the 
wavepacket, and each set 
of N(N-lY2 level uairs 

400 nm Probe i 
I 

begin’to oscillate atAtheir -0.5 O 0.5 1 1.5 2 -0.5 O 0.5 1 1.5 2 
Ti me (ps) Time (ps) unique Bohr frequencies 

spec i f i ed  by the  Figure 2. Transient absorption signals for two probe wavelengths. 
anharmonic HgI potential. 
Spectral analysis of the wavepacket is accomplished by filtering out specific sets of eigenstates 
with the finite bandwidth of the femtosecond probe. Probing the X state with short wavelengths 
predominantly samples low lying vibrational levels of HgI, whereas long wavelength probes 
sample high lying level pairs. This gives rise 
to the observed wavelength dependence on 
the oscillation frequency and relaxation 
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This is realized by plotting the dephasing 
rate dependence on the probe wavelength in 
Figure 3. This verifies that level pairs lying 85 0 
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W 

high in the HgI anharmonic potential 350 400 450 500 550 600 
dephase much faster than those low in  the 
well. The decay of the oscillations also 
contains contributions from the  free 
vibrational HgI Hamiltonian. Because each 
of the N level pairs dephase at different rates the average energy <E(t)> of the eigenstates 
composing the wavepacket decrease with time, and this represents the relaxation of the initial 
phase of the molecular system. 

Probe Wavelength (nm) 
Figure 3. Wavelength dependence on kB and 4. 

If the wavepacket were initially launched on the X state of HgI, the fitted value of 4 corresponds 
to ca. 90% of a vibrational half cycle of the HgI fundamental vibrational frequency. Hence, we 
propose that the HgI wavepacket is first probed when i t  reaches the attractive portion of its 
potential surface. Probing at one half of a cycle should yield a phase factor of n: but our data 
consistently fit to a value of @ = 0 . 9 ~ .  This difference is interpreted as being due to the transition 
state dynamics in the reacting parent. The HgI2 proceeds along the reaction coordinate by way 
of its stretching motions to generate a wavepacket of stretched pr,oduct fragments. This is 
consistent with the fact that an HgI bond in the parenot measures 2.61 A, whereas the equilibrated 
internuclear separation of the HgI fragment is 2.8 A. Hence, the region of the HgI2 potential 
energy surface from which the wavepacket is launched correlates to a compressed HgI product 
molecule, and the repulsive forces of the transition state produce an expanding HgI. The mean 
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time taken for an HgI bond to stretch into the region that can be intercepted by the probe 
product species is ca. 0.45 of one (free) HgI vibrational period. This implies that the transition 
state of I-Hg-I supports an effective vibrational frequency of ca. 140 cni-l. As the wavepacket 
proceeds out of the exit channel, the attractive side of the HgI X state is probed on successive 
cycles. 

In Figure 4 the HgI2 transient in ethanol solution is shown for a probe wavelength of 420 nm to 
illustrate the character of the signal at longer times. The time evolution of the longer time signals 
are indicative of vibrational relaxation of vibrationally hot HgI.7 Master equations were utilized 
to determine characteristic timescales which reproduce the experimental data. The 
anharmonicity of the HgI solute and a density of solvent states described by the power spectrum 
of neat ethanol were fully included to describe the vibrational population dynamics. The master 
equation was based on the assumption that the solute transfers its energy via V-> V coupling 
with the solvent modes. Simulated molecular responses are shown in Figure 4 for v" =1 -> 0 
relaxation times of 2, 3 and 4 ps. All of the wavelength dependent data were reproduced best 
with the 3 ps value. All of the state-to-state relaxation rates for any level pair of the anharmonic 
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Figure 5. Vibrational energy relaxation of 
HgI in ethanol. 
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HgI ground state were calculated with the model. The influence of the anharmonicity to the 
energy relaxation is illustrated by the nonexponential decay of the total energy out of the HgI 
system shown in Figure 5. This plot is compared with the energy relaxation out of a harmonic 
HgI, possessing a fundamental frequency of 125 cm-1. The simulations of the data also provided 
an estimate of the initial excess energy of the HgI produced by the photodissociation. The best 
fits were accomplished when the population distribution was centered at v" = 10. This 
corresponds to a total excess energy of ca. 1050 cm-l. The fast timescales are comparabk t~ 
vibrational relaxation dynamics for molecular ions in polar solutions, indicating that the forces 
on the vibrational coordinate are large. 

Classical molecular dynamics simulations were used to calculate the vibrational relaxation of 
HgI. The simulations yielded the classical force-force autocorrelation function for HgI in 
ethanol. This function is defined by the familiar Landau-Teller expression for T 1 as,8 
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in which Ti is the fundamental relaxation time, 
p is the reduced mass and rcl(o) is the 
frequency dependent friction. The simulation 
consisted of a HgI diatom and 255 ethanol 
molecules with periodic boundary conditions. 
The charge distribution for HgI was obtained 
via ab-initio calculations. The solvated 
potential of mean force was calculated and was 
found to be ca. 7% deeper than that of the gas 
phase. This is consistent with the fact that the 
measured oscillation frequencies presented in 
Figure 3 are similar to those of the isolated 
molecule. All the molecular dynamics 
simulations were carried out using 
CHARMM,g in  which the HgI bond was 
constrained to its gas uhase eauilibrium value 

using SHAKE. The calculated force-force spectrum is shown in Figu're 6. Ai the gas phase 
frequency the calculated TI time is ca. 5 ps. This is in good agreement with the time determined 
by fitting the experimental data with master equations. Anharmonicity is not present in the 
simulation and the validity of this is presently under consideration. The simulations indicate that 
the interactions causing HgI to vibrationally relax are short range in nature, and are dominated by 
the local rotational and librational modes of the solvent. These modes give rise to the large 
amplitude of the low frequency region of the spectrum ( <200 cm-1) of Figure 6. The peaks in 
the 650 cm-1, 1000 cm-1 and 1450 cm-1 spectral regions correspond to the internal modes of 
ethanol. The solvent remained at equilibrium with the solute for all simulation times. Since the 
HgI vibrational frequency is comparable to the orientational time of the solvent, a 
nonequilibrium simulation may be required. This is due to the fact that the ethanol molecules do 
not have enough time to follow the HgI vibration adiabatically and an additional solvent 
coordinate is needed. It is also possible that solvent may not able to handle the rapid dissipation 
of vibrational energy and the energy may flow back into HgI. 

Conclusion 
This contribution has summarized our current understanding of the photodissociation and 
relaxation dynamics of HgI2 in alcohol solutions. Measurements on the early time anisotropy, 
the wavepacket dynamics and the vibrational relaxation of the fragments have been examined 
both experimentally and through simulation. 
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Probing the Dynamics of Ligand Motion in Myoglobin with 
Femtosecond IR Spectroscopy 

Timorhy A. Jackson. Mctnho Lim, crnd Philip A. Anfinriid 
Drynrfnient of Chemis fry Hawnrd Wniversiry 

INTRODUCTION 
Myoglobin (Mb), a heme protein that reversibly binds small ligands has long served as a model system 

for understanding the relations between protein structure, dynamics, and function. A detailed 
understanding of this protein requires knowledge of the time-dependent orientation and position of the 
ligand following dissociation from the heme. To obtain this information under physiologically relevant 
conditions, we have dcveloped a time-resolved IR spectrometer that achieves < 200 fs time resolution and a 
level of sensitivity approaching that of conventional FTIR spectrometers. Using this instrument we have 
determined the oricntation of CO bound to and dissociated from Mb, and the dynamics for ligand trapping 
and escape. These results provide stringent tests for molecular dynamics simulations and provide new 
insight into the functional role of protein structure. 

TIME-RESOLVED IR SPECTROMETER 
The time-resolved spectrometer used to record polarized IR absorption spectra is shown in Figure 1. 

Spectra at times shorter than a few ns were obtained by photolyzing MbCO with an optically delayed 100 
fs duration 590 nm optical pulse. Spectra at times beyond a few ns were obtained by photolyzing the 
sample with an electronically dclayed 4 ns duration 527 n m  optical pulse. The polarization direction of the 

Digital Delay Generator 
Diode-Pum ped Q-Swi tched 

Nd:Y LF Laser 8, SHG 

CW Mode-Locked \ 
Nd:YLF Laser 

I I  1 

C 
CW Nd:YLF 

{ B P S V  Regenerative Amplifier 

Tunable fs Optical Pulse 
DyeLaser EEI Compressor 

\ -\- - - -- -- - - 

Optical Pulse 
Compressor 

V 

Reference Beam 

I 

fs Mid-IR 

I Dye Amplifier Generation 
- 1  m =+Chopper I SampleBeam I 1- 

* Monochromator ns 
Dye Laser 

Photodetectors 
Sample 8 References 

5;;1 

. Rotating Sample 
Optical Delay Cell 

Figure 1. Schematic d i a p n i  of the time-resolved IR spectrometer. CLS, cavity length stabilizer; SHG, 
second harmonic generator: IS, intensity stabilizer; BPS, beam pointing stabilizer; CS, coherent seeder; PR, 
polarization rotator. 
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photolysis pulse was controlled electronically by a liquid crystal polarization rotator. The photolyzed 
sample was probed with a linearly polarized 200 fs duration broadband IR probe pulse whose transmitted 
intensity was spectrally resolved with an IR monochromator (3cm-' bandpass) and detected with a liquid- 
nitrogen-cooled InSb photodetector. The photodetector signal was normalized with respect to a reference 
signal to obtain the transmittance of the sample at the wavelength selected by the monochromator. A 
synchronous light chopper blocked every other pump pulse, thereby interleaving the pumped and unpumped 
sample transmittances. The photolysis-induced change of the sample absorbance A.4 was computed from 
sample transmittances measured with and without the photolysis pulse. The 1.2 - 1.5 kHz repetition 
frequency of the laser system permitted extensive signal averaging and contributed to the high quality tirne- 
resolved spectra reported here. The z 13 mM MbCO solution was loaded into a 100 pm path length IR 
cell equipped with CaF2 windows. The cell was mounted in a refrigerated enclosure, chilled to 10 "C, and 
rotated sufficiently fast so that each photolysis pulse illuminated a fresh volume within the sample. 

TRANSIENT IR SPECTRA OF PHOTOLYZED MbCO 
We showed earlier that CO photodissociated from Mb becomes trapped in a protein docking site where 

its orientation is constrained [ I ] .  Here, we determine the proximity of this site relative to the heme iron by 
probing the sub-picosecond evolution of the CO vibrational spectrum. In addition, using polarized IR 
spectroscopy, we show that the orientation of "docked" CO is approximately orthogonal to the bound 
orientation. Finally, by measuring the spectral evolution of CO photodissociated from MbCO from 200 fs 
out to several ps, we deterniine the time scale for ligand transport from the docking site to the solvent. 

Ultrafast trappinq of dissociated CO 
The ultrafast spectral evolution of CO 

following photolysis of MbCO is shown in 
Figure 2. The 200 fs spectrum reveals two 
overlapping features. These features separate 
at longer times and correspond to the B states 
identified by Frauenfeldcr and coworkers [2]. 
The two B states evidently arise from two 
different dissociation trajectories. Their 
integrated absorbance grows in time, long after 
the photolysis is complete, due to cooling of 
the protein surrounding the CO. The spectrum 
at 0.32 ps is quite similar to the spectrum 
observed at longer times, demomtrating that 
the dissociated CO becomes trapped in the 
docking site within - 0.5 ps. This suggests 
that the docking sitc must be located no more 
than a few A from the heme iron, and likely 
corresponds to the location of unbound CO 
determined from low temperature x-ray 
structures of photolyzed MbCO [3,4]. 
Interestingly, the geminate rebinding yield of 
CO dissociated from Mb in water at room 
temperature is less than 1.5%, in spite of the 
close proximity of CO to the iron. 
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Figure 2 .  Femtosecond tinie-resolved mid-IR absorption 
spectra of photolyzed Mb'lCO at 0.20 ps, 0.32 ps, 1.00 
ps, 3.16 ps, and 10.0 ps (top to bottom). The 
background and hot band contributions to the time- 
resolved spectra have been removed. 



Orientation of bound and dissociated CO 
The technique of photoselection spectroscopy has been used to determine the orientation of CO bound to 

and dissociated from Mb. This determination is possible because the spectroscopic transitions for both 
heme and CO are polarized along specific directions in the molecular frame. When a solution of MbCO is 
illuminated with linearly polarized light, hemes oriented along the polarization direction absorb light 
preferentially. The ligands bound to these "photoselected" hemes are dissociated with high quantum 
efficiency, leading to a loss of bound CO and the production of CO located near but not bound to the heme 
iron. If the CO is oriented at a particular angle 8 relative to the heme plane normal, the ratio of its IR 
absorbance polarized perpendicular and parallel to the photolysis polarization AA'/M' is a simple 
analytic fbnction of 9 [ 5 ] :  

A A ~  - 4-sin'e 
MI 2+2sin28' 
-- 

If the CO orientation was static and along the heme normal, the ratio, R = AA'/AA', would assume the 
theoretical maximum of 2. If the CO orientation was static and oriented in the plane of the heme, the ratio 
would assume the theoretical minimum of 0.75. At ambient temperature the CO orientation fluctuates 
about its equilibrium position so its orientation must be describkd by an orientational distribution function. 
Because of this motion, the masimum ratio that can be measured experimentally is smaller than 2, and the 
minimum is larger than 0.75. 
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Figure 3. Polarized IR absorbance spectra and their ratio measured 100 ps after photolysis of MbI3CO. 
The left axis labels correspond to the photolysis-induced absorbance changes, AA' (thick lines) and AA' 
(thin lines); the right asis label corresponds to their ratio, R = &4'/AA' (open circles). 



In low temperature glasses where the protein orientation is frozen and ligand rebinding is slow, the 
polarized IR spectra can be measured with conventional IR spectrometers [6]. In solution, where rotational 
tumbling of the protein randomizes the orientation of the photoselected hemes, the measurement must be 
made on a time scale that is short compared to the rotational diffusion time, which is 8 ns for Mb in H20 at 
288K [7]. Consequently, a structural determination in solution requires ps time resolution. , 

Time-resolved polarized IR absorption spectra of photolyzed MbCO are shown in Figure 3. The ratio, 
R = AA'/AA', is plotted where the absorbance exceeds - 25% of its maximum and has been corrected for 
fractional photolysis. The validity of this correction, calculated numerically for fractional photolysis of an 
optically thick sample, has been verified experimentally. The ratio for bound CO is near the theoretical 
maximum of 2, indicating that bound CO is oriented close to the heme nomial. This is in contrast to the 
high resolution crystal structure of MbCO which shows CO bent 39" away from the heme normal [SI. 
Based upon our solution structure, the dogma of a bent Fe-C-0 must be abandoned. 

Upon dissociation from the heme iron, CO assumes an orientation nearly orthogonal to that for bound 
CO, and is approsiniately in the plane of the heme [9]. The two B-state features have a similar orientation 
relative to the heme normal, suggesting that they correspond to CO oriented oppositely within the same 
docking site. The barrier to interconversion between these two orientations is modest, permitting end-to- 
end rotation on a ps time scale [ 11. 

Dvnamics of h a n d  escape 
The ns spectral evolution of photolyzed 

MbCO is shown in Figure 4. At 10 ns, the 
spectrum is virtually idcntical to that 
observed at 100 ps, demonstrating that thc 
CO remains trapped in the heme pocket 
docking site for many ns. 

At long times, the spcctriini reveals a 
single broad feature, dcnotcd an S state, 
which corresponds to CO in the solvent. At 
intermediate times, an additional feature 
centered between the two R states is 
observed. This feature, which we denote a C 
state, grows conconiitant with the 
disappearance of the R statcs, after \vhich it 
also disappears. Evidentl!?. this feature 
corresponds to CO transientiy trapped in 
another internal cavity of the protein. 
Kinetic analysis of the spectral evolution 
suggests that this new state is accessed 
reversibly on a time scale similar to that for 
escape from the H state into the surrounding 
solvent. 
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Figure 4. Nanosecond time-resolved mid-IR absorption 
spectra of photolyzed Mb13C0 at 10.0 ns, 31.6 ns, 100 
ns, 3 16 ns, 1 .OO ps, and 3.16 ps (top to bottom). 

The integrated CO absorbance decreases modestly and monotonically as the CO escapes into the 
surrounding solvent. Intercstingly. the spectral evolution can be modeled by a linear combination of B, C, 
and S states at all timcs. This sucgests that transport between these states is fast compared to the residence 
time within each statc. Evidentl>p, Mb provides facile paths for shuttling ligands between the docking site 
and the surrounding solvent. the bottleneck for which is escape from the docking site. 
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SUMMARY AND CONCLUSIONS 
Using ultrafast time-resolved IR spectroscopy, we have found that CO photodissociated from Mb 

becomes trapped in a nearby docking site within -0.5 ps. This site constrains the orientation of CO to lie 
nominally in the plane of the heme, a direction nearly orthogonal to that for bound CO. The orientational 
and spatial constraints imposed on the ligand by the surrounding residues slows dramatically the rate of CO 
binding from the docking site, thereby inhibiting geminate rebinding of CO. The CO departs from the heme 
pocket on a time scale of a few hundred ns, escaping with a quantum efficiency of -98.5% in water at 
ambient temperature. Before escaping, the CO may shuttle reversibly to another internal cavity of the 
protein. The bottleneck for diffusional escape from the docking site into the surrounding solvent is escape 
from the B state. Consequently, the residues that circumscribe the heme pocket likely dominate the kinetics 
for ligand binding and escape. The role of these residues is under investigation using mutants of Mb. 

The spectrometer developed to acquire ultrafast time-resolved IR spectra provides a unique combination 
of sensitivity, time resolution, spectral resolution, and temporal range. This experimental approach offers 
great promise for investigatins incisively a broad range of photo-physical, -chemical, and -biological 
phenomena. 
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Picosecond Time-Resolved Coherent Anti-Stokes Raman Spectroscopy: 
Studies in the Room Temperature Bacteriorhodopsin and Rhodopsin Photo-Reactions 

G.H. Atkinson, L. Ujj, A. Popp, J. Delaney4, Frank Jager, and R. Ligon 

Department of Chemistry and Optical Sciences Center, University of Arizona, Tucson, AZ. USA 

The molecular mechanisrn(s) by which energy is stored and transduced within the photosynthetic 
trans-membrane proteins rhodopsin (Rh) and bacteriorhodopsin (BR) have been subjected to intense 
study for more than two decades [ 1-31. The molecular transformations within the respective photo- 
reactions are thought to provide insight into how light energy absorbed by the retinal chromophore 
can be efficiently stored within the protein and how the initial molecular events transduce energy 
uptake into biochemical function (e.g., G-protein binding at the surface of the protein). The Rh and 
BR photo-reactions, of course, represent hndamentally important biochemical systems which either 
directly or indirectly are related to visual processes in vertebrates. 

As with many complex chemical and biochemical reactions, energy storage/transduction in proteins 
involve structural changes not only in the chromophore through which light absorption occurs, but 
also encompass contributions from the surrounding environment. In the case of Rh and BR, 
interactions between the retinal chromophore and its protein environment may prove to be the most 
important elements in what is clearly a complex series of molecular events that stretch in time from 
femtoseconds to seconds. 

Transient absorption spectroscopy involving electronic transitions provided the earliest 
characterizations of such photo-reactions [ 1-31. Primarily monitoring the changes in electronic 
energy, these transient absorption data have been central to revealing the existence of the kinetic 
intermediates comprising each photo-reaction and characterizing the time scales over which each 
transformation occurs. The need to elucidate the structural changes associated with each 
transformation within a photo-reaction, however, is the central issue upon which time-resolved 
vibrational spectroscopy car. be brought to bear. 

Understanding of the vibrational structure of stable species from which each photo-reaction begins 
is the natural starting point for structural studies. Structural information has been obtained from a 
variety of methodoIogies including NMR, chemical extraction, neutron and X-ray diffraction as well 
as vibrational spectroscopies (e.g., FTIR and resonance Raman (RR)) [4-81. Characterizing the 
structures of transient intermediates within these photo-reactions is experimentally more challenging 
given the femtosecond to millisecond time scales involved. 

Much of the initial vibrational data available for BR and Rh intermediates have been measured on 
BR and Rh samples at low (e.g., 77K) temperatures [4,9,10]. Different BR and Rh intermediates are 
thought to be trapped (stabilized) at specific temperatures. Low-temperature vibrational data have 
provided valuable insight into many aspects of the Rh and BR photo-reaction and indeed until 
recently, provided the only practical method for examining the photochemically-irreversible room- 
temperature Rh photo-reaction. There remains, however, a concern that temperature-dependent 
effects exist within these photo-reactions which might alter important structurally-related processes 
affecting the energy storage/transduction mechanisms, especially with respect to the role(s) of the 

15 



protein environment. In addition, a wide range of artificial retinal Rh and BR pigments containins 
chemically-, isotopically-, and/or structurally-modified retinal chromophores cannot, in general, be 
examined due to the limited signal to noise ratios available from the vibrational measurements and 
the small sample sizes. 

Picosecond time-resolved vibrational data derived fiom RR scattering opened the structural 
characterization of intermediates in the room-temperature BR photocycle to study. Indeed, the first 
structural data ofthe early room-temperature intermediates (Le., K, L, and M) are derived from time- 
resolved RR scattering. 

Experimental methodologies based on spontaneous RR scattering, however, limit the quality of 
the data ( S / N )  and therefore restrict both the detail with which structural changes can be determined 
and the type and size of BR samples which can be s~died.  In the case of the Rh photoreaction, time- 
resolved RR cannot be used extensively to measure the vibrational spectra of intermediates due to 
the irreversibility of the photoreaction itself. The development and application of picosecond time- 
resolved coherent (anti-Stokes) Raman scattering (PTWCARS) to the photo-reactions of the trans- 
membrane proteins containing retinal has been used recently to successhlly overcome these 
limitations (1 1-15]. The work described here is directly related to PTWCARS measurements that 
are utilized to examine the structures of intermediates in the room-temperature BR and Rh photo- 
reactions. 

There are several experimental advantages to PWCARS which should be noted: 
1. Vibrational data are generated on coherent beams exiting the sample which makes 

2. Interference from fluorescence is essentially eliminated. 
3. Polarization information can be obtained by quantitatively controlling the polarization 

properties of the excitation (a and wJ beams. Polarization can also be used to selectively suppress 
CARS signals fiom one component of a reactive mixture relative to other components. For example, 
the CARS signal from RhRT can be experimentally suppressed while measuring the PTNCARS signal 
from the bathoRT. 

separating the CARS signal only a matter of blocking the interfering pump beams (a1 and os). 

There are also several experimental challenges including: 
1. The non-resonant background CARS signal fiom the solvent, and potentially from the 

protein (opsin), must be considered. In the cases of BR and Rh, the major contribution is found from 
the non-resonant water signal which can be quantitatively incorporated into the data analysis. No 
significant non-resonant components fiom the proteins are observed in either BR or Rh. 

2. To record spectrally broad PTWCARS signal with each pair of w1 and w, pulses, one 
laser (ah must be operated with a broad (300-400 cm-') bandwidth. The generation of picosecond 
(<lo ps) pulses with such a broad spectral bandpass requires carehl optimization of the laser 
parameters. 

Finally, the quantitative analysis of PTWCARS data requires a non-linear optical formulation 
utilizing third-order susceptibility (~('9 relationships. The methodology underlying the quantitative 
application of analysis to BR and Rh has been described in detail elsewhere [ 11-13]. 
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To date, PTR/CARS techniques have been used to examine a wide range of questions involving 
transient species in the room temperature BR and Rh photo-reactions including (i) the vibrational 
structure ofthe K-590 intermediate (thought to have a 13-cis retinal chromophores) formed during 
the room-temperature BR photocycle [ 161, (ii) vibrational spectra of room-temperature K-590 
containing an isotopically-substituted retinal (I3C at both C,, and C,J [ 171, and (iii) CARS spectra 
of the blue membrane of BR [ 181 which contains two isomeric forms of retinal in its ground-state. 
Results fiom these studies are presented elsewhere in this publication. 

PTR/CARS techniques have also made it experimentally feasible to measure the vibrational spectra 
of intermediates (e.g., batho) in the room-temperature Rh photo-reaction [ 14,l 51. The separation 
of the retinal chromophore from its protein that occurs following meta-rhodopsin formation has 
previously prevented the detection of vibrational spectra fiom Rh intermediates at room- 
temperature. The Rh sample simply disappears upon irradiation. The excellent S/N and picosecond 
(5 ps) time-resolution available in these PTR/CARS measurements removes this experimental barrier 
by acquiring high quality vibrational data rapidly fiom intermediates prior to sample degradation. 

These CARS data can be compared to vibrational data (RR) recorded from low temperature Rh 
samples where irradiation is thought to produce a specific intermediate (e.g., batho) that becomes 
trapped. One element in these comparisons is the presence of temperature dependent changes in the 
vibrational spectrum of Rh. This information, of course, is the beginning point in any analysis and 
interpretation of PWCARS data fiom transient Rh intermediates. Attention is focussed here on the 
temperature-dependent vibrational changes appearing in Rh. 

Table 1: Comparison of the vibrational data of low (77K) and room-temperature rhodopsin. 
Band origin positions (R) obtained by fitting C=C stretch region of the PWCARS spectrs of Rh at 
room temperature to a f3) relationship. Values of R and RhRT measured by PWCARS and intensity 
maxima positions of RhLT amd RhRT measured by RR spectroscopy as well as probing wavelengths 
(nm), are presented to facilitate comparisons. 

Resonan& Raman PRlCARS 

RhLT RhRT RhRT 

48816] 600['9' 590L201 488[2'1 565 
I - 

Band maxima [cm-'1 a [cm-'1 

1450 1435 1432/ 1442 (1443) 

1549 

1582 

1599/1609 

1545 

1580 

1 1605 

1545 

1595 

1546 

1580 

1607 

1549 

1581 

1609 

1545 

1577 

1602 

1636 1633 1635 1627 

1657 1660 1655 1658 1659 1653 - 
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Specifically, the C=C stretching band of Rh is examined in this paper. The picosecond resonance 
CARS (PIUCARS) of the stable Rh is presented in Fig. 1 together with its f3) fit. The major band 
maximum (C=C stretch) appears at 1545-cm-I. This is 4-cm” lower in frequency than the 1549-cm-’ 
position reported fiom 77K RR data [6 ] .  The presence of such a temperature-dependence has been 
reported previously from RR studies [19-221. The excellent agreement between the RR and 
PIUCARS results confirms not only the precision of the experimental PWCARS data, but also the 
accuracy of the f3’ fit. More importantly, the high SM of the PWCARS data reveals several other 
vibrational bands assignable to Rh in the C=C stretching region not consistently reported previously. 
In other cases, the positions, bandwidths, and relative amplitudes of vibrational features previously 
reported can be more quantitatively determined. These comparisons are presented in Table 1. 
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Raman Shift [cm-11 

Fig, 1: PIUCARS data with f3) from room-temperature Rh (unfilled circles) with 
xQ) fit (solid line). Vertical arrows mark positions of major bands (see Table 1). 

The confirmation of the temperature-dependent C=C stretching fiequency in Rh also provides the 
background information needed to reveal the temperature-dependent changes in batho [ 1 51. The 1 3 - 
cm-’ increase between the C=C band maxima of Rh and batho observed at 77K is not found at room 
temperature. Rather a 2-3 cm” decrease upon batho formation is found [ 151. There are also several 



other lower intensity bands that can 
be observed in greater detail here 
than previously and which 
independently exhibit changes upon 
batho formation [15]. A schematic 
representation of the C=C 
stretching fiequencies of the Rh and 
batho, at 77K and room 
temperature, is presented in Fig. 2. 

The capability of observing 
complete vibrational spectra from 
intermediates in the room 
temperature Rh photo-reaction is 
based on the excellent S/N in the 
PWCARS and PTWCARS data. 

C=C stretching fiequencies 

LT RT RT LT + R.h batho batho 1 1  i p  
I 

-1 1549 1545 1542 1536 cm 

PP 
RT, 3 an’’ 

LT, 13 cm-’ 

Fig. 2: Schematic representation of the positions 
of C=C bands positions for RhRT and RhLT. 

‘Department of Biology and Chemistry, Johns Hopkins Medical Center, Baltimore, MD, USA 
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Vibrational Photon Echoes in Liquids and Glasses 

M. D. Fayer 
Department of Chemistry 

Stanford University, Stanford, CA 94305 

INTRODUCTION 

Lineshapes in condensed phases contain all of the details of the interactions of a normal mode 
with its environment. These interactions include the important microscopic dynamics, 
intermolecular couplings, and time scales of solvent evolution that modulate the energy of a 
transition, in addition to essentially static structural perturbations. An infrared absorption 
spectrum or Raman spectrum gives frequency-domain information on the interactions that couple 
to the states involved in the transition. Lineshape analysis of vibrational transitions has long 
been recognized as a powerful tool for extracting information on molecular dynamics in 
condensed phases. The difficulty with determining the microscopic dynamics from a spectrum 
arises because linear spectroscopic techniques have no method for separating the various 
contributions to the vibrational lineshape. The IR absorption or Raman spectrum represents a 
convolution of the various dynamic and static contributions to the observed lineshape. To 
completely understand a vibrational lineshape, a series of experiments is required to characterize 
each of its static and dynamic components. Techniques such as the infrared photon echo [ 1-31 
and Raman echo [4-71 can determine the homogeneous vibrational lineshape which contains the 
important microscopic dynamics although this lineshape is masked by inhomogenous 
broadening. 

Here the temperature-dependent vibrational dynamics of the triply degenerate TI CO 
stretching mode (-1980 cm-1) of tungsten hexacarbonyl (W(CO)6) in the molecular glass- 
forming liquids 2-methyltetrahydrofan (2-MTHF), 2-methylpentane (2-MP), and 
dibutylphthalate (DBP) are briefly described [SI. The contributions to the vibrational lineshape 
from different dynamic processes are delineated by combining the results of photon echo 
measurements of the homogeneous lineshape [2] with pump-probe measurements of the ,lifetime 
and reorientational dynamics [9]. This combination of measurements allows the decomposition 
of the total homogeneous vibrational lineshape into the individual components of pure-dephasing 
(Tz*), population relaxation (TI), and orientational relaxation. The results demonstrate that each 
of these can contribute significantly, but to varying degrees at different temperatures. 

INFRARED VIBRATIONAL PHOTON ECHO EXPERIMENTS 

The picosecond infrared vibrational photon echo experiment is a time domain nonlinear 
experiment that can extract the homogeneous vibrational lineshape even when the 
inhomogeneous linewidtb is thousands of times wider than the homogeneous width. The echo is 
a two pulse sequence. The two resonant IR excitation pulses generate a polarization in the 
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sample that gives rise to a third pulse of light, which is the photon echo. A measurement of the 
echo intensity vs. z, the delay time between the excitation pulses, is called an echo decay. The 
Fourier transform of the echo decay is the homogeneous lineshape [lo]. If the echo decay is an 
exponential, the lineshape is a Lorentzian with a width lhT2 determined by the exponential 
decay constant. The vibrational photon echo makes the vibrational homogeneous lineshape an 
experimental observable. 

The description of the third-order nonlinear polarization that governs infrared photon echo 
experiments in terms of the dynamics of lifetime, pure dephasing, and orientational diffusion has 
been presented [8]. For the case that the relaxation processes that contribute to the lineshape are 
separable, the photon echo signal decays exponentially as 

I(z)/I(O)= eXP[ -45(1/T; + 1/2Ti + ~ D w ) ]  = exp[-4x/T~] (1) 
where Do, is the orientational diffusion constant, and 2D0, is contribution to the echo decay from 
orientational relaxation [8]. 

The experiments were performed using infrared pulses at -5 pm generated by the Stanford 
superconducting-accelerator-pumped free electron laser (FEL). The FEL produces Gaussian 
pulses that are transform limited with pulse duration that is adjustable between 0.7 ps and 2 ps. 
The FEL emits a 2 ms macropulse at a 10 Hz repetition rate. Each macropulse consists of the ps 
micropulses at a repetition rate of 1 1.8 MHz (84 ns). The micropulse energy at the input to 
experimental optics is -0.5 pJ. The two pulses used for photon echo experiments and pump 
probe experiments were focused in the sample to 220 pm diameter. The signal was measured 
with a HgCdTe detector. The photon echo signal and a intensity reference signal were sampled 
by two gated integrators and digitized for collection by computer. Careful studies of power 
dependence and repetition rate dependence of the data were performed. It was determined that 
there were no heating or other unwanted effects when data was taken with pulse energies of -1 5 
nJ for the first pulse and -80 nJ for the second pulse and the effective repetition rate of 1 kHz (50 
kHz during each macropulse). Solutions of W(CO)6 in the glass-forming liquids were made to 
give a peak optical density of 0.8. These solutions correspond to mole fractions of 110-4. The 
temperatures of the samples were controlled to f0.2 K using a closed-cycled He refrigerator. 

RESULTS AND DISCUSS ION 

Figure l a  displays photon echo data for W(CO)6 in 2-MP taken in the low temperature glass 
at 10 K [8]. The inset shows a log plot of the data. The decay is exponential, indicating that the 
homogeneous line is a Lorentzian. At this temperature, the absorption linewidth is 10.5 cm-1 
(3 10 GHz). In contrast, T2 = 240 ps, yielding a homogenous linewidth of 1.3 GHz. Thus the 
absorption line is massively inhomogeneously broadened. Figure 1 b displays data taken using 
0.7 ps pulses in the solvent DBP [3]. With this pulse duration, the bandwidth of the excitation 
pulses exceeds the vibrational anharmonicity; population can be excited to higher vibrational 
levels. Thus, short pulse excitation creates a three level coherence involving v = 0, 1 and 2. The 
expected photon echo signal can be described for an unequally spaced three-level system using a 
semiclassica! perturbative treatment of the third-order nonlinear polarizability in the Bloch limit. 
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The decay is consistent with the expected decay of a three level vibrational coherence. The 
decay is modulated at a 2.3 ps frequency, 
corresponding to a Vibrational anharmonic splitting, A 
= 14.7 cm-1 rt 0.3 cni-l [3]. This splitting is in accord 
with the value of 15 cm-1 rt 1 cm-* subsequently 
obtained by Heilweil and co-workers from 
observation of the v = 1+2 and v = 2+3 transitions 
using transient infrared absorption [ 1 11. The echo 
decay data also provide the homogeneous dephasing 
times for the two transitions involved in the multilevel 
coherence [3]. 

The temperature dependences of the homogeneous 
vibrational linewidths in the three glasses at low 
temperatures are compared using a reduced variable 
plot [SI in fig. 2a. Such normalization allows 
comparison of the functional form of the temperature 
dependences, independent of differences in T, and 
coupling strengths of the transition dipole to the bath. 
Figure 2a shows that the temperature dependences of 
the homogenecus linewidths are identical in the three 
glasses and are well described by a power law of the 
form 
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Figure 1 - (a) Photon echo decay data in 2- 
nethylpentane glass at IO K. (b) Vibrational 
)hoton echo decay gives the homogeneous 
iephasing of the three level coherence with 
)eating at the anharmonic vibrational 
iequency splitting. 
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i 
The offset at 0 K, To, represents the linewidth due to the low temperature vibrational lifetime. A 
fit to eq. 2 for all temperatures below the glass transition is shown in fig. 2a, and yields an 
exponent of a = 2.1k0.2 and ToK(T,) = 0.24k0.02. At temperatures above -1.2Tg, the 
linewidths of the three liquids diverge froin one another. Because of its high glass transition 
temperature, DBP allows the largest temperature range over which to observe the power law. 
The data are presented in two ways in fig. 2b. The solid circles are the data and the line through 
them is a fit to eq. 2. To show more clearly the power law temperature dependence, the open 
circles are the data with the low temperature linewidth, To (corresponding to a vibrational 
lifetime, Tl(0 K) = 33 ps) subtracted out. The line through the data is T2. It can be seen that the 
power law describes the data essentially perfectly over a change of linewidth of -500 from 10 K 
to 200 K. This would be consistent with dephasing caused by Raman (two quantum) phonon 
scattering. 

In 2-MTI-IF and in 2-MI' below 150 K, the echo decays yield a homogeneous linewidth that is 
much narrower than the width of the absorption spectrum. These results demonstrate that the 
vibrational lines of these system are inhomogeneously broadened in the glass and supercooled 
liquid. In 2-MP the w ( C 0 ) ~  TI line becomes homogeneously broadened at 250 K and 
above [SI. However, in  DBP the line is substantially inhomogeneous at all temperatures. The 
homogeneous linewidth at 300 K is - 1  cni-1, while the absorption spectrum linewidth is 26 cni-1. 
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This is the first conclusive evidence for intrinsic inhomogeneous broadening of a vibrational line 
in a room temperature liquid. Thus, even in room temperature 
liquids, it is not safe to assume that dynamics can be obtained 
by taking a vibrational spectrum and analyzing it assuming it 
is homogeneously broadened. 
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Figure 2 - (a) Comparison of the 
homogeneous linewidth in three 
organic glasses. (b) Homogeneous 
linewidth in DBP, solid circles, and 
the corresponding data with the 
lifetime removed, open circles. 

Using the pump-probe measurements of the orientational 
diffusion constant Do, and the population relaxation time TI 
[8,9], the contribution due to pure dephasing can be 
determined from the homogeneous linewidth. Figure 3 
displays the decomposition of the temperature dependence of 
the homogeneous linewidth in the 2-MP solvent into its three 
dynamic components [8]. At low temperatures, the lifetime is 
the dominate contribution. At high temperatures, pure 
dephasing is the dominate contribution. Only at intermediate 
temperatures does orientational relaxation make a substantial 
contribution. The linewidth contribution from lifetime 
broadening remains significant until -50 K. Above 50 K, the 
contributions to the linewidth from pure dephasing and 
orientational relaxation dominate. Orientational relaxation 
does not dominate in any temperature range, but makes its 
largest percentage contribution around 100 K. By 100 K, the 
pure dephasing is a substantially larger contribution than either 
the lifetime or the orientational relaxation. Above -150 K, 

pure dephasing is the overwhelmingly dominate 
component of the homogeneous linewidth. 

In fig. 3 it is seen that there is a rapid increase in 
pure dephasing beginning slightly above the glass 
transition temperature. This implies that an 
additional mechanism for pure dephasing turns on, 
and it is linked to the glass-to-liquid transition. The 
onset of dynamic processes near the glass transition 
is often described with a Vogel-Tammann-Fulcher 
(VTF) equation [12]. If the VTF equation applies 
to pure dephasing near and above the glass 
transition, then the full temperature dependence 
would be the sum of the low temperature power law 
plus a VTF term. To test this idea, the temperature- 
dependence of pure dephasing was fit to 

r*(T) = A,?a +A2  exp(-B/(T-Ti)) 
for all temperatures below 300 K, and is shown as 
the line through the pure dephasing data in fig. 3. 
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Figure 3 - Log-log plot of the dynamic 
zontributions to the homogeneous vibrational 
linewidth. 
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The fit describes the entire temperature dependence exceedingly well and yields a reference 
temperature of To* = 80 K. This reference temperature matches the laboratory glass transition 
temperature Tg. We can thus infer that the onset of the dynamics that cause the rapid increase in 
homogeneous dephasing in 2-MP is closely linked with the onset of structural processes near the 
laboratory glass transition temperature. 

The development of picosecond vibrational photon echo experiments to examine condensed 
matter systems represents a significant extension of the field of vibrational spectrosc.opy. Echo 
experiments and other IR vibrational four wave mixing experiments such as stimulated echoes 
and transient grating experiments that we have recently performed, will provide important tools 
to greatly increase our understanding of the vibrational dynamics and intermolecular interactions 
in condensed matter systems. 
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INTRODU CTION 

A group of organic polymers with conjugated n-electrons, Le., polyacetylene, polythi phene, 
pol y(p-phenylene), etc., are called conjugated polymers or conducting polymers. These 
polymers have attracted much attention of scientists in various fields, because of their potential 
application as well as the novel physics and chemistry inherent in these materials [l,  21. These 
polymers have conjugated C=C bonds in their ground-state structures. Excited states in these 
polymers are expressed by elementary excitations in solid-state physics. Solitons, polarons, 
bipolarons, escitons, etc., are proposed as excitations in these systems [l, 21. They are quasi- 
particles with structural cliangcs over sevcral repeating units in  a polymer chain. In chemical 
terminology, polarons, bipolarons, and charged solitons correspond to radical ions, divalent ions, 
and ions localized in a polymer chain, respectively. The conjugated polymers show 
photoinduced infrared absorptions, which are associated with photoconduction. Thcse 
photoinduced absorptions arc attributed to charged cscitations [ 1, 3, 41. The structures and 
dynamics of polarons, bipolarons, and charged soli tons can be elucidated by time-resolved and 
transient infrared spectroscopy. In this paper, we will report photoexcitation dynamics of trans- 
polyacetylene, polythiophene, and poly(2,5-thienylenevinylene) by phase-modulation infrared 
spectroscopy [5], which is a frequency-domain method for studying dynamics of a system. 

THEORETICAL BACKGROUND 

The intensity of the pump laser light L(t) for photoexcitation is sinusoidally modulated as 

where n represents a constant term, b an amplitude, and o an angular frequency, which is equal 

to 2nfwherefis the frequency of modulation. The absorbance change of an infrared band at c, 
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AA( \7 , o, i), induced by the pump laser light is expressed as 

in  which 

AA(V,  cop 
AA( 0 , o )  

$(C, o) = arctan (5) 

The photoinduced infrared absorption consists of two terms in Eq. 2. The first term is the time- 
dependent ac modulation. This term vibrates sinusoidally with the same angular frequency as 
the external stimulus; the amplitude is AA(?, &)'and the phase is delayed by 6 (c, o) relative to 
the stimulus because of the finite lifetime of the photogenerated species. This ac term can be 
divided into the in-phase and 90" out-of-phase (quadrature) terms, as shown in EZq. 3. The in- 
phase and quadrature components are related to the amplitude (magnitude) and the phase delay 
in Eqs. 4 and 5. The magnitude and the phase delay (or in-phase and quadrature components) 
expressed as a function of the modulation frequency are the response in the frequency domain. 
The frequency-domain response is related to the decay function in  the time domain by Fourier 
transformation [5]. The second term of Eq. 2 represents the time-independent dc component, 
corresponding to the static infrared difference spectrum. 

The details of the infrared spectrophotometer used for phase-modulation measurements were 
described in the previous paper [SI. Our system mainly consists of an Argon ion laser, an 
acousto-optic modulator, a function generator, a lock-in amplifier (EG&G PARC 5209), and a 
Fourier transform infrared (FT-IR) spectrophotometer (JEOL JIR-5500) with a HgCdTe 
detector. The speed of the moving mirror of the IT.-IR spectrometer is 0.01 cm s-'. The upper 
limit of the wavenumber range of infrared light is set at about 1650 cm-' by an optical filter. 
Thus, an unmodulated interferogram involves frequencies lower than 33 Hz. By use of our 
experimental setup, dynamics in the micro- to millisecond region can be studied in the spectral 
range between 4000 and 750 cni-'. 

28 



The absorbance changes corresponding to the ac and dc terms are given, respectively, as 

where B(C)  denotes the intensity spectrum with laser light off, dB(f, u))’ the photoinduced 
intensity spectrum arising from the ac term, k the amplification factor of the lock-in amplifier, 

and dB(c)” the photoinduced intensity spectrum arising from the dc term. Since the 
photoinduced absorbance changes are very small (less than the induced absorbance from 
the ac term is approsiniately proportional to the photoinduced intensity, as shown in Eq. 6. 

RESULT S AND DISCUSS ION 

The photoinduced infrared spectra of polythiophene arising from the ac term with the 1 kHz 
modulation at 78 K are shown in Fig. 1. The phase angles of Figs. l a  and lb  are - 40” and 50°, 
respectively. The Q = - 40” spectrum is essentially the same as not only the photoinduced 
infrared spcctrum arising from the dc term (not shown) but also the spectrum obtained by 
dirference FT-IR method [6]. Figure 1 shows that the phase delays of the photoinduced bands 

1500 1300 1100 900 
Wavenumber / cm-’ 

Figure 1: Photoinduced infrared absorption spectra of polythiophene ansing from the ac term. 
Phase angle, (a) - 40” and (b) 50”; modulation frequency, 1 kHz; pump laser light, 514.5 nm, 86 
mWlcm*; temperature, 78 K. 
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observed at 1315, 1196, 11 19, 1007, and 903 cm-' are 40". Thus, all the photoinduced bands 
show the same temporal behavior. The magnitude and the phase delay of the 1315 cm-'-band 
are plotted against the modulation frequencies between 0.4 and 25 kHz in Fig. 2a and 2b, 
respectively. The magnitude decreases with increasing frequency approximately in proportion to 
f o ,  whereas a unimolecular decay should show thef' dependence [5]. Thus, the decay kinetics 
of photogenerated species is not unimolecular, but is more complicated. Trans-pol yacetylene 
and poly(2,5-thienylenevinylene) show the f"" and dependence, respectively. The lifetime 
of photogenerated species can be roughly estimated from the phase delay by use of an equation 
derived from an exponential decay function [5]. The calculated lifetime ranges between 41 and 
250 ps for the 0.4-25 kHz modulation frequencies. This result also indicates that the decay 
kinetics is not unimolecular. 

According to ultrafast time-resolved electronic absorption studies of conjugated polymers [7- 
lo], excitations are generated, diffuse along a polymer chain, recombine geminately, or 
recombine with structural defects on the subpico- and picosecond time scales. Isolated charged 
excitations, which escape from recombination, are formed within one microsecond [SI. Charged 
excitations existing in the micro- to millisecond region are considered to be charged solitons for 
trans-polyacetylene [ 1 13 and bipolarons for polythiophene [ 121 and poly(3,5-thienylenevinylene) 
[13]. Isolated charged excitations can hop between adjacent polymer chains and also move 
along a polymer chain. I f  a charged excitation encounters an oppositely charged excitation in 
this process, they will  recombine gcniinately. Since this diffusion-recombination process is very 

1 
0.3 1 10 30 0.3 1 10 30 

f /  io3 HZ f /  i o3  HZ 
Figure 2: The modulation-frequency dependewe of the magnitude (a) and the phase delay (b) of 
the photoinduced 1315-cm-' band. Pump laser light, 514.5 nm, 86 mW/cm*; temperature 78 K 
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fast (picosecond time scale), hopping of charged excitations between polymer chains is probably 
a rate-determining step in the micro- to millisecond kinetics. The pump-power dependence of 
photoinduced difference FT-IR spectra suggests bimolecular recombination kinetics [ 10, 1 13. 
The observed f -a (a = 0.6, 0.65) dependence possibly reflects bimolecular recombination 
kinetics in polymers with various conjugation-length distributions, defects, and solid structures. 

In conclusion, phase-modulation infrared spectroscopy is useful in studying recombination 
dynamics of photogenerated charged excitations on the micro- to millisecond time scale. 
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Abstract 

Broadband transient infrared (IR) methods are used to study vibrational up-pumping and 
relaxation dynamics of the CO-stretch T,, mode v=1-3 overtone states of W(CO), in n- 
hexane (ca. 15 cm-' anharmonic shifts, T, = 140+20 (errors +la), 75-125, and 30+15 ps for 
v = 1-3, respectively). Results from two-color experiments on dilute, room temperature 
tertiary solutions of pyrrole:base:CCl,, methanol:base:CCl,, and ( CH3CH,)3SiOH:base:CC1, 
show that the T, vibrational relaxation time of the complex NH- or OH-stretch correlates 
strongly with basicity and is unaffected by base deuteration. There is little evidence for 
complex IR-induced dissociation. Studies of "free" monomeric acid T, lifetimes as a function 
of base concentration yield acid-dependent bimolecular rate constants that are independent 
of base. These rates approach the diffusion limit, indicating complexation may occur at 
times comparable to a binary encounter but depend on acid structural properties. 

INTRODUCTION 

The generation of femtosecond, tunable mid-IR pulses have enabled investigations of 
molecular vibrational energy transfer, reaction mechanisms and rates, and structurally 
sensitive biochemical processes in complex condensed-phase media. More sophisticated 
studies of microscopic chemical and physical processes will potentially emerge by using 
transient IR techniques including fast read-out, large format ( > 256x256) IR focal plane 
arrays in the 3-11 micron region and Fourier Transform IR methods. In this vein, we are 
developing multichannel detection methods with high signal-to-noise and data acquisition 
rates to obtain high quality broadband ( ~ 3 0 0  cm-' FWHM) IR transient spectra. 

In this paper, we review results obtained from studies of population up-pumping and 
overtone relaxation in the T,, CO-stretch vibrational manifold of a solution-phase metal- 
hexacarbonyl species. More recently, we have examined organic systems with emphasis on 
understanding the vibrational dynamics of dilute hydrogen-bonded 1: 1 complexes in inert 
solvents at room temperature. These studies reveal that proton donor NH- and OH-stretch 
relaxation rates are enhanced by localized interactions and correlate with basicity. 
Measuring "free" NH- and OH-stretch lifetimes in solution enable extraction of acid-base 
bimolecular encounter rates which are found to be independent of base composition. 
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EXPERIMENTAL 

Broadband infrared techniques used at NIST include generation of ultrashort pump and 
broadband IR probe pulses (2150 fs) by difference frequency downconversion in LiIO, 
crystals [l]. Transient difference spectra are obtained in about 7 minutes (at 20 Hz) by 
averaging normalized single-shot probe and reference tracks. These visible spectral tracks 
are obtained by LiIO, upconversion of two IR probe pulses after the sample and detected 
with a spectrograph/multichannel CCD combination [ 11. After determining spectral band 
positions and shifts, two-color lifetime measurements (multiple runs) are obtained by 
standard "narrow-band" pump-probe methods using 1 cm2 single element InSb detectors. 

Room temperature samples were flowed through a stainless steel 0.1 cm pathlength cell 
containing 0.3 cm thick CaF, windows. IR pump energies were typically < 10 pJ focussed 
to a 100 pm diameter spot size. Probe pulse polarization was set to the magic angle (54.7 
degrees) to eliminate rotational anisotropy. Dilute samples of W(CO), in n-hexane (ca. 
2x104 mole/dm3) and binary and tertiary solutions of pyrrole, methanol, triethylsilanol with 
various bases (e.g., acetonitrile, pyridine, tetrahydrofuran, acetone) in room temperature 
CC1, and CHC1, solvents were prepared without purification. CHC1, and acetonitrile were 
dried over-night by contact with molecular sieves. 

VIBRATIONAL UP-PUMPING AND RELAXATION RATES OF W(C01, [2,3] 

W(CO), up-pumping and TI, CO-stretch vib'rational fundamental and overtone relaxation 
dynamics were obtained with 2 ps IR pump pulses at three frequencies: the high frequency 
side (1990 cm-I), pump and central absorption frequency coincident (1983 cm-I), and to the 
low frequency side (1968 crn-') of the absorption. Representative difference spectra taken 
after IR pumping (0.75 pJ) of W(CO), are 
shown in Figure 1. Each pumping 

distributions (spectra monitor the difference 
in population between two states) and the 
subsequent relaxation kinetics in each case 
are obtained as a function of delay time (td) 
for the various vibrational levels prepared 
within the CO-stretching manifold. Time- 
dependent spectra (not shown) for td>O 
indicate that population cascades down the 

0.75 VJ IR - Pmmp 
/\. 

0.4 - i 1. 
condition produces different population ! !  

TI, manifold. By directly monitoring the IR pump (em") 

absorption decay kinetics for the highest -0.4 - i !  19611-365p 
I !  - 

populated level (dependent on pump - I !  1990 - 6.7 ps - - - - -  i !  
i! 1983-4.p 

conditions) and by multilevel kinetic 
-.-.- 'I modelling, T, population lifetimes 14Ot-20, 

75t-25, and 30+15 ps for v=1-3, 1990 1980 1970 1960 I950 1940 1930 1920 
respectively, are obtained. Evidence for a Wavenumbers (em-') 

-0.6 - 
I ' I ' I . 1 ' 1 ' I ' I ' I ' I . I ' I . I . l . I '  

Ps to intermode Figure 1 Transient difference spectra for 
transfer lifetime Was also extracted from w ( c 0 )  /c H at indicated pump frequencies early-time decay components [3]. 6 6 14 
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The salient features of this study are: (1) pump frequency and power dictate the 
popcllation distribution of the v=  1-3 vibrational overtone states; (2) the anharmonic 
frequency shifts (ca. 15 cm-') of the W(CO), in n-hexane overtones are directly observed via 
transient IR broadband spectroscopy [ 1,2]; (3) experimental overtone state lifetimes are 
extracted directly from the data and can be compared to theoretical prediction; and (4) a 
10-20 ps intermode coupling time of the T,, to Eg manifolds is evident in the level decay 
data [2,3]. Further work to investigate the effects of using shorter (ca. 100 fs) chirped IR 
pump pulses to "control" the level population of even higher CO-stretch overtones in this 
system is in progress [4]. 

VIBRATIONAL DYNAMICS OF HYDROGEN-BONDED 1:l COMPLEXES [5] 

Investigations of dilute 1: 1 proton-donor:proton-acceptor (base) complexes in inert, room 
temperature CCl, solution can directly identify mode-specific energy transfer processes, 
hydrogen-bond dissociation/reformation rates, and effects of base and solvent vibrational 
structure on the dynamics. These studies compliment earlier work where concentrated 
alcohol [6] and water [7] hydrogen-bonded oligomers were examined. 

Pyrro1e:Base: CCl, Complexes [ 51 

Vibrational energy relaxation rates of the NH-stretch (v = 1) vibration of 4 .2~10-~ 
mole/dm3 pyrrole (C,H,N) in room temperature CCl, (T,=49+3 ps) and in various 1:l 
pyrrole:base/CCl, complexes (see Table I) is found to depend monotonically with basicity 
and H-bond strength (proportional to frequency shift). The NH-stretch TI lifetime can 
reduced by more than one order of magnitude upon complexation. 

Intramolecular energy transfer appears to be the dominant relaxation pathway in these 
systems. Since pyrrole complexed to a variety of bases with specific proton-accepting 
strengths and internal vibrational modes were examined, it appears that the NH-stretch 
relaxation rate is governed by "localized hydrogen-bond mode interactions [8]. This 
conclusion is supported by base deuteration experiments (see belcw). Despite attempts to 
observe "free" pyrrole via complex dissociation after NH-stretch excitation (the H-bond 
dissociation energy is approximately 1200-1700 cm-' or 3-5 kcal/mole, much below the 3400 
cm-' excitation energy), only indirect evidence for a minor pathway (<2% of excited 
complexes) for pump-induced ccmplex dissociation was observed through incomplete 
baseline recovery or multi-exponential NH-stretch parent bleach transients. 

Methanol and Triethylsilanol 1:l Complexes 

Similar measurements were conducted to obtain the internal OH-stretch (v= 1) relaxation 
lifetime for methanol and triethylsilanol complexed with bases in room temperature CCl, 
solutions. Transient absorption (v= 1-2) kinetics confirmed that the OH(v= 1) lifetime for 
dilute (Et),SiOH/CCI, was 185+15 ps [9] while the lifetime for methanol (T1z15 ps) was 
obtained previously [9]. Measurements on OH-containing acid:base complexes exhibit 
reduced OH(v= 1) T, with basicity (see pyrro1e:base results): (1) (Et),SiOH complexes with 
acetonitrile, acetone, and THF yielded T, =30_+5, 12+5, and 4+2 ps, respectively, while (2) 
methanol complexes with acetonitrile, THF, and pyridine gave T,=6.5+2, 6.523, and S-4 ps. 
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Table I: Frequencies, bandwidths, shifts, basicities, and T, lifetimes for hydr 
solutions at 298 K. 

a bgen-bonde 

11 System" 

pyrro1e:THF in CC1, 3346 100.9 150 0.55 

pyrro1e:pyridine in CC1, 325 1 143.0 244 0.64 

491t3 

25+2 

8.72 1 

1322 

13+2 

7.32 1 

1 4.3k.5 

~ 4.52.4 

~ 1.52.4 

a 4 .2~10-~  moles/dm3 pyrrole and 1.9 moles/dm3 base. bFull width at half maximum. 'Shifts 
measured relative to "free" pyrrole NH-stretch in CCI,. dKamlet-Taft parameters [ 101. 
"Reported lifetimes (+lo)  extracted from transient bleaching and double resonance decays. 

Dilute CCI, complexes of (Et),SiOH with perdeuterated acetonitrile and acetone were 
examined to determine whether CH-stretch and bend modes participate in the OH-stretch 
relaxation mechanism. Within experimental uncertainty, substitution of deuterated bases 
for protonated species studied above exhibited no change in OH(v=l)  relaxation of the 
complexes. Again, these results suggest that the enhancement of NH- and OH-stretch 
relaxation in acid-base complexes is dominated by a "local mode" coupling mechanism. 
These observations merit modelling by molecular dynamics or other simulation methods. 

Bimolecular H-bond Tnteractions Studied by "Free" Triethylsilanol Vibrational Relaxation 

Pump-probe measurements of the OH-stretch (v= 1) lifetime were performed for "free," 
uncomplexed (Et),SiOH present in dilute, room temperature, tertiary (Et),SiOH:base:CCl, 
hydrogen-bonded solutions (base = acetonitrile, tetrahydrofuran, and pyridine). The 
intrinsic (Et),SiOH OH-stretch T, vibrational population lifetime (185+15 ps) is reduced by 
bimolecular (Et),SiOH:base hydrogen-bonding encounters but unaffected by hexane or 
benzene collisions (> 1 mole/dm3). The base concentration dependence of the "free" OH- 
stretch vibrational deactivation rate was analyzed by a Stern-Volmer kinetic model and a 
least-squares fit to all (Et),SiOH:base data yielded a single rate constant k,, = 1.21t0.2 x 
10" dm3 mole-' s-l (Figure 2). This value agrees with estimates for the bimolecular diffusion 
limit. k,, was the same for all (Et),SiOH:base interactions studied, suggesting that the 
bimolecular OH-stretch deactivation mechanism is relatively insensitive to the proton- 
accepting strength of the base. However, a similar analysis for pyrro1e:acetonitrile solutions 
yielded k,, = 2.5k0.2~10'~ dm3 mole" sel [5].  The different values for k,, extracted for 
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(Et),SiOH vs. pyrrole under equimolar 
concentrations of base suggest that steric or 
acid structural factors may be involved in 
the acid-base encounters which lead to 
hydrogen-bond formation. Studies are 
underway to extract mechanisms and 
hydrogen-bond association/dissociation 
rates from bimolecular, "free" acid and 
acid:base vibrational decay experiments. 

N-METHYLACETAMIDE (NMA) NH- 
STRETCH VI BRAT1 ONAL RELAXATI 0 N 

We also performed NH-stretch (v = 1) 
population relaxation measurements for 
NMA in room temperature, dried CCl, and 
CHCI, solutions. For concentrations where 
minimal self-association occurs (5-10x10-' 
mole/dm3), v =  1-2 transient absorption 
decays were obtained at 3332 cm-' after 

0016 

T (Et)3SiOH in CCI4 (T=298 K) 

0014 - 

- 0012 

B 

- - 
v 

VI 0010 .n 
- 

0008 - 

I O  3 E' k B M =  1.2~10 dm r n ~ l ' l s - ~  
OQO6 - 

0004 " " " " " " " " " " " . ' . ~ ~ ' . . ~ ' ~ . ~  
- 0 1  0 0  0 1  0 2  0 3  0 4  O S  0 6  0 7  O S  

[Base] (mole dm-3) 

Figure 2 Stern-Volmer plot of (Et),SiOH 
relaxation vs. [base] yielding bimolecular rate 

excitation of the NMA NH-stretch at 3467 cm-' with picosecond IR pulses. Numerous 
measurements for NMA in both solvents yielded thc same NE-stretch relaxation lifetime 
of 1322 ps. Studies of NMA 1:l complexes with water and bases or model short-chain 
amino-acids are underway to elucidate H-bonding dynamics in small model protein systems. 
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Introduction 

Cytochrome c oxidase (CcO) is the terminal enzyme of the 
respiratory chain of aerobic organisms and catalyzes the reduc- 
tion of dioxygen to water. The electron transfer to dioxygen is 
coupled with vectorial proton translocation across mitochondrial 
inner membrane (1). CcO has two heme A groups (Fea and Fea3) and 
two copper centers (Cu, and Cue) as redox active metal centers. 
It is known that the Fea3-Ch,blnuslear center serves as a cata- 
lytic site for dioxygen reduction, while the Fe and Cu,centers 
receive electrons from cytochrome c and transfer them to the 
catalytic site. Extensive efforts have been made to elucidate 
the reaction mechanism of this enzyme by using time-resolved 
absorption [2], cryogenic absorption [3], EPR [4], and resonance 
Raman (RR) spectroscopy [5]. Time-resolved RR spectroscopy is 
uniquely powerful for elucidation of the reaction mechanism of 
CcO, since only this technique is able to detect the vibrations 
of dioxygen and its reductive intermediates bound to the catalyt- 
ic site during the enzymic turnover. Indeed, this technique has 
explored structures of reaction intermediates of various heme 
proteins [6]. Here we present evidences for the heterolytic 
cleavage of the 0-0 bond at the Fea3-CuB site and also for the 
presence of an electron transfer step which is potentially regu- 
lated by a proton transfer. 

Results and Discussion 

Figure 1 shows the time-resolved RR difference spectra of CcO 
(l60 derivatives minus 1802 derivatives) for its reaction in H,O 
at the delay time (At) from 0.1 to 5.4 ms after the initiation 
of the reaction. To accumulate these spectra, an Artificial 
Cardiovascular System for Enzymic Reactions [7aJ with some fur- 
ther improvement was used; the lung for 02was replaced with a 
water-jacketed type, to which temperature controlled water at 
- lO°C containing 20% (V/V) ethyleneglycol was circulated. It was 
demonstrated previously [7a] that the difference peaks at 571/544 
cm-' for 1602/'8~, in spectrurn I: arose from the dioxygen adduct wits 
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c 

end-on geometry. We pointed out the presence of two sets of 
difference patterns around 800 cm" for the subsequent intermedi- 
ates [7a] , although they have not been resolved in other studies 
[ 8 ] .  Here we confirm the presence of two bands at 804/764 and 
785/750 cm-' together with the low frequency bands at 356/342 cm" 
in spectra B (At=0.27 ms) and C (At=0.54 ms). The order of 
their appearance is much clearer 
in Fig. 1 than in the previous 
study [7aJ. Spectrum D ,  which 
exhibits only the 785/759 cm-' 
pair near 800 cm-', indicates 
that the 804/764 cm-' pair is 
followed by the 785/750 cm-' 
pair, similar to that for the 
reaction of oxidized CcO with 
H O2 [9b]. The 450/425 cm-' pair, 
wkich arise from the final spe- 
cies with the Fe"'-OH heme 
[7b,8aJ at At=2.7 ms (spectrum 
D) , disappears at At=5.4 ms 
(spectrum E) due to exchanges of 
the bound hydroxyl anion with 
bulk water. The RR spectra in 
Fig,. 1 verify that the 356/342 
cm' pair do not belong to the 
species which yields the 785/750 
cm-' pair. The relative intensi- 
ties of the 804/764 cm-'bands to 
the 356/342 cm-' bands were 
varied in repeated experiments, 

v 

RAMAN SHIFT/cm" 
suggesting that these Pairs arise Figure 1. Time-resolved reso- 
from different species. nance Raman difference spectra 

of reaction intermediates of 
Figure 2 depicts similar cytochrome c oxidase in H,O. 

difference spectra observed for The Raman difference spectra 
the D,O solution. Spectrum A obtained by subtracting the 
(At=O.l ms) gives the Fe"'-0 spectrum of derivatives 
stretching mode at 571/544 Cm2' from the specgrum of 160;, 
similar to Figure 1 A .  On the derivatives at each delay time 
contrary to the case Of the H20 are depicted. Delay time 
solutioil, however, a single band after ixitiation of the reac- 
was observed at 804/765 cm-' at tion is 0.1 ( A )  , 0.27 (B) , 
Atz0.54 (B) and 2.7 ms ( c )  in 0.54 (C), 2.7 (D) and 5.4 ms 
addition to the low frequency (E). Sample conditions; 
bands. Therefore, we previously cytochrome c oxidase, 5 0  p ~ ;  
described (7aJ that the 785/750 ascorbate, 100 mM; cytochrome 
cm-'pair in the H,O solution were c, 50 p M ;  buffer, pottasium 
shifted to 796/766 cm-' in D 2 0 ,  phosphate,, 50 mM, p~ 7.4, 
giving rise to an overlaPPl?g ethyleneglycol, 20 % ( v / v )  . 
band centered around 800 cm' - The initial O2 concentration 
However, it turned out from this was estimated to be 350 p ~ .  
experiment that the lifetime of Sample temperature was 3Oc at 
the 804/765 cm-' species is S O  the flow cell. Excitation, 
di.r"ferent between in H20 and D,O 423 nm. 
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that the 785/750 cm-' species 
was not generated at At=2.7 ms 
in D,O when it was generated in 
H,O. Spectra D (At=6.5 ms) and 
E (At=11 ms) for the D20 solu- 
tion demonstrated the appearance 
of the 785/750 cm-' species much 
later than in the case of H,O 
solutions. This strongly sug- 
gests that the change from the 
804/765 cm-' species to the 
785/750 cm" species is coupled 
with proton translocation and 
therefore its rate becomes slow 
(-1/5) in D20. The subsequent 
appearance of the 443/417 cm-' 
bands, which arise from the 
Fell'-OD stretching, is consist- 
ent with the results of Fig. 1. 
The experiments for At=0.1-0.5 
ms for D20 solutions (data not 
shown) , which yielded the 
804/764 and 356/342 cm-' bands 
in a manner similar to spectrum 
B, definitely denied the suqqes- 

AI 

~~ 

RAMAN SH!FT/ cm-' 
[8b] that the 356/342-cm-' Figure 2 .  Time-resolved reso- 

bands appeared prior to the nance Raman difference spectra 
of reaction intermediates of 804/764 cm-' bands. 

in D,O. 
-54 (B) I 
ms (E). 
same as 

cytochrome c oxidase 
Delay time is 0.1 ( A )  , 0 
2.7 (C), 6.5 (D), and 11 
Other conditions are the 
those for Fig. 1. 

Figure 3 shows the RR spectra 
neasured selectively for the 
"607 nm" form generated in the 
reaction of oxidized CcO with 
hydrogen peroxide at ambient 
temperature [sa]. The "607 nm'' form is the primary intermediate 
in this reaction and has been assigned to a peroxy intermediate 
[2b]. 
( A )  , H,1802 (B) , and H2l60l8O (C) and their differences, D=A-B anb 
E=C-(A+B)/2, demonstrate that the band of spectrum A at 803 cm-' 
is shifted to 769 cm-' in spectrum B, while the other two bands 
at 823 and 753 cm-I remain unshifted. When H2'6G'80 was used, 
bands were seen at 8 0 3  and 769 cm-', but their peak intensities 
relative to the 753 cm"band were reduced almost to half of 
those in spectra A and B. If this band were associated with 
O--O- stretching mode of a putative peroxy structure, the l60-l8O 
stretching frequency should appear between those of l 6 0 l 6 O  and 
180180. Difference spectrum E indicates no residuals between 769 
and 803 cm", demonstrating uniquely that the 803/769 cm-' bands 
arise from Fe=O stretching mode. The absence of a band at in- 
termediate frequency is incompatible with either a Fe11'-022- 
stretching with side-on geometry or an O - - O -  stretching. 

The RR. spectra of the "607 nm" form derived from H2160 

These observations and the new facts that the frequency of 
785/750 cm-' remains unchanged in D,O and that: the 804/765 cm" 
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species appears prior to the 785/750 cm-'species forced us to 
retract our previous assignments of them to the FeIV=O and Fe"'O0H 
species. The 804/765 cm-' species belongs to the FeV=O oxidation 
state of heme and thus the heterolytic cleavage of the 0-0 bond. 
The FeV=O oxidation state of hemeproteins involves a possibility 
of Fe'"=O porphyrin ncation radical like compound I of horserad 
ish peroxidase (HRP) or an amino 
acid cation radical with an FerV=O 
heme like compound ES of cytochrome 
- c peroxidase (CcP) . However, the 
former possibility is ruled out 
since the Soret absorption of the 
8 0 4 / 7 6 5  cm-l species is of ordinary 
intensity, while the latter possi- 
bility is less likely as ionization 
of a protein moiety would not so 
sensitively change the Fea31V=0 
stretching ( v F e Z 0 )  frequency. On 
the other hand, the electron with- 
drawing substituent of heme A may 
lower the HOMO level of the porphy- 
rin and as a result it becomes 
likely that an electron is taken 
out from a metal orbital upon 
oxidation. 

Consequently, it is most likely 
to assign the Fea3'=0 heme for the 
peroxy state rather than the puta- 
tive FeOOCu or FeOOH structure 
suggested previously. The frequen- 
cy and the size of isotopic fre- 
quency shifts of the 7 8 5 / 7 5 0  cm-' 
species are quite reasonable to Figure  3. Resonance Raman 
assign it to the ferryloxo compound spectra in the 800 cm" region 
like compound I1 of HRP [lo]. The of the "607  nm" form generated 
356/342 cm-lpair are assignable to in the reaction of oxidized 
a His-FeV=O bending vibration, cco with hydrogen peroxide. 
assuming that this species gives Hydrogen peroxide used are 
the FeV=O stretching mode near 800 H l60 (A) , H,180, (B) , and 

band. The His-FeV=O bending vibra- show difference spectra, D = A 
tion is degenerate and Raman inac- - B; E = C - (A+B)/2. The 
tive for the upright structure of inset shows the full frequency 
an Fe=O heme with C,vsymmetry, but range of spectrum D measured. 
becomes Raman active for a distort- Experimental conditions were: 
ed structure. Based on these flow cell, 0.6 x 0 .6  mm'; slit 
assumptions, we propose scheme I width, 4 .2  cm-', laser 607 nm, 
for the pathway of dioxygen reduc- 100 mW at the sample; total 
tion. One of the characteristics accumulation time, 7 8 / 7 8 ,  1 5 6  
of this scheme is that the 0-0 bond min for spectra A, B and C, 
of the dioxygen adduct undergoes a respectively, and 1 6 0  min for 
heterolytic cleavage, yielding the the resting enzyme; CcO, 50 
Fea3"=0 heme. 

cm-' overlapped to the 804 cm-' H *16 0 7% 0 (C). gpestra D and E 

Another assignment pM, pH 7 . 4 5 .  

RAiMAN SHIFT 
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n- 

1602/1802 5711544 cm" 804/764 (ca. 800/760) 785/750 
3561342 

4501425 

Scheme I. Reaction Mechanism of Dioxygen 

that the 356/342 cm-lpair arise from the Fe-0 str tching f 
Fe"'-0-0-H species located at upstream side of the Fe =O, cannot 
be completely excluded, although less likely from the present 
observations. These results would open a new page in understand- 
ing the mechanism of dioxygen reduction by CcO and its coupling 
with proton pumping. 
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1.  INTRODUCTION 

Bacteriochlorophyll a @Chl a) plays different roles in bacterial photosynthesis: The singlet- 
excited (SI) state is generated by absorption of a photon in the light-harvesting complex (LHC), 
and the singlet energy is transferred to another BChl a in the LHC and eventually to the special- 
pair BChl a in the reaction center @C). Upon excitation of the special pair (PM-PL), charge 
separation takes place, and the ejected electron is transferred to the bacteriopheophytin a (BPhe 
a) in the L-branch (HL), mediated by the accessory BChl a in the L-branch (BL). Then, 
bacteriochlorophyll a cation radical (BChl d-' ) is generated in the special pair. Under the 
reducing conditions, the reverse electron-transfer reaction causes charge recombination in the 
special pair; the energy of the resultant triplet (TI) state is transferred to the carotenoid through 
the other accessory BChl a (J~M), and then it is dissipated by the carotenoid. Chemically the 
same BChl a molecule plays different roles depending on the binding site in the LHC and in the 
RC (e.g. P u  PL, BM and BL), and the different excited states of neutral BChl a as well as the 
ground (Do) state of BChl aC carry out the physiological functions in the primary processes of 
photosynthesis. The ground-state, excited-state and redox-state properties of each BChl a in the 
pigment-protein complexes must be delicately controlled through intermolecular interactions 
with the neighboring pigment(s) and with the apo-peptide(s). 

As one of the most important intermolecular interactions, we have focused our attention to 
the states of coordination, and addressed the following two specific questions: (A) In the SO 
state of neutral BChl a, the coordination states are classified into the penta-coordinated and the 
hexa-coordinated states. Does this classification apply also to the TI state of BChl a and the Do 
state of BChl aC? (B) In the RC, BChl& can be generated by photo-excitation, although BPhe 
a (HL) does not seem to be a strong oxidant (electron acceptor). Is the gciieration of BChl a" by 
photo-excitation (without adding strong oxidant) a general property of an aggregated form? If 
the answer is yes, can BChl ai.. be generated in the LHC as well? Application of resonance 
Raman and electronic absorption spectroscopies to the bacteriochlorophyll molecules in various 
solutions and those bound to the LHC has provided us with the answers to these questions. 

2. TRANSIENT RAMAN SPECTROSCOPY OF BChl a IN SOLUTIONS 

Cotton et al. [l] and Lutz [2] assigned the strongest Raman line of SO BChl a to the C, - C, 
stretching. Donohoe et al. [3] showed that the stretchings of all the C, - C, bonds in the 
bacteriochlorine skeleton mix one another to form an -type normal vibrabon giving rise to the 
highest Raman intensity. This mode is called 'the ring- B reathing mode'. We call the ring- 
breathing frequencies in the So and TI states of BChl a Vr and v,", respectively (vi is saved for 
the Si state), and that in the Do state of BChl a" Vr +. The assignments of the v, and vr I' 

Raman lines have been confirmed by ISN-substitution [ 1,4]. 
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Table 1. The ring-breathing frequencies in the So (v,) and T, (v,? states of BCN a and in the Do state of 
BCN a+*. Solvent parameters are also shown. 

v and the coordination statesa transient solvent parameters 

Y r + )  D N ~  p c  n*c 
Solvent II 'r 'r \> + 

(a) acetonjtrile 
(b) propionitrile 
(c) 1-butyronitrile 
(d) acetone 
(e) 2-butanone 
(f) 3-pentanone 
(g) 2-octanone 
(h) diethyl ether 
(i) propyl ether 
(i) methylene chloride 
(k) carbon tetrachloride 
(1) 2-propanol 
(m) methanol 
(n) ethanol 
(0 )  I-propanol 
(p) l-butanol 
(9) 1 -hexanol 
(r) l-decanol 
(5) pyridine 
(t) tetrahydrofuran 

LH 1 
LH2 

1606 V 1590 V 
1611 V 1597 V 
1609 V 1596 V 
1608 V 588 V 1598 V 
1610 V 586 V 1595 V 
1610 V 590 V 1596 V 
1608 V 589 V 1599 V 
1607 V 591 V 
1608 V 591 V 
1609 V 1599 V 
1605 V 
1608 V 1585 V 1588 VI 
1596 VI 1584 VI 
1599 VI 1585 VI 
1598 VI 1584 VI 
1597 VI 1580 VI 1588 VI 
1594 VI 1578 VI 
1596 VI 1579 VI 
1594 Vi 1581 VI 
1595 VI 1580 VI 1586 \I 
1608 V 
1607 V 

16.1 
16.6 
17.0 

(1597 V) 0.0 
(1599 V) 

20.0 
19.0 
18.0 

2c.3 
(1597 V) 
(1596 V) 

0.37 0.71 
0.7 1 

0.48 0.71 
0.48 0.67 
0.45 0.72 

0.00 0.82 

0.95 0.48 
0.62 0.60 
0.77 0.54 

0.52 
0.88 0.47 

0.55 0.58 

aV, the pentacoordinatcd state and VI, the hcsacoordinatcd state. 
bDonor number and Ta f t  pararncters. 

1590 
Ct: + 
s" 

= 1580 
>" 

U r P  

- 9  

.'; 0 

a 
0 

* 
1590 1600 1610 

Figure 1. The correlation between the ring-breathing frequency of SO BCN a (vr) and that of TI BChl a (1):) in 
the penta- (a) and the hexa- (I) coordinated states, and thc correlation between LIic ring-breathing frequency of SO 
BChl a (v,) and that of Do BChl a+' (vr+) in the penta- (0) and the hexa- (0) coordinated states. Thc ring- 
breathing frequencies of the transients generated in the LH 1 (A) and LH2 (V) light-harvesting compIexcs from 
R sphaeroides R26 and R26.1, respectively, are also shown. 

vr frequency i cm-1 
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Callahan and Cotton [5 ]  established the classification of the coordination states of BChl a in 
terms of v, ; it was 1609 cm-1 in the penta-coordinated state and 1595 cm-1 in the hexa- 
coordinated state. By the use of the same set of solvents, we found that it is in the regions of 
1606 - 1612 and 1593 - 1598 cm-1 in the penta- and hexa-coordinated states, respectively [6]. 
No clear difference in frequency was found between the penta-coordinated aggregates and the 
penta-coordinated monomers. This classification of the coordination states in terms of v, 
generally agrees with that in terms of the wavelength of the Qx absorption [5-71. Some solvents 
gave two split Vr Raman lines, indicating a mixture of both coordination states; those solvents 
are excluded from discussion here in this paper. Table 1 lists the v, values as well as the 
classification of the coordination states for the present set of solvents . 

We measured the Raman spectra of a transient species of BChl a in 16 different solvents by 
the use of one-color, pump-and-probe method using 420 nm, 5 ns pulses [6]. We found that 
the ring-breathing frequencies of the transients could be classified into three different regions 
depending on the kind of solvents: (1) The 1578 - 1581 cm-1 region for solvents forming hexa- 
coordinated monomers (in the SO state); (2) the 1585 - 1591 cm-1 region for solvents forming 
penta-coordinated monomers; and (3) the 1597 - 1599 cm-1 region for solvents forming penta- 
coordinated aggregates (carbon tetrachloride and methylene chloride). We classified the 
transient species into three different categories in terms of the above ring-breathing frequencies; 
(1) the T1 species in the hexa-coordinated monomers, (2) the T1 species in the penta- 
coordinated monomers, and (3) 'the T1 species in the penta-coordinated aggregates'. Figure 1 
shows the relation between the Vr and vc values for both classes (1) and (2); these classes can 
be clearly correlated to the penta-coordinated state (closed circles) and the hexa-coordinated 
state (closed squares). Thus, a positive answer to question A is obtained; the classification of 
the coordinated states does apply to monomeric Ti species. However, the ring-breathing 
frequencies of the transient in class (3) agreed with that of the cation radical (Vr+), and 
therefore, 'the T1 species in the penta-coordinated aggregates' could be actually BChl e. Since 
Raman spectral pattern of T1 BChl a and Do BChl a+ are similar to one the other, a definitive 
conclusion had to wait for the results of electronic absorption spectroscopy of the three classes. 

3. TRANSIENT ABSORPTION SPECTROSCOPY OF BChl a IN SOLUTIONS 

We recorded transient absorption spectra 200 ns after excitation in the same set of solutions 
[8]. Typical triplet absorption spectra were obtained for the solutions forming the penta- and 
hexa-coordinated monomers; the Tn t T1 absorption bands depended on the state of 
coordination. The results supported the above assignments of class (1) and class (2) to the 
hexa-coordinated and penta-coordinated monomers. Further, the effect of hydrogen bonding 
was clearly seen. 

In carbon tetrachloride, a solvent facilitating the formation of higher BChl a aggregates, Do 
BChl d-, instead of TI BChl a, was generated. In methylene chloride forming lower 
aggregates, generation of T1 BChl a and subsequent transformation into DO BChl a+ were 
observed. These results prove that BChl d can be generated simply by photo-excitation of the 
BChl a aggregates without adding any electron acceptor (oxidant). Actually, this is the answer 
to question B. No indication of the generation of bacteriochlorophyll a anion radical (BChl r )  
was seen; the ejected electron may be shared among the BChl a molecules in the aggregate. The 
results strongly support the idea that we were actually observing not T1 BChl a but Do BChl a' 
in the transient Raman spectroscopy of the aggregates (vide supra). Since higher aggregates 
tend to be formed at higher BChl a concentrations, and since the concentration used in the 
transient Raman measurements (3 x 10-3 M) is one order of magnitude higher than that used in 
the transient absorption measurements (3 x 10-4 M), it is likely that B C h l e  was generated in 
both carbon tetrachloride and methylene chloride within the pulse duration of 5ns (vide supra). 

47 



4. RAMAN SPECTROSCOPY OF ELECTROCHEMICALLY-FORMED BChl at. IN 
SOLUTIONS 

We recorded the Raman and electronic absorption spectra of BChl a+ in 14 different solvents 
[9,10]. Formation of BChl a+ was confirmed by electronic absorption spectroscopy. Table 1 
lists the vr+ values; the vr+value was in the 1584 - 1588 cm-1 region in the hexa-coordinated 
state, while it was in the 1594 - 1599 cm-1 region in the penta-coordinated state. Figure 1 
shows the relation between the Vr and vr+ values for solvents forming the penta-coordinated 
state (open circles) and the hexa-coordinated state (open squares). The states of coordination in 
BChl a+. are clearly classified into the penta- and hexa-coordinated states, and they are retained 
even after one-electron oxidation. This is another answer to question A; the classification of the 
coordination states does hold in the Do state of BChl d. One exception is the case of 2- 
propanol, where transformation from the penta- to the hexa-coordinated state seems to take 
place upon conversion from BChl a to BChl &. A key electronic-absorption band for BChl & 
was found in the region of 545 - 575 nm. It appeared in the 546 - 554 nm region in the penta- 
coordinated state and in the 557 - 562 nm region in the hexa-coordinated state. It appeared at 
562 nm in 2-propanol showing that BChlH was in the hexa-coordinated state in this solvent. 
Thus, the states of coordination classified by Vr+ are in complete agreement with those classified 
by h+. No clear difference was found either in Vr+ or in h+ between the penta-coordinated 
monomers and the penta-coordinated aggregates. 

5. SOLVENT PARAMETERS DETERMINING TIE RELATIVE STABILITY OF THE 
COORDINATICIN STATES, AND THE TRANSIENT SPECIES OF BChl a GENERATED 
BY PHOTO-EXCITATION IN THE LIGHT-HARVESTING COMPLEXES 

Table 1 lists the donor number [l 13, DN, and the Taft parameters [ 121, p and x*, which are 
expected to determine the relative stability of the penta- and hexa-coordinated states. The DN 
value scales the electron-donating power of the solvent. It is seen, in the Do state of BChl e, 
that the penta-coordinated state is formed in solvents with DN _< 17, and that the hexa- 
coordinated state is formed in solvents with DN 2 18. One of the Taft parameters, p, also 
measures the electron-donating power of the solvent. It is seen that the penta-coordinated state 
is formed in solvents with p < 0.5, and that the hexa-coordinated state is formed in solvents 
with p > 0.5. Obviously, those solvents having higher electron-donating power tend to form 
the hexa-coordinated state. 

The value of another Taft parameter, x*, scales dielectric stabilization of a dipole by the 
solvent system. It is seen that the penta-coordinated state is formed in solvents with x* > 0.65, 
and that hexa-coordimtted state is formed in solvents with z* 0.05. In the penta-coordinated 
state, an axial dipole is expected to be formed between the central magnesium atom of the BChl 
d-. and the nitrogen or oxygen atom of the solvent. In the hexa-coordinated state, on the other 
hand, a pair of axial dipoles with the same magnitudes and with the opposite directions are 
expected to cancel out with each other. Therefore, the penta-coordinated state can be 
characterized by a strong axial polarization, while the hexa-coordinated state can be 
characterized by a zero axial polarization. Thus, stronger dielectric stabilization by the solvent 
system (higher x* value of the solvent) must push the equilibrium from the hexa-coordinated 
state toward the penta-coordinated state. 

The above control of the two states of coordination through the electron-donating power of 
the solvent and the dielectric stabilization by the solvent system seems to explain the 
transformation in 2-propanol from the penta- to hexa-coordinated state upon one-electron 
oxidation. The high value of f3 (0.95) and the low value of K* (0.48) indicate that this solvent 
tends to form the hexa-coordinated state of BChl a+- rather than the penta-coordinated state. The 
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formation of the hexa-coordinated state must be prohibited in neutral BChl a by a strong steric 
hindrance due to the particular structure of this secondary alcohol. The strong ligating power 
caused by the positive charge on the magnesium atom in BCN d-' must overcome this steric 
hindrance, and trigger the formation of the hexa-coordinated state. 

A pair of light-harvesting complexes, i.e. LH1 and LH2, were isolated from Ahodobacter 
sphaeroides R26 and R26.1 by the use of detergents, sucrose monocholate and lithium dodecyl 
sulfate, respectively. Transient Raman spectra of the LHCs were recorded by the one-color 
pump-and-probe method using 420 nm, 5 ns pulses [6,13]. The ring-breathing frequencies of 
the transients were 1597 and 1596 cm-1 for the LH1 and LH2 complexes, respectively (Table 
1). The relations of these values with the vr values in the So state are shown in Figure 1 (see the 
triangles). Application of the rules of the ring-breathing frequencies among vr, Vrll and Vr+ found 
in the in vitro solutions (Figure 1) leads us to the conclusion that the transient species generated 
by photo-excitation in these LHCs are BChl a". Recent X-ray crystallography of an LH2 
complex from Rhodopseudomonas acidophila 10050 showed that the B800 - 850 BChl 
molecules form a circular (infinite) aggregate [ 141. If generation of BChl d-' is a general 
property of BChl a aggregates as found in vitro, it is likely that the BChl a molecules in  the 
penta-coordinated aggregate in the LHC generate BChl at. The vr and vr + frequencies for the 
LHCs indicate that both So BChl a and Do BChl d-' are in the penta-coordinated state. A 
transient (difference) absorption spectrum of chromatophores from R sphaeroides R-26 [ 151 
seems to support this conclusion. However, the final conclusion must wait for more detailed 
investigation by transient, electronic absorption and EPR spectroscopies. 
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Vibrational and Electronic Dynamics of Dyes Measured by Incoherent Light 
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1 .INTRo DUCTION 
Monitoring dephasing processes on a femtosecond time scale is an important probe of and dy- 

namic properties of condensed matter, e.g. dye molecules in solution. This paper deals with de- 
phasing of vibrational and electronic transitions in all-trans-fl-carotene molecules in different 
solvents using special methods of incoherent light scattering. Incoherent light means laser pulses, 
the bandwidth of which is much greater than the corresponding time duration (non-transform lim- 
ited). Though nowadays femtosecond pulses are available, their production as well as their han- 
dling are still costly. In recent years new methods have been developed, which can give similar 
results using nanosecond broadband laser radiation [ 11. In all these methods, sub-structure pulses 
of short time duration inherent in broadband radiations are used to coherently excite and probe a 
molecular transition. The time duration of these subpulses are determined by the bandwidth of the 
applied laser radiation. We shall discuss results obtained with corresponding methods delivering 
dephasing times of vibrations (interjerometric coherent anti-Stokes Raman scattering, IC A R S )  
and dephasing times of electronic transitions vorced light scattering, FLS). 

2. EXPERIMENTAL SETUP 
In our experiments we used one narrowband and one broadband laser, both of which are 

pumped by a Nd:YAG laser delivering nanosecond pulses with a repetition rate of maximal 
10 Hz. The radiation of the broadband laser was split into two twin parts in an interferometer 
with a variable delay line. Afterwards, all three beams were focused by a lens in a folded boxcars 
geometry into the sample, taking into account the phasematching condition. A pinhole served for 
spatial filtering the ICARS, and a monochromator for a monochromzrtic detection of the broad- 
band ICARS signal. Due to other phasematching conditions the FLS signal leaves the sample in a 
different direction. In Fig. 1 the applied phasematching condition and the corresponding spectral 
feature for ICARS are depicted schematically. The ICARS signal is detected with a photomulti- 
plier, the FLS signal with a photodiode. For comparison scanning CARS spectra were detected 
too. Details are published elsewhere [2]. We used two different excitation conditions, in which 
the broadband laser radiation was either in the wing of the absorption band or in its first maxi- 
mum. The narrowband laser radiation was in both cases in the long wavelength wing. P-carotene 
solutions were filled into 200 pm cuvettes with 100 pm thick glass windows using concentrations 
of 10 to 3 10 in 1-dodecanol and in cyclohexane, respectively. 

All-trans-P-carotene (Fluka, purum) is a highly reactive compound. We therefore considered 
the absorption spectrum before and after measurements. Even for solutions exposed for a longer 
time we detected only a decrease of the well known absorption. New absorption bands do not 
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incoherent light narrowband laser 
(Stokes laser) 

Fig. 1: 
Spectral features of ICARS 
using incoherent light and 
the applied phase-matching 
diagram. 

wavelength (arb. u.) 

occur in the visible region, which could have been designed to decomposition products. So we 
can conclude, that the signals in our experiments are due to all-trans-p-carotene. 

ROMETRIC CARS 
We report on new ICARS results of all-trm-p-carotene under electronic resonance condi- 

tions. To interpret the resonance ICARS data, we developed appropriate formulae, using the cor- 
respondence between resonance CARS and ICARS. Ordering the terms in ICARS as leading in 
resonance C A R S  to a constant background [3] 

A = +cb/)2 + ( C b N ) 2  

(with & the non-Raman-resonant solvent susceptibility and b’ and b” the non-Raman resonant 
contribution of p-carotene), to a Lorentzian line shape 

B = 2[cR(& + cb’) + c2JbN] 

(with the pure Raman-resonant susceptibilities ( R f a  ), and to a dispersion like line shape, 
Ci = 2*flc2Rb” - c J ( X ~  + cb’)] 

(3 ) 
c2 = C*(RZ +P) 

we can describe the ICARS by [ 3 ]  

The first term is a constant, the second term decays with a time constant corresponding to the co- 
herence time determined by the width of the broadband laser r (in our case -40 fs). The two last 
terms give the &-time and the frequency of the vibration we are interested in. The connection of 
the ‘detuning oscillation frequency’ A and the molecular vibration frequency o, is given by 
A = 20, - (cq, - 04. The two terms read: 
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The Ai are fjrequencies connected with the frequencies of the lasers 
chromator slit [4]. 

the p sition of the mono- 

For the C=C in phase chain vibration of ail-rrans-P-carotene at 1522 cm", we found a dephas- 
ing time of 600fs in agreement with the value published [ 5 ] .  For the chain vibration at 
1153 cm", we found 900 fs if the simultaneously excitation of at least 3 vibrations is not taken 
into consideration, again in good agreement with the published data [6] .  Taken into account the 
corresponding simultaneous excitation we obtained 660 fs. 

In dependence of the excitation intensity and the resonance conditions the ICARS features 
changed unexpectedly. In the C=C vibrational region high laser intensities seem to introduce a 
strong decrease of the T,-time for preresonance conditions. A closer analysis show, that instead 
of two new lines, which have not been reported before, together with a decreased concentration 
have to be taken into account. Then the T.-time stays unchanged at 600 fs. These obser*lations 
are confirmed by scanning CARS measurements we canied out under equal conditions. We could 
fit the CARS and ICARS data with the same molecular parameters using Lorentzian line shapes 
for the CARS spectra and exponential decay curves for the ICARS features. This is a hint of ho- 
mogeneous lineshapes for the vibrational spectra. 
An other striking observation is a dip at delay time zero for some ICARS interferograms instead 

2 2,5 
rig. L: 
ICARS intensity as fbnction of 
delay time between the two pump 
pulses for the 1522 cm-' mode of 
p-carotene dissolved in cyclohex- 
ane with (closed circle) and wi~n- 
out competition to FLS and 
degenerated four wave mixing 

0 0  @ 
2,o 

.- c. 2 1,s 

l , o  

0 0  

0 0  W 

x 

a 

CI) c 
5 015 (open circle). 

- 

-500 0 500 
delay time (fs) 

of a peak. We can explain this feature by a strong competition between ICARS and degenereated 
four wave mixing and FLS respectively in this time region depending on concentration and laser 
intensities (Fig 2). 
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4. FORCED LIGHT SCATTERING 
We applied a special DFWM technique, Forced Light Scattering, to measure dephasing times 

of p-carotene. In this technique, in addition to the two beams generating the phase grating, a 
third light beam out of the absorption is used for probing the time decrease of the grating. This 
method offers usually a much higher dynamic measuring range than DFWM. For thin samples the 
intensity of the diffracted signal of the probe beam is given by [7] 

Tis the transmission of the sample, d its thickness; h, is the wavelength and J, the intensity of 
the probe beam. n i  ( t )  is the change of the refiactive index in the phase grating, induced by the 
pump beams. Presuming for the statistical light a stationary Gaussian process one finds [7] 

D is given by the autocorrelation fbnction of the broadband laser r jiation and g(ls1) is the re- 
sponse hnction to be measured. In a simple case the experimental curve can be described by a 
Kubo function with A, the modulation strength and z, the correlation time 

gK(t) = ( A K z c ) ~ [ ~ / z c  - 1 + exp (-~/zc)] (9) 

We measured the FLS curves for two different resonance conditions in accordance to the fie- 
quency of the broadband laser radiation and the absorption of p-carotene. The curves are de- 
picted in Fig. 3 .  For hp = 5 12 nm the curves could even been fitted by a simple Gaussian hnction. 
For 5 = 477 nm a Kubo function was used for the fit neglecting the oscillations on the wing of 
the curves. The latter are due to coherent excitations of vibrations. M e r  deconvolution of the 
decay curves with the autocorrelation fbnction we found for hp = 512 nm a linewidth of 62 THz 
and for hp = 477 nm from the Kubo model AK = 59 THz 2nd a correlation time of 37 fs 

The dephasing occurs on a time scale which is comparable to the autocorrelation time of the 
broadband laser radiation. The latter time can be calculated for a Gaussian intensity distribution 
of the pump laser by 

Tau, = 0.62 hp2 / (c, * A hp), 

leading to 40 fs. For an excitation in the first maximum of the absorption we are therefore in the 
intermediate region of the fast and slow modulation limit of the Kubo model. The different values 
of the dephasing in dependence on the resonance conditions are connected with the physical 
causes which are responsible for the long wavelength's wing of the absorption spectrum. As was 
discussed by [8] the modulation strength is dependent on the Franck-Condon factors (which 
could be different in different spectral positions ) and the temperature, which could also be 
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Fig. 3: 
DifFracted intensity as hnction of 
delay time for FLS. Upper dia- 
gram: Excitation below the 
O-O-transition of @-carotene with a 
simpie Gaussian fit curve 
(wavevector matching diagram 
shown as inset). Lower diagram: 
excitation between the 0-0 and the 
0-1 transition, fitted with a Kubo 
like decay cume. The oscillations 
on the wing are due to coherent 
vibrational excitations. The outer 
solid line corresponds to fit pa- 
rameters: A, = 52 THz and zc= 
39 fs, the inner one to AK = 
48 THz and zc= 36 fs. 

different due to different hot sub-ensembles of the moiecuies or to different heating of the laser 
radiations in both spectral regions. 
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Femtosecond THz Spectroscopy 
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ABSTRACT 
A new Far infrared generation and spectroscopy technique is described. 

Terahertz (THz) beams composed of 200 femtosecond duration pulses of far infrared 
radiation are generated via the induced dipole of photogenerated charge within a strong 
electric field in semiconductors. This generation mechanism provides the basis for a new 
transmission spectroscopy technique called Time Domain Spectroscopy. We describe the 
generation techniques and the spectroscopic system which we have shown is capable of 
providing time resolved spectra from 5crn-I to 200cm~' with 200fs resolution. 

INTRODUCTION 
Recently a new technique of generating short pulses of Far Infrared Radiation 

(FIR) has been the subject of intense study[l]. This FIR radiation has been studied in an 
effort to understand the fundamental physics of the generation mechanism[2-41 and to 
make use of this new source in a time resolved Far Infrared spectroscopic too1[5-12]. In 
the most straight forward implementation, the generation mechanism consists of creating 
a transient electric dipole via the excitation of semiconductors using laser pulses of 
femtosecond duration. The resulting emission consists of a burst of FIR radiation with a 
temporal duration close to that of the excitation pulse and a continuum spectral content 
spanning the Terahertz (THz) frequencies (h=40 -> 1OOOpm). Importantly, there are no 
other comparable sources of short pulse Far Infrared radiation. The emission 
characteristics have been used to study fundamental transport properties of photoexcited 
carriers in semiconductors. However, the potential of this new source as part of a 
sensitive spectroscopic tool is just beginning to be explored. 

The work presented here involves the study of the temporal dynamics of the 
photoinduced conductivity in semiconductors. Thus, we first outline the theoretical 
descriptions of this interaction followed by a description of the FIR system. We conclude 
with a description of some recent time resolved spectroscopic measurements of the 
photoinduced conductivity in the semiconductor 1110.~3 Ga0.47 As (InGaAs). 

THEORETICAL FRAMEWORK 

The interaction between the electromagnetic wave and the material can be 
described by the frequency and time dependent dielectric response function E(co,t). The 
dielectric response function of many bulk semiconductors can be represented as a sum of 
three contributions, I) interband transitions including intersubband transitions, ii) free 
carrier effects resulting from electrons(ho1es) in the conduction(va1ence) and iii) the 
contribution of the fixed ions of the lattice in the form of phonons. For organic molecules 
transitions between distinct vibrational and rotational states must be considered. 
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For the semiconductor studies presented here, we will require only free carrier 
effects since the photon energy of the FIR pulses in not sufficient to cause interband 
excitations in our materials and intersubband states do not exist in our bulk like samples. 
Additionally, the phonon energies are sufficiently large that we do not need to consider 
them. The complete dielectric response function is then 

io &(a)=€, +- 
a&, 

where 0 is the complex conductivity. The conductivity of (1) is completely general and 
completely describes the material. Materials parameters including the mobility p and 
carrier density, N can be determined via an appropriate model of the conductivity. Using 
the Drude theory, the conductivity is expressed in terms of the plasma frequency 

and is given by 

where r, is the carrier scattering rate, m is the effective mass of the carrier and the other 
terms have their usual meaning. The carrier mobility is determined via the relation p= 
q/m*r. 

The Terahertz spectroscopic system thus interacts preferentially with mobile 
charge species and is a direct measure of the sample conductivity. The time resolved 
capability of the new pulsed FIR source allows the determination of both cs(a,t) and, 
assuming and appropriate model of conduction, N(t) and p(t). 

FIR INTERFEROMET ER 
The interferometer is shown in Fig. 1 which depicts two pulsed FIR sources. 

These sources are comprised of metal electrodes defined on Semi-Insulating Gallium 
Arsenide substrates[l3]. The FIR pulses are generated by creating carriers within the 
large electric field developed between the externally biased electrodes. The transient 
photocurrent gives rise to the freely propagating FIR radiated field. It should be noted 
that direct optical rectification of the incident optical pulse may also contribute to the 
radiated signal[] 21. The strength of this contribution is proportional to the nonlinear 
optical susceptibility x2 in GaAs. Due to the large trap enhanced electric field[3] in our 
biased sources, the generated FIR results mostly from the macroscopic current transport. 

The interferometer is scanned by adjusting the relative delay between the two 
laser excitations sources. The beams are combined using a silicon beam splitter and the 
interferogram is obtained by measuring the total power incident on a liquid helium cooled 
bolometer[S, 15,161. The interferometric technique eliminates the bandwidth limiting 
effects of photoconductive receivers. The power spectrum of the FIR beam is obtained 
via the Fourier transform of the interferogram. Figure 2 depicts a typical -3OOfs FWHM 
interferogram and the corresponding power spectrum. The power spectrum shown in Fig 
2b has a peak power near 1.5THz (5Ocm") and useful power extends beyond 4 THz 
(133cm"). We have previously shown useful power extending beyond 6 THz (200cm-1). 
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BS -FIR Beam Splitter 
TS - Terahertr Source 
SL - Sil im Lens 

DL - Delay Line Beam 

Sample 
SL 

I l l  

Figure 1.  The FIR Interferometer 

With the sample inserted into one arm of the interferometer, the system shown in 
figure 1 can be used to acquire data in two ways. First, using only source 1, the 
transmission of the sample following photoexcitation is measured by scanning the 
relative delay between the photoexcitation pulse and the arrival of the FIR probe pulse at 
the sample. This technique measures the spectrally integrated FIR transmission of the 
sample. This technique may have advantages over conventional FTIR spectrometers due 
to the available power at low wavenumbers. The second measurement takes advantage of 
the interferometer capability by fixing the relative delay between the photoexcitation and 
the arrival of the FIR pulse at the sample. The interferogram of the transmitted FIR pulse 
is then obtained by scanning the relative delay of source 2. In this fashion, a sequence of 
interferograms is taken, each corresponding to a different delay between the 
photoexcitation source and the probe FIR pulse of source 1. Thus, following 
photoexcitation, the complex conductivity o(o,t) can be determined. 

0 I 2 1 4 S 

Figure 2 Temporal and Spectral Response of the Dual Source Interferometer. a) Temporal response 
indicating 200fs resolution, b) Spectral response of Figure 2a. 
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Figure 3 shows the typical spectrally integrated transient transmission change 
observed for the compound semiconductor Indium Gallium Arsenide (InGaAs). For the 
purpose of explaining these results, the band structure of InGaAs can be described by two 
distinct conduction bands separated by -0.5eV and characterized by different effective 
masses. Hence, carriers in the different bands exhibit dramatically different 
conductivites. In particular, the higher lying conduction band (L-band) has a conductivity 
which is more than one order of magnitude less than that of the lowest lying conduction 
band(r-band). If carriers are photoexcited with sufficient energy to occupy the upper 
conduction band, the initial conductivity will correspond to that achieved by carriers in 
that band alone. As carriers cool to the lower lying conduction band the conductivity will 
increase. The temporal change in conductivity thus represents the temporal dynamics of 
carriers scattering out of the upper band and cooling to the bottom of the lower 
conduction band. In Fig. 3 -AT is plotted for photoexcitations at two photon energies, 
1.4eV and 0.8eV. Increasing signal strength corresponds to increasing sample 
conductivity. As shown in Figure 3 the conductivity reaches the maximum value within 
Ips for the 0.8eV excitation yet the increasing conductivity for 1.4eV excitation exhibits 
a 2.8ps rise time. This represents the scattering rate from L to r and the subsequent 
cooling to the bottom of I-. 

-AT 

Figure 3 Transient FIR transmission of InGaAs 
semiconductor for different photoexcitation 
wavelengths. 

0.03 - 

0.02 - 

0.01 - 

m a w  
0.W 

1 2 3 

Frequency(TH2) 

Figure 4 Spectrally resolved transient 
transmission of the InGaAs following 
photoexcitation at 8 10nm. 

Figure 4 depicts the spectrally resolved data of Figure 3 for 3 different delays 
following photoexcitation. Note that the transmission change is in the range of a few 
percent. The solid curves are the best fit predictions based on the Drude model. From 
this model we can extract the carrier density in r as a function of time delay following g 
photoexcitation. 
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SUMMARY 

of short pulse FIR generation has been demonstrated. The ultrafast pulses of FIR are 
generated via the induced dipole of photogenerated charge within semiconductors. The 
capability of this technique can be summarized as follows: 

A new time resolved FIR spectroscopic technique which relies on a new method 

Trap enhanced Field effect dramatically increases anode field and THz generation 
efficiency 
Interferometric techniques eliminate bandwidth limits of photoconductive receivers 
Power observed to 8 THz (266cm-') 
Resolution <lcm- 1 (0.1 meV) 
Polarization> 100: 1 dynamic range 
Real time iterative tuning 
Static spectroscopy demonstrated to 6 THz 
Time resolved spectroscopy demonstrated to 3 THz 
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Protein Dynamics and Proton Transfer Steps in Bacteriorhodopsin 
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Considerable progress has been made in elucidating the structure and mechanism of the light- 
driven proton pump bacteriorhodopsin (BR) (for review see [ 11 and references therein). The light- 
sensitive part is the chromophore all-trans retinal bound via a protonated Schiff base to lysine 
21 6. Static and time-resolved infrared spectroscopy has especially contributed to our 
understanding by identifying groups of the protein involved in proton translocation [2-51. From 
these and other finctional investigations strong evidence has bee provided that it is the Schiff base 
proton which is being pumped. An essential step is Schiff base deprotonation which is finally 
caused by the light-triggered 13-trans -> 1 3 4 s  isomerization of the chromophore [6,7]. 
Furthermore, it has been established that the SchiE base proton is transferred to Asp85, and that 
Schiff base reprotopnation occurs via deprotonation of Asp96. At least two additional groups 
have been postulated to be involved, one at the cytoplasmic, the other at the external side. The 
importance of water molecules has been firmly established [ 8- 101. Also protein conformational 
changes seem to play an essential role. However, it is not clear how the retinal isomerization 
triggers these important events in the protein. In the related system, the visual pigment rhodopsin, 
we have found that removal of the methyl group at position 9 of the ployene chain ofthe retinal 
alters completely the photoreaction [ 1 13. The deprotonation of the Schiff base is blocked, which 
inhibits the formation of the active state. Therefore, it appears interesting to investigate the 
potential role of the retinal methyl groups in the proton pumping mechanism of bacteriorhodopsin. 

By reconstituting bacteriorhodopsin with retinal lacking the 13-methyl group, evidence has 
been provided that this group is important to favour the generation of the light-adapted all-trans 
configuration of the chromophore: if this group is removed, 90 % of the chromophore in this 
pigment is, even after light-adaptation, in the inactive i3-cis, 15-sy geometry. The remaining 10 
% represent, however, a correctly hnctioning proton pump [12,13]. Therefore we have 
investigated the influence of the 9-methyl group on the properties, finction and photocycle of 
bacteriorhodopsin. In earlier experiments normal pumping activity has been reported [ 12,143. 

Time-resolved UV-vis investigations have shown that the flash induced signals are very small: 
as compared to native BR the formation of L in 9-demethyl BR is reduced by a factor of 5, and 
that of M by an additional factor of three. A further reduction is observed if the laser pulse is 
shortened from 20 ns to 5 ns. A very long-lived intermediate is generated with a decay time 
constant increased by over a factor of 100 as compared to the overall cycling time of native BR. 
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Fig. I Time-resolved step-scan FTIR difference spectra of 9-demethyl bacteriorhodopsin, 
measured at 40 "C, in order to shorten the cycling time. Spectra are labelled with the time elapsed 
after the flash. 
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The decay of My however, appears not to be drastically altered. These first results demonstrate 
that the 9-methyl group influences the early and later parts of the photoreaction. Low-temperature 
static infrared difference spectra have revealed that already at 80 K the KL intermediate is 
produced (for native BR this transition occurs only at 135 K [ 15-17]). The formation of L is 
normal, but its decay is slowed down since it can still be observed at 2 13 K. Time-resolved step- 
scan FT-IR investigations [ 17,181 are diificult to pertbrm with this system, since the slow cycling 
time and the small yield of photoreaction cause a poor signdnoise ratio in the spectra. Therefore, 
experiments have been performed at 8 cm-' resolution, and the results are shown in Fig. 1. In 
order to shorten the cycling time, the temperature was raised to 40 "C. The presence of positive 
bands at 1524 and 995 cm-' in the 700 ns spectrum demonstrate the formation of a red-shifted KL 
intermediate. The small positive band at 1764 cm-' in the 0.28 ms spectrum shows that M is 
formed, although with low yield. The later spectra, which last for very long time, are chracteristic 
of the N intermediate (at this temperature, the photocycle of native BR would last only 1 ms). A 
pecularity is the ethylenic mode at around 1520 cm-' in the spectra measured between 8 and 280 
ps. W-vis experiments performed with a completely light-adapted sample have shown that it 
cariot be due to a long-lived KL intermediate. Controls have indicated that it must be ascribed to 
the red-shifted photoproduct of the 13-cis,15-~yn species present in the sample. This 
demonstrates that, in contrast to native BR, the slow repetition rate of the laser (0.3 Hz) used fbr 
the step-scan measurements was not capable of keeping the sample in the light-adapted state over 
the long measuring time of over 3 h. Thus, the 9-methyl group influences the efficiency of light- 
adaptation. 

Far investigation of the later part of the photocycle we used the time-resolved rapid-scan 
FTIR technique [7,19], a Xe-flash lamp providing the sample excitation. This caused a large 
improvement in the quality of the spectra. The results are shown in Fig. 2 for measurements 
performed at -5 "C. In the first spectrum (6-17 ms) the positive band at 1762 cm-' shows that M is 
still present (this band is caused by protonation of Asp85), but the amplitude is very low. The 
positive band at 1163 cm-' indicates the early formation of N. This is in agreement with the 
negative band at 1741 cm-I, being caused by deprotonation of Asp96 which reprotonates the 
Schiff base. In the next spectrum, the amplitude of this negative band is somewhat reduced, and 
the amide-I bands (1620-1700 cm-') are changed. The amide-I bands now exhibit the typical 
features of N [20]. This demonstrates that these conformational changes mirrored by the amide-I 
bands cannot be a prerequisite for Schiff base reprotonation, as has been proposed recently 
[20,21]. This spectrum, and the following one show that during the life-time of N Asp96 becomes 
reprotonated. This is in contrast to native BR, where Asp96 becomes reprotonated only with the 
formation of 0. Due to the long life-time of N, no 0 can be detected. The prolonged iife-time is 
propably caused by an increase in activation entropy, due to the greater flexibility of the 
chromophore. Since the fingerprint band in the last spectrum have increased and the positive band 
at 1762 cm-' has decayed, one can conclude that the small amount of M deduced from the first 
two spectra has decayed to N. The first spectrum, and time-resolved UV-vis measurements 
indicate that the M-N transition must be, as compared to native BR, very fast. Preliminary 
experiments with the mutant Trp182Phe, and a recent publication [22], indicate that the 9-methyl 
group interacts sterically with Trp182. However, this interaction allone cannot explain all the 
observed effects on the photocycle. 

The results clearly demonstrate that removal of the 9-methyl group strongly affects the 
photocycle and the fimction of BR. The reduced yield of photoexcitation and the greatly 
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Fig. 2 Time-resolved rapid-scan FTIR diflerence spectra of 9-demethyl bacteriorhodopsin, 
measured at -5 "C. The spectra are labelled with the time range elapsed d e r  the flash. 
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prolonged life-time of N render the pump considerably less effective. Time-resolved infrared 
measurements have been helphl in identifjling the molecular consequences of removing the 9- 
methyl group. Thus, it appears that the methyl group of the chromophore in retinal proteins are of 
upmost importance for an efficient coupling of chromophoie isomerization and fbnctionally 
important protein conformational changes. 
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Effects of Vibrations in Chemical Dynamics: High-Frequency Vibrational and 
Low-Frequency Solvent Dynamical Effects on Intermolecular Electron Transfer 

Keitaro Yoshihara, Haridas Pal, Hideaki Shirota, Yutaka Nagasawa and 
Keisuke Tomianga 

Institute for Molecular Science, Myodaiji, Okazaki 444, JAPAN 

INTRODUCTION 
For the past decade critical comparison between theory [l-51 and experiments [6-131 has been 

giving important insight into the dynamical aspects of electron transfer (ET) in solution. 
Contemporary theories on ET which consider finite response of solvent polarization relaxation 
have predicted that the barrierless ET recations are controlled by the solvent fluctuations and the ET 
rates cannot exceed the inverse of the solvation time [2,5]. This theoretical prediction has been 
tested for several ET systems in polar solvents [ 14- 161. 

More recent attention in ET studies has been focused on the understanding of the role of internal 
degrees of freedom in the reaction [3-5,171. The work is partly motivated by the observation of ET 
with reaction rates much larger than the solvation rates, which cannot be rationalized by the 
solvent-cotrolled ET theories and suggests the important contribution of the vibrational modes in 

In this work we report our recent work on substituent and deuterium isotope effects on ultrafast 
intermolecular ET with highlighting the role of vibrational modes in the reaction [5-131. The 
observed reaction kinetics can be succesfully explained in terms of a new theoretial model which 
incorporates both solvation and vibrational dynamics as well as vibrational excitation in the ET 
process [3-61. 

ET [6-133. 

B A C K G R O U W  Reactant 
Recently Barbara and coworkers observed 

photoinduced intramolecular ET which are 
much faster than the solvation process [6-81. 
We observed photoinduced intermolecular 
ET between the electronically excited dye 
molecules and the electron donating solvents 
where ET occurs much faster than the 
solvation dynamics [9-131. In order to 
explain these ET dynamcis it is necessary 
to invoke the two dimensional ET model 
(2D-model) [3,4] along with its extensicn 
by incorporating the participation of 
high-frequency vibrational modes [5,6]. The 
extended 2D-model includes two vibrational 
degrees of freedom: a quatized high 
frequency mode (vh) of the product which 
acts as the accepting mode in the ET 
and a classical low frequency mode (nuclear 
coordinate, 4 ) which serves to drive ET 
in the absence of solvent fluctuation. A 
third degree of freedom corresopnds to Figure 1: A conceptual picture of the 2D- 
an overdamped solvent coordinate, X. model. Solvation occurs on the solvation 
ET occurs with a rate whichisdependent coordinate (X) and ET occurs on the nuclear 
on the position along the X coordinate. coordinate (q) with the participation of the high 
A conceptual picture for the extended frequency vibrational mode (n). 

n =  
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2D-model is shown in Figure 1. The motion of the population along X can beexpressed by 
the diffusion-reaction equation [3,4], 

where D is the solvent polarization diffusion coefficient, V(X) is the free energy of the reactant, 
p(X,t) is the classical probability distribution function at X and t and kn(X) is the X coordinate 
dependent reaction rate corresponding to the n-th high frequency vibrational state of the product. 
The reaction rate kn(X) is expressed as [6] 

Here Ai is the reorganization energygf the classical low frequency vibrational mode. (Vel O j n )  is 
the effective electronic matrix element considering the Franck-Condon overlap between the ground 
vibronic state of the reactant and n-th vibrpnic state of the product and is expressed as, 

where S = ;Ih/hvh, is the electron-vibrational coupling strength and Ah and vh are the 
reorganization energy and frequency respectively of the quantized high frequency mode. 

AGoOfn(X) is the effective energy gap between the ground vibrational state of the reactant and n- 
th vibrational state of the product and is solvent coordinate dependent as, 

AG,~-'"(x) = + A G ~  -21sx + nhv. (4) 

Here it is assumed that the vibrational relaxation of the internal degrees of freedom in the reactant 
and product is very fast on the ET time scale. 

SUBSTITUENT EFFECTS 
We have studied intermolecular ET from aniline (AN), N-alkyl anilines and N,N-dialkyl anilines 

to a number of excited (S 1) cumarin dyes by femotosecond fiuorescence up-conversion technique 
[lO,ll]. The fluorescence decays of 4-CF3, 7-amino coumarins in AN and DMA (N,N-dimethyl 
aniline) are shown in Fig. 2. In these series of measurements, there are several interesting 
observations. (1) For most of the cases the ETis faster than the diffusive solvation process.(2) 
Most of them shows non-exponential fluorescence decay. The results of analysis are tentatively 
made with a double exponential function. (3) The ET rate drastically depends on the substituent 
groups of the coumarin. Thus as the alkyl chain in the 7-amino group is extended the reaction 
becomes slower and when it forms a hexagonal ring with the benzene moiety the reaction becomes 
the slowest. (4) The ET rate also drastically depends on the substituents at the amino group of the 
electron donor. Thus for N-alkyl and N,N-dialkyl anilines the ET rates are much larger than those 
in AN. 

We first focus our attention on the effect of substitutions at the 7-position of the 4-CF3,7-amino 
coumarins. The differences in substitutions can cause a change in the energy gap (AGO) between 
the reactant and product states. It can also cause a change in the frequencies of the vibrational 
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modes involved in the ET process. 
Extending the alkyl chain may also restrict 
the flexibility of the 7-amino group and thus 
reducing the ET rates. We mainly attribute 
the substituent effects to the difference in 
AGO and perfom the simulation based on 
the extended 2D-model keeping other ET 
parameters fixed. AGO was estimated from 
tht steady-state spectroscopic and cyclic 
voltammetric measurements. It is to be 
mentioned that simulation reproduces very 
nicely the experimental trend of the ET rates 
with energy gap [12]. 

Usually coumarin dyes change their 
electric dipole moments drastically upon 
photo-excitation. Therefore, the initially 
prepared state in the reactant is away from 
thermally equilibrated one in the SI state 
(see fig.l). The fate of this reactant state is 
either to perform solvation on the X 
coordinate or to react along the q coordinate, 
depending on the ET rate.. We can expect 
competition between the ET dynamics and 
solvation process if both processes occur in 
the same time scale. In the case of the fast 
reacting systems (large -AGO ), the initially 
prepared state in the X coordinate is close to 
or in the region where the effectively 
reacting vibrational channels are located; the 
reaction quickly takes place through these 
channels without much solvation. By 
reducing -AGO, the initial population in the 
X coordinate is away from the effective 
vibrational channels and should react 
through less effective channels or mrform 
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Figure 2: Fluorescence decays of 4-CF3 
coumarins in AN and DMA. The effect of 
subs ti tuen ts of both the acceptor (cou man ns) 
and the donor (AN and DMA) is indicated. 

solvdon to reach more effective dhannels. In this case the reaction occurs relatively slowly 
compared to the case of the large -AGO. 

We now focus our attention on the effect of substitutions at the amino group of the electron 
donors. As the NH2 group hydrogens of AN is substituted by alkyl groups the ET rate becomes 
drastically faster. The effect becomes very drastic on substituting the first amino hydrogen of AN 
by alkyl group. The effect of substitution of the second hydrogen is not that strong. Among the 
N,N-dialkyl anilines as the chain length of the alkyl group is increased the ET rate becomes 
substantially reduced. Thus ET rate gradually reduces as we go from N,N-dimethyl to N,N-diethyl 
to N,N-dipropyl aniline. In the case of N-alkyl anilines the effect of the alkyl chain length on the 
ET rate is not much. Thus the ET rates for N-methyl, N-ethyl and N-propyl anilines are almost in  
the same range. These results are tentatively explained from the following considerations. The +I 
effect of the alkyl groups makes the amine stronger electron donor and thus faster the ET rate. The 
other opposing effect probably comes from the high fequency mode involved in  the ET process, 
which is most expectedly associated to the amino group of the electron donor. The higher mass of 
the N-alkyl groups reduces the frequency of this high frequency mode and consequently reduces 
the ET rate. It is possible that in case of N,N-dialkyl anilines the effect of high frequency mode 
predominates over the +I effect and thus makes ET rates slower with increasing the alkyl chain 
length. For N-alkyl anilines the two opposing effects may be compensating each other to make ET 
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rates almost independent of the alkyl chain length, It may also be possible that for N-alkyl anilines 
the bulkiness of the alkyl groups can have a retarding effect to the ET rate. The studies are in 
progress to characterise the origin of the donor substitution effects on the ET dynamics. 

UM ISOTOPE EFFECTS 
We have investigated deuterium isotope effect in the ET dynamics for the present systems using 

deuterated donors, such as, AN-d2 (CgHgND2), AN-d7 (CgDgND2) and DMA-d6 
(CgHgN(CD3)2) and also deuterated acceptors such as C151-d2 (7-amino group is deuterated) 
and C152-d6 (7-amino methyl group is deuterated). The intention of these studies was to have a 
better understanding of the mechanistic details of the ultrafast ET processes in the present systems. 
Deuterium isotope effect on the ET dynamics have also been demonstrated to give information 
regarding the contribution of the tunnelling effects through high frequency quantum modes [ lS]  
and also the effect arising from the solvent structures which are altered on deuteration [19]. 

Using AN-d2 and Afl-d7 as the electron 
donors we observe quite substantial amount 
of isotope effect on the ET rates for all the 
coumarin dyes. With both the deuterated 
solvent donors the ET rates are slowed 
down at the same extent in comparison to 
those in normal AN. Thus it appears that the 
isotope effect in these two solvents is 
mainly associated with the NH2 group of 
AN. Fig.3 shows some of the fluorescence 
decays observed in AN-d7 and compares 
these with the corresponding ones observed 
in normal AN. 

Though with deuterated AN the ET rates 
become clearly slower, there is no isotope 
effect when we use DMA-d6 as the electron 
donor. Similarly using deuterated acceptors 
(C151-d2 and C151-d6) we do not observe 
any isotope effect in the ET dynamics. Thus 
the isotope effect is typical for AN and must 
be related to the free NH2 group. It is very 
much expected that some high frequency 
vibrational mode of the amino group of the 
donor (AN and DMA) could be coupled to 
the ET process.The frequency of this mode 
is expected to get lowered on isotopic 
substitution and this in turn should reduce 
the ET rate. Since with DMA-d6 there is no 
isotope effect in the ET dynamics, it is not 
very clear about the isotope effect on this 
high frequency mode. Probably the effect of 
the high frequency mode towards the 
observed isotope effect is not very high.The 
other origin of the isotope effect in the ET 
dynamics could come from the solvent 
structure. Since AN is an intermolecularlv 

AN-d7 
C151 

0.0 
0 2 4 6 

, ., C152 

O . @  ' ', 1 - 0 5 10 1 5  

AN-d7 

w C481 
c - 0.0 

0 5 10 1 5  

C522 

0.0- 
0 10 20 30 

I 
20 4 0  

0.0' ' a  

0 

Time ( P S I  

Figure 3: Fluorescence decays of 4-CF3 
coumarins in AN and AN-d7. Isotope effect on 
the ET dynamics is indicated. 

hydrogen bonded solvent and since deutlration of such solvents makes these hydrogen bonds 
more stronger [20], it is expected that the solvent structures around the reactant and product could 
be different in normal and deuterated AN [18]. Such differences can reduce the reaction 
exothermicity (-AGO less) for the present systems and thus can make the ET process slower in the 
deuterated solvent [19]. We measure the reduction potential of a coumarin dye (C153) in AN-d7 
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by cyclic voltammetry and is seen to be about lOmV more negative than that in normal AN. Thus it 
appears that the alteration of the solvent structures around the reactant and product largely 
contribute to the deuterium isotope effect in the present systems. It is also likely that a small 
contribution to the observed isotope effect can come from the zero point energy. Since we do not 
observe any isotope effect with DMA-d6, it indicates that the effect of zero point energy could be 
very small for the present system. Other support for this is that the oxidation potential of AN and 
AN-d7 in acetonitrile is measured (by cyclic voltammetry) to be the same within experimental 
error. 

We have also investigated the deuterium isotope effect using N-alkyl anilines where the NH 
hydrogen was deuterated. For all the deuterated N-alkyl anilines we observe isotope effect in the 
ET dynamics just similar to those observed with deuterated AN. Thus it is very evident that the 
isotope effect is directly associated to the NH hydrogens and strongly related to the hydrogen 
bonded structures in these solvents. 
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The recent demonstration of electroluminescence in the conjugated polymers poly@-phenylene 
vinylene) (PPV) [ 11 and poly@-phenylene) (PPP) [2], and the subsequent promise of commercially 
viable polymer light-emitting devices (LEDs), has resulted in substantial research effort, both toward 
understanding the underlying photophysics of such systems and also toward the development of 
improved materials for LED applications. As an active layer for LEDs, both PPV and PPP have 
substantial shortcomings: both polymers are insoluble and, in general, must be thermally converted 
from a spun precursor film [3]. Also, PPV films have been shown to be susceptible to oxygen 
degradation via carbonyl formation [4,5]. We summarize here results for an analogous class of 
conjugated polymers based on pyridine, in particular poly@-pyridyl vinylene) (PPyV) and poly@- 
pyridine) (PPy). The electron-deficient nature of these polymers may render them less susceptible 
to oxidation, as well as improve their transport properties. I n  addition, the incorporation of a 
nitrogen heteroatom into the conjugated backbone of these polymers renders them soluble, and 
therefore processible, in weakly acidic solvents such as m-cresol or formic acid (HCOOH). In the 
following, we present the results of extensive optical studies on both PPy and PPyV, encompassing 
techniques such as cw and time-resolved fluorimetry, femtosecond to millisecond photoinduced 
absorption, and nanosecond to millisecond photoinduced infrared activity. We have taken advantage 
of the solubility of these polymers and studied them in both solution and solid forms. The results 
indicate that Coulombically bound excitons are the primary photoexcitations in both systems. 
Furthermore, an enhancement of intersystem crossing due to the influence of the nitrogen nonbonding 
orbitals allows detailed study of the physics of triplet excitons in these systems. 

EXPERIMENTAL 

The syntheses of PPy and PPyV are reported elsewhere [6,7]. Samples were obtained in powder 
form and were mixed with KBr for experiments. Solution samples were obtained by dissolving the 
polymer in HCOOH. Film samples were obtained by spinning or dropping the solution onto quartz 
or glass substrates. The femtosecond photoinduced absorption (fs PA) measurements were performed 
using 3.2 eV excitation from a doubled Ti:Sapphire oscillator/amplifier [8]. The picosecond PA and 
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photoluminescence (PL) measurements utilized 2.8 eV or 4.2 eV excitation from a synchronously 
pumped dye laser system [9].  The ps PA measurement utilized a second synchronously pumped dye 
laser, and the ps PL was detected via time-correlated single photon counting. The nanosecond 
photoinduced infrared (ns IR) measurements [lo] were performed using 3.5 eV radiation from a 
tripled Nd:YAG laser. The millisecond PA and photoinduced IR measurements were performed 
under excitation from a cw argon-ion laser [ 113. The cw measurements were performed on 
conventional spectrometers. 

RESULTS 

Figure 1 displays the PL and absorbance spectra of PPy and PPyV in both solution (solid lines) 
and powder (dashed lines) forms. The absorption spectra of both polymers in solution lack vibronic 
structure, indicative of strong inhomogeneous broadening, possibly due to a distribution of chain 
lengths. The solution PL spectra show somewhat more vibronic structure, especially for PPy. The 
excitation spectra for the PL (not shown) is strongly peaked at the energy of maximum emission in 
both polymers, indicating that lattice relaxation around the excited state is minimal in solution. 

The absorption spectra for powder samples show somewhat greater broadening than the solution 
spectra, indicative of fbrther disorder in 
powders. For both polymers, the powder 
PL spectrum shows a slight redsliifi with 
respect to the solution PL spectrum. In 
PPyV, this phenomenon may simply be 
due to reabsorption of the emission by 
the sample. For PPy, an additional Stokes 
shift due to lattice relaxation or excimer 
formation may be present [ 121. 

The ps PA spectrum of PPyV at 'zero' 
time delay is shown in Fig. 2 for powder 
(circles), solution (solid line) and film 
forms (x) of PPyV. The solution data 
are the results of broadband fs PA 
measurements, integrated over the first 
10 ps of time delay. For reference, the 
powder PL and absorption spectra are 
also reproduced in the Figure. A strong 
PA signal is seen which peaks at 1.5 eV. 
The solution PA becomes negative above 
2.2 eV due to stimulated emission, 
crossing over to photoinduced bleaching 
ofthe absorption edge at higher energies. 

In solution, the time dynaiiiics of the 
PL and PA are identical, indicating that 
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Figure 1: Absorption and PL spectra ofPPy and PPyV 
in solution (solid lines) and powder (dashed lines) forms. 
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both the PA and PL are due to the same 
excited state [9]. Moreover, the powder 
and solution PA have the same time 
dynamics for delays <700 ps, indicating 
that the same state is produced in solution 
and powder. In powder samples, an 
additional long-lived component to the 
PA appears, peaking at -1 ns [9]. This 
long-lived component has a substantially 
different spectral signature than that of 
the 0 ps PA in PPyV powders. In fact, 
the 1 ns PA spectrum more closely 
resembles the PA spectrum at millisecond 
time scales. Preliminary results indicate 
similar behavior in PPy samples. More 
extensive studies on PPy are in progress. 

Figure 3 shows the ms PA spectrum 
for both PPy (solid line) and PPyV 
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Figure 2: ps PA spectrum at zero delay for PPyV 
powder (circles) and film (x); fs PA spectrum of PPyV 
solution (solid line), integrated to 10 ps. Powder PL 
and absorbance spectra are shown for reference. 

(dashed line) powder samples. Both show a large PA response, which peaks at -1.8 eV. The 1.8 eV 
peak is linear in laser intensity in both polymers [ 113. PPyV powders show a second small PA peak 
at -0.8 eV, indicated by the arrow in the Figure. This peak has a sublinear intensity dependence and 
a different frequency dependence from the 1.8 eV peak. The 0.8 eV peak is much more prominent 
in PPyV films samples. 

Figure 4 displays the ns and ins 
photoinduced IR absorption spectra for 
both PPy and PPyV powder samples. The 
ground-state absorption spectra for both 
polymers are shown for reference. The 
ms IR signal of PPyV has a uniform 
intensity and frequency dependence, and 
has been shown to correlate with the 0.8 
eV feature in the electronic spectrum of 
the ms PA (Fig. 3) [ 113. For PPyV, the ns 
and ms spectra are identical to within 
experimental error, indicating the same 
charged species is present at both ns and 
ms time scales. I n  addition to 
photoinduced IR absorption, the PPyV 
powder samples show significant 
depletion of the 1470 cm-' ground state 
mode. Additionally, no strong C-N 
stretching modes are seen, possibly 
indicating that the photoinduced charged 
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Figure 3: ms PA spectra of PPy (solid line) and PPyV 
(dashed line). 
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species resides on the olefin bridge 
between the pyridine rings. 

In contrast, in PPy powders the ins 
IR spectrum has no observable associated 
electronic absorption. Furthermore, the 
ns and ms IR spectra of PPy are clearly 
different. No ground state depletion is 
seen in the ns spectrum, indicating a 
strong dipole moment for the charged 
species. A strong mode appears in the ns 
spectrum at 1270 cm-', in the C-N stretch 
region, suggesting the presence of a 
charged defect which is strongly localized 
on a pyridine ring in PPy. This inode also 
appears in the ms spectrum, but with a 
reduction in intensity relative to the other 
spectral peaks. 

DISCUSSION 

The lack of a significant Stokes shift 
between the PL and excitation spectra of 
PPy and PPyV in solution indicates that 
in both polymers the emission is froin a 
state with little accompanying lattice 
relaxation, which we assume is a singlet 
exciton [ 9 ] .  A lack of concentration 
dependence for both the PL and PA in 
solution indicates that the exciton is 
confined to a single polymer chain. The 
agreement between the PA and PL decays 
for PPyV in solution indicates that the 
singlet exciton has a substantial PA 

1600 1400 1200 1000 
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Figure 4: ns and ms photoinduced IR activity of PPy 
and PPyV powder samples. The ns data have been 
integrated to 2 cis delay. The ground state 1R 
absorption spectrum for each polymer is shown for 
reference (cw). 

signature in this polymer system. The similarity between the PL spectra in powders and films for 
both polymers suggests that the singlet exciton is also responsible for the emission in powder samples. 
Concentration quenching via exciiner formation therefore does not seem to be the limiting factor in 
the luminescence efficiency of the powder samples. This conclusion is bolstered by the agreement 
between the solution and powder PA at early times (<700 ps). We therefore conclude that intrachain 
singlet excitons are the priinaiy photoexcitations in both powder and solution forms of these polymers. 

In powder samples, an additional long-lived state is seen, indicated by the tail ofthe powder PA in 
Fig. 3, which evolves very slowly after 1 ns delay. We have demonstrated [9] that the spectral 
signature of this long-lived species matches that seen on millisecond time scales. Both the ps and ms 
signals have a linear intensity dependence, suggesting their association with triplet excitons. We 
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have hrther demonstrated that the rise of the long-lived component is correlated with the decay of 
the singlet exciton, indicating that the triplet excitons are created via direct intersystem crossing 
from the singlet manifold. We suggest that this intersystem crossing is facilitated by the presence of 
nonbonding electrons, as (n,n*)’+(n,~*)~ transitions are allowed to first order in the spin orbit 
interaction [ 131. While quantum chemical calculations on long oligomers of PPy and PPyV indicate 
that the lowest (n,x*) states of these polymers are well above the lowest (n,n*) states in planar 
forms of the polymer, deviations from planarity may serve to mix the characters of the (n,n*) and 
(x,n*) states, leading to enhanced triplet production. Such nonplanarity is probably more prominent 
in the powder form of PPyV, leading to the observation of a triplet component to the powder PA 
which is not present in the solution PA. Furthennore, the PPy polymer should be forced to nonplanarity 
by steric interactions, leading to the extremely large triplet-triplet signal seen in the ms PA. 

The presence of photoinduced IR modes with associated electronic transitions in PPyV suggests 
the presence of polaron or bipolaron excitations. The dominance of the excitonic signals in the PA 
ofthe powder samples on all time scales suggests that the polarons are not directly photogenerated, 
but rather result from a small number of excitons which undergo thermal or disorder-induced 
dissociation. This conclusion is bolstered by the increased generation of polarons in film samples, 
which spectroscopically appear to be more disordered than the powder samples. 

The present results are particularly encouraging with respect to the fabrication ofblue light emitting 
devices. We note that both dc [ 141 and ac [ 151 devices have been successklly fabricated using PPy. 
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ABSTRACT 

We measured the temperature dependence of emission quantum yields and lifetimes of 
carbocyanine J-aggregates. B& radiative and nonradiative rate constants are found to be 
temperature dependent. Radiative lifetime is found to linearly increase as temperature 
rises and explained by low dimensionality of J-aggregate. Nonradiative relaxation of 
exciton was observed. We suggest exciton self-trapping determines the nonradiative 
decay. 

INTRODUCTION 

It is known since 1930's that dyes form aggregates show a red shifted sharp absorption 
band compare to the monomer absorption [ 13. Recently both dephasing time and emission 
decay of aggregate in glass was measured at low temperature [2]. A progress in 
technology of producing small size structures of semiconductor (at the nanometer scale) 
stimulated a number of authors on the exciton behavior in the low dimensional systems 
such as quantum wells and quantum wires [3,4]. We discuss on the dimensionality of J- 
aggregate based on the temperature dependence of the radiative lifetime with a theory 
developed for Frenkel exciton in this low dimensional semiconductor structures. 

The second key result is the observation of subnanosecond dynamics of emission 
spectra of J-aggregates at low temperature. We explain it as due to nonradiative 
relaxation of a free exciton to a self-trapped state. 

Second harmonic of the femtosecond solid state forsterite laser [SI at 607 nm (band 
center) was used to excite J-aggregate. Two-dimensional data acquisition system based 
on the streak-camera was used and it had a 40 ps response function 0. Excitation 
pulse passed through the interference filter for spectral narrowing shown in fig. 1 together 
with the exciton emission at 4K. Exciton emission of J-aggregate of carbocyanine dye in 
the film of polyvinyl alchohol (PVA) (preparation described in [6]) has a sharp peak at 
654 nm with 35 ps lifetime. Absorption and time-resolved emission were recorded in the 
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Figure 1 : Exciton emission in J-aggregates of carbocyanine dye at low temperature (4K) 
together with the excitation pulse (second harmonic of forsterite laser at 607 nm). 

temperature range of 4- 150K to obtain the temperature dependence of emission quantum 
yields and lifetimes. Excitation intensity was always kept below 103 Wkm2 to prevent 
possible contribution of two-exciton effects (71. 

ve D- 

The temperature dependence of radiative lifetime (T) is plotted in fig.2. It was 
calculated according to t(T) = rem(T) / @(T), both emission lifetime (rem) and quantum 
yield (a) are temperature dependent. 

temperature dependence T(T) which also depends on the dimensionality of the sample. 
Because of the k-conservation rule, the exciton with large center-of-mass wave vector 
k>k,, cannot decay radiatively, where k, is the wave vector of light with the same energy 
as the exciton (81. The effect of the thermalization is characterized by the following 
parameter T Q ,  which expresses the fraction of excitons with k<b.  By assuming 
Maxwell-Boltnnann distribution for excitons (31, <(T) is given by 

It was realized by Feldmann et al. (31 that the exciton radiative decay time has a 

D bo 

c(T) = D(E)e-%TdE / D(E)e-WTdE 
0 0 

where D(E) denotes the density of states @OS) of excitons, and A =h%,,2/2M the 
maximum kinetic energy of excitons which can decay radiatively. The values of M = 
1 5me (me is the free electron mass; estimation assuming exciton bandwidth of 4V = 0.6 
eV [6]) and the photon energy of the observed emission hv = 2.1 eV for J-aggregates give 
A = 0.6,ueV. Substituting DOS for l-dimensional and 2-dimensional systems (-l/Gand 
constant, respectively), and assuming T>>A/kB, we obtain 



The average radiative lifetime r(T) is then given by 

where to is the intrinsic radiative lifetime of the exciton at k - 0. Therefore, for a two- 
dimensional system, the assumption of a thermal distribution of excitons with the 
requirement that only excitons with small value of center-of-mass wavevector can 
recombine radiatively leads to t(T) - T [3]. Similar consideration for one-dimensional 
semiconductors (quantum wires) gives t(T) - T1/2, which have recently been confirmed 
experimentally [4]. The solid line in fig. 2 is the best fit of radiative lifetime of J- 
aggregate assuming its linear dependence on the temperature. This contradicts with the 
model of one-dimensional chain usually used for J-aggregates, which should give square 
route temperature dependence. Several reasons can be considered. First the theay 
developed for low-dimensional semiconductors should be modified in the case of J- 
aggregate. Second, one-dimensional chains of J-aggregates can be packed in the crystal 
parallel to each other so that the effective interaction between them takes place. J- 
aggregate observed by atomic force microscope contained multi-chain woven or parallel 
located chains [9]. 
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Figure 2: Temperature dependence of radiative lifetime. 



Nonradiative Decav 

We observed red shift and broadening of emission spectra of carbocyanine dye J- 
aggregates at low temperature. Fig.3 shows normalized time-resolved spectra of those at 
4K. That are exciton emission shown in fig. 1 cut at different time delay (100 ps between 
the spectra) after the excitation pulse. Emission maximum shifted from 654 nm to 659 
nm. The characteristic time of the spectral transformation at 4K is about 330 ps. This 
data allows us to suppose that not only radiative decay of excited state of J-aggregate 
exists at 4K but there is also a nonradiative decay. The mechanism of nonradiative decay 
can be the relaxation of a free exciton to a self-trapped state. According to the shift of the 
maximum of time-resolved spectra the self-trapped exciton state is located 100 cm-1 
below the bottom of the free exciton state. The free exciton emission quantum yield at 4K 
can be estimated as 0.9. 

The characteristic time of spectral dynamics depends on the temperature. We observed 
spectral dynamics became faster with the temperature rise. That allows us to suppose that 
there is an activation barrier between the bottom of the free exciton state and self-trapped 
state. The corresponding diagram of energy levels is shown in fig.4. At low temperature 
the transformation of free exciton to self-trapped state through the barrier could be due to 
exciton tunnelling (IO]. 

The mechanism of self-trapping was studied based on the temperature dependence and 
will be reported later. Briefly, it can be described as a phonon-assisted tunnelling through 
the potential barrier at the temperature range 20-60K, and passing over an energy barrier 
at T > 60K. 

- 
Time Delay: 

- 
- 
- 

Wavelength (nm) 

Figure 3: Temporal evolution of emission spectra at low temperature (439. Time delay 
100 ps between spectra. 
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Figure 4: Transformation of a free exciton to the self-trapped state. 

CONCLUSION 

Temperature dependence of carbocyanine J-aggregate emission was studied. Radiative 
lifetime was found to linearly increase with temperature. This contradicts with the model 
of one-dimensional chain of J-aggregates usually used for J-aggregates. Low temperature 
dynamics of emission spectra of J-aggregates was observed. Relaxation of a free exciton 
to a self-trapped state is proposed responsible for this dynamics. - 
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ABSTRACT' 

This papcr dcmonstratcs thc potcntial of sub-microsccond dispcrsivc timc-rcsolvcd infrarcd 
spcctroscopy in cxploring prcliminary proccss of clcctric ficld-induccd rcoricntation of fcrroclcctric 
liquid crystals (FLCs). A 5-(2-f luorooctyloxy)-2-(4-hcsyIphcnyl)-pyrimidinc, which shows thc 
invcrsion of thc spontancous polarization, is takcn up as thc cxamplc. Thc obscrvcd absorbancc 
changc for bands arising from both rigid corc and flcxiblc hydrocarbon chains indicatcs that thc 
FLC molcculc rcoricnts from a stationary statc with a slight dclay (lcss than 1 ps) just aficr thc 
upswing of thc clcctric ficld, whilc countcr-rcoricniaticn cn roiitc to thc rcoricntation occurs with 
rathcr longcr dclay timc aftcr thc rcvcrsc of thc clcctric ficld. Thc dclay tirnc for thc countcr- 
rcoricntation is unrclatcd to thc lcngth of thc pulsc induccd. This fact suggcsts that thc thcorctical 
considcration can bc applicd to dynamics in thc prcliminary proccss of thc rcoricntation and that thc 
dclay for thc countcr-rcoricntation am bc intcrprctcd in tcrms of a rotation of ;i macroscopic rigid 
rod. Thc prcscnt study also indicatcs that thc wholc FLC molcculc rcoricnts simultancously as ;i 
rigid rod in both thc prcliminary and thc countcr-rcoricntation proccss. 

INTRODUCTION 

Ncw typc of clcctrooptic dcvicc, i. e. , surfxc stabilizcd fcrroclcctric liquid crystal (FLC) 
display, consisting of FLC molcculcs in a thin LC ccll has bccn dcvclopcd in thcsc 15 ycars[l]. 
Thc FLC matcrials in thc ch id  smcctic C phasc arc potcntially uscful as thc clcctrically activc 
rncdia in a widc varicty of applications, such as displays and light-valvcs[l-3]. Howcvcr, thc 
oricntation bchavior of FLCs is so cornplicatcd cornparcd with that of ncrnatic LC, that various 
approachcs must bc crnploycd to csplorc it. In rcccnt ycars, infrarcd studics on FLCs by mciins 
of scvcral typcs of timc-rcsolvcd FT-IR mcthods havc arouscd kccn intcrcst bccausc thc tcmporal 
rcsponscs of individual infrarcd bands providc solid information about thc dctailcd rcoricntation 
dynamics of FLCs[4-8]. Wc havc uscd an asynchronous timc-rcsolvcd FT-IR tcchniquc to 
invcstigatc thc clcctric-ficld-induced rcoricntation of FLCs[5,8 3. This tcchniquc is uscful for 
infrarcd studics of time-dcpendcnt phcnomcna in thc microsccond rangc. In our prcvious study on 
thc C* phasc of 5-(2-fluorooctyloxy)-2-(4-octylphenyIj-pyrimidinc, ( 8BPyOS(2F)* ), iri which 
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was found an inversion of thc spontaneous polarization (Ps) with temperaturc change[ 91, wc 
obtained thc following conclusions[8]: (1) Thc FLC molcculc rcoricnts rcvcrscly bctwccn 
positive and ncgativc Ps. (2) The changc in the magnitude of thc voltagc applicd has little influcncc 
on thc ratc of rcoricntation in thc rcgion of thc positivc Ps, whilc thc ratc in thc rcgion of thc 
ncgative Ps strongly dcpends upon thc voltagc. 

In parallel with time-rcsolvcd FT-IR tcchniques, an ac-coupled dispersive timc-rcsolvcd infrarcd 
tcchniquc has bccn dcvclopcd[lO]. This tcchniquc is particularly suitablc for mcasurcmcnts of 
rcsponsc curvcs of individual absorption bands, so that thc timc-resolution as high as 50 ns has 
bccn achicvcd with thc minimum dctectablc changc A#A - 10 -6 in thc rcgion 4000 to 700 cm-1 

[ 111. This tcchniquc has bccn applicd to the studics of thc clcctric-ficld-induccd rcoricntation of 
ncmatic LCs[12,13]. Thc multiplcxing ability of thc dispcrsivc systcm in thc timc domain was 
dcmonstratcd vcry clcarly in thcsc studics, in which many tcmporal rcsponsc curvcs of individual 
absorption bands wcrc mcasurcd undcr a varicty of conditions for thc applicd clcctric ficld[12,13]. 

In thc prcscnt study wc apply thc dispcrsivc timc- 
rcsolvcd infrarcd spcctroscopy to a FLC, 5-(2- 

F 
i 

a) f 1 u o r o oct y lox y ) -2 -( 4 -h cx y I p hcn y 1) -p y r i mid i n c C & I J ~ { > ~ - ~ : - ~ H - ~ H .  
(GBPyO8(2F)*; Figurc 1) which also shows an invcrsion 
of thc Ps with tcmpcraturc changc (Fig. 1) [14]. Thc 

purposc of thc prcscnt study is to csplorc furthcr thc 48.6 : s.0 78.4 

mcchanism of thc clcctric-ficld-induccd rcoricntation of 
thc FLC in thc sub-microsccond timc scalc. 

b)  
Cr - SC' - S A  - Is0 

: .  :-.- Tp, t 48.5 

15gurc I .  Chciiiioil hlruclurc (;I) and phwc (r:iiiziticins (h) ti( f,lw~ox(af)*. 
llii. .  cciiiipiuid sliciws ;I 1's invcrsiwi ;II 4X.J 'C. 

EXPERIMENTAL 

A samplc all of GBPy08(2F)* was asscmblcd by using BaF2 windows covcrcd with a thin 
laycr of transparcnt conductivc matcrial (ITO) [5]. A poly(viny1 alcohol) (PVA) film was 
dcpositcd on thc surfacc of thc windows and was rubbcd in onc dircction in ordcr to inducc thc 
homogcncous oricntation of thc samplc along thc rubbing dircction. Thc cc'li thickncss was 
controllcd to bc 3.2 pm. Thc ccll was put into a tcmpcraturc-control unit consisting of an Omron 
E T  thcrmocontrollcr and a Pclticr cicmcnt. To obtain a good domain, thc ccll was gradually 
coolcd down (1 Kmin-1) from thc isotropic phasc. Thc alignmcnt of thc FLC molcculcs was 
chcckcd by microscopic polarizcd infrarcd mcasurcmcnt with a JIR-6500 (Jcol) FT-IR 
spcctromctcr. A wire-grid polarizcr was placcd in front of thc LC ccll to obtain polarizcd infrarcd 
light; the axis of thc polarizcr was sct panllcl to thc rubbing direction. 

A rectangular pulse wavc with a voltagc of 2 5.0 V from a function gcncrator (Kenwood FG- 
273) was applicd to thc ccll. Pulsc widths of 5.0, 10.0, 20.0, a d  300 ps with rcpctitions of cvcry 
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230,470, 920, and 3000 ps, respectivcly, werc cmployed for the mcasuremcnts. 
Time-resolved infrared spcctra (difference spectra) wcrc recorded on an ac-coupled dispcrsivc 

time-rcsolvcd infrared spectrometer prcviously reported[ 10,11,15 1. The timc rcsolution in both 
risc and dccay signals of an absorbancc chdnyc is in the sub-microsccond rangc. A digital 
sampling oscilloscopc (Tektronix, 2430A) was cmploycd for thc mcasuremcnt of thc timc rcsponsc 
of a ccrtain infrarcd band at a fiscd wavcnumbcr. Thc axis of thc polarizcr was sct suitablc 
dircction for thc mcasuremcnts. 

RESULTS AND DISCUSSION 

Appliid Vdui$ 
.Si 
ov 
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I 

Prior to mcasurcmcnts with short pulsc 
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wavc, the bchavior of rcoricntation with 
ordinary clcctric ficld was investigatcd. Thc 
clcctric ficld with thc pulsc width of 300 ps 
and rcpctition of 3 ms was uscd for this 
purposc, and thc tcmpcraturc was changcd in 
thc rangc of 40 to 60 "C. In Figurc 2 is 
shown thc tcmpcraturc dcpcndcncc of thc 
absorbancc changc for a band at 1440 cm-1 

assignablc to a ring-strctching modc of thc 
phcnylpyrimidinc group18). This band, thc 
strongcst onc in thc diffcrcncc spcctra of thc 

dynamics of its corc part. To thc bcst of our 

2 arc thc bcst in tcrms of a signal-to-noisc 
ratio among all thc timc-rcsolvcd infrarcd 
s i u d i c s  o f  F L C s  r c p o r t c d  

.sv A)pli.d Vdu'e 

OV I 
FLC molcculc[8], is vcry suitablc to probc .sv I 

knowlcdgc, thc dccay curvcs shown in Fig. 0 z 
$ 
2 
n 

0 5 10 15 prcviously[5,7,8,16]. This is by virtuc of Time / ps 

using thc ac-couplcd dispcrsivc tcchniquc. Figure 3. hlxtirlxiilcc &iiigc of IIH: 1440 cnr.1 hiid at 4 I 'C. l l H :  pulsc ridtli 
:tnd rcpctitiiiii of IIK clcdric liclrl w r c  1O.ll arid 470 11%. rcspcctivcly. 

With thc tcmpcraturc changc, thc absorbancc dccay invcrts its polarity; in thc lowcr tcmpcraturc 
rangc thc delta absorbancc is positive, whilc in the highcr tcmpcraturc rangc it is ncgativc. Thcsc 
rcsults for thc tcmperaturc changcs of thc rate and extcnt of rcoricntation wcll agrcc with thc 
mcasurcmcnts of thc Ps, rcsponsc timc, and tiltcd anglc rcportcd prcviously[9]. 

Figurc 3 shows the absorbancc dccay for thc samc band in thc prcliminary proccss at 41 "C. 
Thc pulsc width and rcpctition ratc of thc clcctric field were 10.0 and 470 ps, rcspcctivcly. Thc 
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reoricntation from thc stationary statc starts with a slight dclay (less than 1 ps) after thc leading 
edge of thc positive clcctric field pulsc, while the countcr-rcorientation occurs with a delay of morc 
than 1 ps  aftcr the rcvcrsc of thc clectric ficld. This rcsult shows that thc FLC molcculc is vcry 
sensitivc to the clectric field in the stationary statc while it nccds a rathcr longer timc scalc for thc 
countcr-rcoricntation. 

Figure 4 comparcs thc absorbancc changc of thc band bctwccn 5.0 and 10.0 ps of pulsc width 
mcasurcd at 46 "C. Thc dclay of thc counter-rcoricntation is about 1.7 ps in both pulsc width, 
indicating that thc pulsc width has littlc influcncc on thc dclay t h c  of thc countcr-rcoricntation. 
Thc angular velocity (thc vclocity of rotation to a molcculc) of thc rcoricntation is almost constant 
during thosc timc dclays. Thc rcsults obtaincd in this study indicatc that thc thcorcticrrl 
considcration [ 171 can also bc applicd to dynamics in thc prcliminary proccss of the rcoricntation. 
Thc prcscncc of a timc dclay in thc countcr rcoricntation can bc intcrprctcd as thc conscqucncc of 
an action of thc momcnt of incrtia. 

Figurc 5 illustratcs thc absorbancc changc for a band at 2928 cm-1 duc to a CH2 antisymrnctric 
strctching modc. This band was so wcak in thc timc-rcsolvcd diffcrcncc spcctra that an clcctric 
ficld with thc pulsc width of 20.0 ps and rcpctition of 920 ps was cmploycd. Thc dclay timc for 
t!ic cotlntcr-rcoricntation is ca. 1.5 ps, vcry closc to thosc of thc bands arising from thc corc ?art. 
Contrary to thc cspcctation that thc hydrocarbon chains havc somc conf6rmational flcsibility and 
littlc scnsitivity to thc clcctnc ficld, thc prcscnt rcsult indicatcs that thc wholc FLC molcculc 
rcoricnts simultancously as a rigid rod cvcn in thc casc of countcr-rcoricntation proccss, at lcast 
within thc timc rcsolution of this study. It is also suggcstcd that thc samc mcchanism of thc 
intcraction bctwccn FLC molcculc and clcctric ficld is applicablc to both thc normal and countcr- 
rcoricntation, although thc hydrocarbon chains must rcccivc a forcc working against thcir own 
intcrnal forcc from thc corc part. 
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CONCLUSION 

Thc prcscnt study has dcmonstratcd that thc ac-couplcd dispcrsivc timc-rcsolvcd infrarcd 
tcchniquc is vcry uscful in probing dynamics of thc FLC molcculc induccd by thc pulscd clcctric 
ficld. Thc samc cxpcrimcnt, if undertakcn with an FT-IR apparatus, would havc bccn 
prohibitivcly difficult. Thc conclusions rcachcd from thc prcscnt study arc surnmarizcd as follows: 
(1) Thc FLC molcculc rcoricnts from thc stationary statc with a slight dclay (Icss than 1 ps) aftcr 
thc lcading Cdgc of thc positive clcctric ficld pulsc, whcrcas its countcr-reoricntation taka  placc 
with a dclay of morc than 1 ps aftcr thc rcvcrsal of thc clcctric ficld. (2) Thc wholc FLC molcculc 
rcoricnts simultancously as a rigid rod cvcn in thc casc of countcr-rcoricntation proccss, and thc 
samc mcchanism of thc rcoricntation sccms to bc applicablc to both thc prcliminary and countcr- 
rcoricntation. (3) Thc dclays in prclirninary and countcr-rcoricntation proccsscs can bc intcrprctcd 
in tcrms of a rotation of a macroscopic rigid rod having a momcnt of incrtia. 

a* 

Rcfcrcnces 
1. J.W. Goodby, R. Blinc, N.A. Clark, S.T. Lagcrwall, M.A. Osipov, S.A. Pikin, T. Sakurai, 

K. Yoshino, and B. Zcks, in Ferroelectric Liquid Crystals: Principles, Properties arid 
A,vplicutioru;. (Gordon and Brcach Scicncc Publishcrs, Philadclphia, 1991). 

2. R.B. Mcycr, L. Licbcrt, L. Strzclccki, and P. Kcllcr, .I. Pliys. Lett., 36 (1975) 69. 
3. H. Tachibana, T. Nakamura, M. Matsumoto, H. Komizu, E. Manda, H. Niino, A. Yabc, and 

4. K. Masutani, H. Sugisawa, A. Yokota, Y. Furukawa, and M. Tasumi,Appl. S'xctrosc., 46 

5. M.A. Czarnccki, N. Katayama, Y. Ozaki, M. Satoh, K. Yoshio, T. Watanabc, and T. Yanagi, 

6 .  T. Nakano, T. Yokoyama, and H. Toriumi, Appl. Spectrosc., 47 (1993) 1354. 
7. A. Yasuda, K. Nito, and E. Matsui, Liq. Crystals, 14 (1993) 1725. 
8. N. Katayama, M.A. Czarnccki, Y. Ozaki, K. Murashiro, M. Kikuchi, S. Saito, and D. 

9. S. Saito, K. Murashiro, M. Kikuchi, T. Inukai, D. Dcmus, M. Ncundorf, and S .  Dick, 

10. K. lwata and H. Hamaguchi, Appf. Spectrosc., 44 (1990) 1431. 
11. T. Yuzawa, C. Kato, M.W. Georgc, and H. Hamaguchi,Appf. Spectrosc., 48 (1994) 684. 
12. T.I. Urano and H. Hamaguchi, Cliern. Pliys. Lett., 195 (1992) 287. 
13. T.I. Urano and H. Hamaguchi, A p p f .  Spectrosc., 47 (1993) 2108. 
14. N. Katayama, T. Sato, Y. Ozaki, K. Murashiro, M. Kikuchi, S. Saito, D. Dcmus, T. 

15. C. Kato, K. Iwata, and H. Hamaguchi, Bunko-Keiikyu, 40 (1991) 255. 
16. K. Masutani, A. Yokota, Y. Furukawa, M. Tasumi, and A. Yoshizawa, Appl. Spectrosc., 47 

17. N.A. Clark, M.A. Handschy, and S.T. Lagcrwall, Mol. Cryst. Liq. Crysf., 94 (1983) 213. 

Y. Kawabata, J.  Am. Cliein. SOC. , 11 1 (1989) 3080. 

(1992) 560. 

Appl. Spectrosc., 47 (1993) 1362. 

Dcmus, Ferroelectrics, 147 (1993) 441. 

Ferroelzc!rics, 1 4 7 ( 1993) 3 6 7. 

Yuzawa, H. Hamaguchi, Appl. Spectrosc. , 49 (1995), h prcss. 

(1993) 1370. 

93 





Photon Echoes as Collective Resonances in Multidimensional 
Vibrational Spectroscopy of Liquids 

Vadim Khidekel, Vladimir Chernyak, and Shaul Mukamel 
Department of Chemistry, University of Rochester, Rochester, N Y  14627 

I. INTRODUCTION 

Multidimensional vibrational spectroscopy is a powerful tool for studying the dynamics 
of molecular and atomic liquids. An ideal time-domain technique that can be successful- 
ly carried out with very short pulses is the photon echo observed in high-order Raman 
or infrared measurements [l-61, In off-resonant fifth-order 
Raman experiments the system interacts with two pairs of 
pulses, and a fifth pulse (kfwf) generates the signal with the 
wavevector k, = f ( k 1  - ki)  f (k2 - k;) f kf (Fig. 1). The 

A close connection between high-order photon echoes in 
the time domain and collective resonances in the frequency 
domain was established [7,8]. We compare below two mod- 

which produce similar photon echo signals. We first study 
the effect of static and dynamic correlations in a multilevel 
system coupled to Brownian oscillator bath. We then consider a model in which the tran- 
sition frequencies are equal; this corresponds to a harmonic oscillator with a continuous 
distribution of frequencies, and present numerical simulations of the echo signal. Finally, 
we analyze the frequency-domain susceptibility of a multilevel system and show how mul- 
tiphoton resonances appear when the broadening of different levels is correlated. In the 
time domain these resonances show up as photon echo signals. 

lul 
fl t2 1, tl i\ 

process is described by the fifth-order1 response function S(5). k2W2 klWl 

els of a multilevel system with different types of broadening, kfwf kiw; kiwi 

Fig. 1 

11. DYNAMIC CORRELATIONS IN THE BROWNIAN OSCILLATOR MODEL 

We study the fifth-order echo signal in a multileve! system a c IC> 
(Fig. 2) coupled the Brownian oscillator bath and analyze 

frequencies id& and wbc. We assume short pulses, and the 
its dependence on the static and dynamic correlation of the 

signal is given by IS(5)(tl,t2)12. We consider below only the 
terms that contribute to the photon echo signal (diagrams in 

fifth-order response by Spi. We then have 

W ,  

L lb) 

I4 
w2 w1 

Fig. 3(b)) and denote the contribution of these terms to the 
T t 

Fig. 2 

'As far as nuclear dynamics is concerned, the technique has only two time intervals and this 
response function is equivalent to d2). Similar resonant infrared results will be described by S(2). 
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Here V is the Liouville-space operator, V being the electronic polarizability, acting on 
an ordinary operator A through the commutator: V A  = [V,A], and G ( T )  is the Liouville- 
space Green function for the system without the radiation field, G ( T )  = O(T) exp (- iLr),  
1: E [H,A] .  The coupling to the bath results in fluctuations of the transition frequencies 
wyul around wuyf: Wba = wta + h b a ( t ) ,  wcb = w,!b + 6 W & ( t ) .  Then the response function is 0 

We can calculate the average by expanding the exponent in powers of Sw up to second 
order; this is known as the second-order cumulant expansion [6] .  

with the line broadening functions 

We next assume that g 1 ( t )  = g 2 ( t )  E g ( t )  and g 3 ( t )  = (1 - C ) g ( t ) ,  where the parameter < represents the correlation between the fluctuations 6wba and 6w&. = 1 or 0 corre- 
spond to uncorrelated or fully correlated fluctuations, respectively. We further adopt the 
overdamped Brownian oscillator model for the correlation function of level fluctuations 

where A is the magnitude and A-l is the timescale of the fluctuations. In the static limit 
A << A we get g ( t )  M F, and upon substituting in (l), we obtain 

We get an echo signal at tl = t 2  if the levels are fully correlated (C = 0). The temporal 
width of the echo signal is N A-l. Thus, the stronger the coupling strenght A, the sharper 
is the echo. In the case of partial correlation C # 0 the echo (as it appears, for example in 
Fig. 3(a)) becomes less pronounced, and at C = 1 the echo disappears completely. 

As the dynamics of fluctuations becomes important (that is, A is comparable to or 
larger than A ) ,  the echo will be eroded as well; No echo is observed in the motional 
narrowing (homogeneous) limit A >> A where g( t )  M rt with I' A 2 / A  and 
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111. CONTINUOUS DISTRIBUTION OF HARMONIC OSCILLATORS 

We now consider the case of fully 
correlated levels with Wba = w ~ .  This 
system is harmonic [1,9]. We use the 
Hamiltonian H = Ho - E(r, t )V,  where 
HO = jiwo(utu + 1/2). We also need to 
specify how the electronic polarizability 
V depends on nuclear coordinates. With 
V(q) = aq the response is linear, and all 
S(n)(t,, . . . , t1) vanish for n > 1. We a- 
sume V(q)  = VOeQQ. 

We now consider the nonlinear re- 
sponse to lowest order in a. For S(5) 
this is - a4. The reason is very sim- 
ple: there are three interactions with the 
field, and in the lowest-order nonlinear 
response we should take one q2 and t- 
wo 4 interactions. This corresponds to 
expanding the electronic polarizability in 
the form V(q)  = aq + $a2q2. As a re- 
sult of each interaction of the q type the 
system moves either one level up or one 
level down, whereas the q2 interaction ei- 

1.4 

(b) 
Fig. 3 

ther moves the system by two levels or does not change its state at all. 
response we then have, 

15 

4 
'% 

For the fifth-order 

To introduce inhomogeneous broadening, we assume that the oscillator frequency wo 
is distributed around some central frequency w1 with half-width 7: 

The response is then calculated by averaging (3) over the distribution function (4). 
Hereafter we consider only the last term in (3) that produces the echo signal. In the 
underdamped limit w1 >> 7/2 we obtain 

This resembles Eq. (2). Since (5) is written for a harmonic oscillator, for which who, = 
w,!?b) the quantum beats, which show up in (2), disappear. Also, the levels of an oscillator 
are fully correlated, therefore the parameter C is zero. Finally, the difference in the echo 
profile vs tl - t 2  (Gaussian in (2) and exponential in (5)) reflects the different models used: 
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the former assumes Gaussian distributions of frequencies, whereas here the distribution is 
(4), and the parameter 7 in (5) plays the role of A in (2). 

In Fig. 3(a) we show the squared absolute value of the response function (5) as a 
function of tl and t 2  for 7 = q / 2 .  It is clearly seen that for tl  = t 2  the response does not 
vanish for long times, resulting in the photon echo signal. The corresponding doublesided 
Feynman diagrams are given in Fig. 3(b). 

IV. COLLECTIVE RESONANCES IN THE FREQUENCY DOMAIN 

In this section we analyze the frequency-domain susceptibility of a multilevel system 
and show how partial correlation in the broadening leads to new multiphoton resonances. 
In the time domain these resonances show up as photon echo signals. The fifth-order 
susceptibility of a three-level system is [6] 

, 

X { I a b ( W l ) I a c ( w l  + w 2 )  + I c a ( W l ) I b a ( W l  + w2) - I a b ( W l ) l c a ( W 2 ) }  (6) 

Where Iuu,(w) (w - wuy~  + il?uut)-l are the (frequency-domain) lineshape functions and 
the levels la), Ib), IC), are shown in Fig. 2. We are interested only in the last term, which 
gives rise to the desired resonance. In that case, 

where c.c'. denotes complex conjugation with simultaneous changing the signs of ~1 and w 2 .  

w e  now assume that Wba and Wcb are inhomogeneously broadened with a joint distribution 
s ( w b a )  Web): 

where N is a normalization factor and s1 represents an anharmonicity, This distribution 
represents partial correlation. In the limit of noncorrelated levels (7 -+ m) it factorizes as 
S ( W b a ) S ( W c b ) .  In the other extreme of fully correlated levels (7 + O), we have s ( W b a ,  Web) - 
s ( w b u ) s ( W c b ) ~ ( w c b  - Wba - a)* Then, 

+ c.c'. (7) rl 1 1 
X 

(web - Wba - a)' + 7' w1 - Wba + ir W2 - w c a  - ir 
Assuming that the distributions S(W) are much broader than the homogeneous width 

I' and the correlation parameter 7, we have 
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We thus obtained a new resonance with width x. If the two levels were fully correlated, 
that is, q = 0, the width would be determined by homogeneous broadening. We next show 
how this resonance corresponds to the photon echo in the time domain. The time-domain 
response function is related to the susceptibility as 

Substituting (8) to (9)) we get 

&55) ( t  t ) o( em2e- -x tz  J d w l ~ ( w l ) ~ ( 2 w l +  n > e  iW(tz- - t l )  + CmC. 
PE 1, 2 

Assuming a Gaussian distribution, S(wl )  = exp{-(wl - W : ) ~ / ~ A ~ } .  we have, 

This is similar to the response function (2), derived in Sec. I1 with the correlation 

For a Lorentzian distribution S(wl )  = ? / [ ( U T  - w ! ) ~  + r2] we obtain 
parameter x playing the role of A2< in (2). 

@(tl, t 2 )  0: cos[at2 + 4 ( t 2  - tl>le -xtz--Ylt1-t2l. 

This recovers the echo signal derived in Sec. I11 (Eq. (5)). 
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Cytochrome ho is a terminal ubiquinol oxidase in the aerobic respiratory chain of 
Escherichia coli.1-2 This membrane protein catalyzes the four-electron reduction of molecular 
oxygen to water, and couples the two-electron oxidation of ubiquinol-8 oxidation with dioxygen 
reduction to translocate protons across the energy-transducing cytoplasmic membrane. The bo- 
type cytochrome oxidase contains a low-spin heme B, a high spin heme 0 and an EPR silent 
copper which is antiferromagnetically coupled with the high spin heme-iron in the oxidized 
state of the enzyme? Site-directed mutagenesis experiments have been carried out for the 
cytochrome bo complex to clarify the coordination of amino acid residues to cytochrome o and 
Cug.12-** The current view places four conserved histidines at the oxygen-activating heme- 
copper binuclear center: His 284,-333, and-334, are assigned as CUB ligands while His 419 is 

assigned as the proximal ligand of cytochrom 0. Recently, in a report on the Raman spectrum of 
cytochrome bo, the mode observed at 208 cm-1 showed an isotopic shift of 1 cm-1 upon 
substitution of S F e  with MFe and accordingly, was assigned to the v(Fe2+-His) of the wild- 
type ferrous cytochrome 0.4 Direct detection of cytochrome o and Cug/bound ligand vibrations 
is necessary to test the proposed proton pump mechanism as well as to provide detailed 
idormation on the pathways and control of electron transfer. Ultimately, this should lead to an 
understanding of how protein structure controls and regulates the binuclear site properties, and 
also how these heme-protein interactions change when oxygen is bound or photodissociated. 
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In the work presented here, we have used time-resolved resonance Raman spectroscopy to 
study the structure and relaxation pathway from the CO-bound to the CO-free state of 
cytochrome o. The questions to be answered are whether the relaxation of the proximal site, 
and the rebinding rate of the CO to the distal site of cytochrome o differ from that of 
cytochrome a. Recently, the dynamics of CO binding were measured for wild-type and mutant 
cytochrome bo. Woodruff and co-workers 5 showed that the equilibration of CUB-CO with CO 
in solution occurs with a rate constant of 500 s-1 which is very slow compared to that observed 
in aa3 oxidase. From this, they concluded that CUB severely limits the approach of ligands to 
the heme active site. In our own work, the photolytic transient species of cytochrome 0, when 
compared to the equilibrium unligated species, exhibit frequency changes in the 208 cm-1 
vibrational mode. The 208 cm-1 mode in the transient photoproduct produced by CO photolysis 
appears at 212 cm-1 and its behavior is similar to that observed for the Fe2+-His vibration of 
cytochrome a3.6 The Fe2+-His vibration of cytochrome a3 occurs at 221 cm-1 in the transient 
photoproduct, and is upshifted by 6 cm-1 relative to its frequency in the equilibrium reduced, 
deoxy form of the enzyme. The frequency of the 208 cm-1 mode in the deoxy form of 
cytochrome bo as well as its frequency upshift in the transient photoproduct (212 cm-I), suggest 
that this mode arises from the out of plane Fe2+-His in agreement with the assignment of 
Tsubaki et al.5 The Fe2+-His stretching mode is lower relative to that observed in cytochrome 
a3, however, from which we conclude that the iron-histidine bond in cytochrome o is weakly H- 
bonded. 

Time-resolved resonance Raman spectra of cytochrome bo at various delay times 
(td= 10x1s.- 1.2ms) subsequent to carbon monoxide photolysis in the 200450 cm-1 reb oion exhibits 
modes at 208, 268 307, 349, 372, and 416 cm-1. The only change upon photodissociation 
occurs in the 208 cm-1 mode. Interestingly, the cytochrome o porphyrin X* electron density 
sensitive mode, v4 displays no frequezcy shifts in the photolytic transients relative to the 
equilibrium species. The behavior of the v4 in cytochrome o transient is similar to that observed 
in cytochrome a3 transient, but in contrast to the correlated shifts in v4 and v(Fe2+-His) 
exhibited by Hb photolytic transients. The 208cm-1 mode in the fully reduced enzyme moves to 
212 cm-1 in the photodissociated enzyme. Similar transient Fe-Ligand (LFHis) behavior was 
originally noted for the Hb.CO and CO-bound mammalian Cytochrome c oxidase. The only 
change that occur in the evolution from the photoproduct to the transient spectra is the Fe2+-His 
mode which display small intensity andor position alterations. The appearence of the 208 cm-1 
peak in the 2-ps spectrum, suggests partial relaxation of the Fe2+-His mode in the first 2 p 
subsequent to CD photolysis. Although, the inherent line width of v(Fe-His) precludes the 
direct observation of two distnct Fe-His modes, the 10 and 30 ps spectra show rexation of the 
Fe-His mode. The continous evolution of the v(Fe-His) over the 10 ns-1.2 ms time scale is the 
most quantified aspect of hemopocket relaxation and ligand rebinding. At times longer than 100 
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US, the overall effect of ligand rebinding is the continous upshift of the frequency of the Fe2+- 
His mode. At times longer than 200 ps, the presence of the 212 cm-1 indicates rebinding of CO 
to the photolyzed cytochrome o. This results from the CO photolysis by the probe 416 nm 
beam, producing the 10 ns spectrum. Since we are photolyzing all of the cytochrome o with the 
pump beam, the appearance of the 212 cm-1 peak indicates ligand rebinding to the previously 
photolyzed cytochrome u. 

The observation of a single mode at 208 cm-1 indicates a conserved proximal enviroment 
in cytochrome o similar to that observed in cytochrome q. A split iron-histidine stretching 
mode, however, has been assigned in the Raman spectra of Therms thermophilus b q ,  Bacillus 
subtilis c q  oxidases, and in cytochrome-c peroxidase. In these enymes, the two stretching 
modes are proposed to arise from two different heme-protein conformations that effect the iron- 
histidine bond strength. TabIe I summarizes several of these frequencies; The 208 cm-1 mode is 
similar to, but slightly lower than that observed for several histidine-coordinated Fe heme 
proteins, which indicates that its bonding to the iron atom of the heme are unique among the 
histidine-coordinated heme proteins that have been studied to date. The frequency of the F&+- 
His stretching band of cytochrome o is 6 cm-1 lower than that observed in cytochrome which 
indicates that significant differences in the Fe-His bonding andor interaction occur in the 
cytochrome c and quinol oxidase family of enzymes. A plausible explanation for the weak Fe- 
His bond in cytochrome u as compared to the corresponding bond in cytochrome q is the 
hydrogen-bond strength of the Histidine Ng proton. Studies on heme model compounds (Table 
E) have shown that the v(Fe2f-His) ranges from 200 cm-1 for those complexes in which there is 
no hydrogen bond acceptor, to - 220 cm-1 when there is a hydrogen-bond acceptor, to -233 crn- 

when the hydrogen is removed resulting in the imidazolate form of the complex. 

The angle of the histidine relative to the heme nitrogens is a second factor that may 
influence the strength of the iron-histidine bond. In the case of Bacillus subtilis m3 oxidase, 
the two iron-histidine modes observed at 194 and 214 cm-1 might be due to rotamers of the 
imidazole ring plane relative to the heme N-FeN axis. An analogous situation is thought to 
occur in 6a3 oxidase, and in the T state of Hb where a strained Fe-His conformation weakens 
the iron-histidine bond. 

Lemon et al.5and Woodruffl determined the coordination dynamics of the binuclear site 
of cytochrome bo and found that the equilibration of CUB-CO with CO in solution which occurs 
with a rate constant of 500 s-1 is very slow compared to the 7x105 s-1 observed for oxidase. 
From this they concluded that CUB severeiy limits the approach of ligands to the heme active 
site. Our data indicate that the rate of CO rebinding in cytochrome bo is considerable faster 
than that observed in cytochrome au3 which suggests significant differences in the distal 
pockets of these enzymes. If the flow/flash approach is to work effectively, several conditions 
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must be met.8 One of these is that the photodissociated CO must leave the binuclear active site 
quickly following photolysis, and the heme pocket must relax rapidly, relative to the O2-binding 
reaction. Svensson and Nilsson? and more recently Orii et a1.10 applied the flow/flash 
approach, and reported that cytochrome bo reacts with @ with a maximal rate constant of 
5.lxldcs-1 (12 ps) which is slower than the 1.6 xl$ s l ( 3 . 8  ps) reported for cytochrome aq. 
Moreover, Svensson and Nilsson concluded that the mechanism for oxygen reduction in 
cytochrome bo is analogous to that suggested for cytochrome ~ a 3 .  The fast rate of CO 
rebinding data re@h-td here, however, in conjunction with the 1.4 ms Cug/CO dissociation rate 
constant suggest perturbation in the cytochrome boldioxygen reaction. 

The frequency difference between the v(Fe2+-His) frequencies in cytochrome bo and 
cytochrome a q  indicate that the proximal site of cytochrome 0, while similar, is not identical to 
cytochrome a. The small frequency differences between the Fe2+-His modes in the deoxy and 
transient photoproduct in cytochrome bo and cytochrome m3, and the absence of any 
correlation, as opposed to hemoglobin, between v(Fe2+-His) and v4 do indicate, that similar 
proximal hemepocket relaxation mechanisms occur in the bacterial and mammalian enzymes. 
The rate of CO rebinding in these two enzymes, however, is quite different. 

Table I: Iron-Histidine (Imidazole) Stretching Frequencies (cm-1) for some Proteins and Model 

Compoundsa 
Comdexes Y( Fe(II)-His) References 
Myoglobin 210-220 11,12 
Hemoglobin 203-224 11,12 
cytochrome c oxidase( a.3) 2 14 13, 14 
cytochrome aa3-600 194214 15 
cytochrome ba3 193/2O9 16 
HRP 243 12 
CCP 2271249 17 
Cytochrome bo 206 4, this work 
Fe( PPDME)(2MeIm)/CH2Cl2 200 12 
Fe( PPDME)(2MeIm)/DMF 205 12 
Fe(PP)(2MeIm)/H20 219 12 
Fe( PPDME)(2MeIm-)MqSO 233 12 

aAbbreviations: HRP, horseradish peroxidase; CcP, cytochrome c peroxidase; PP, 
protoporphyrin; DMF, dimethyl ester; 2MeIm, 2-methylimidazole; DMF, dimethylformamide. 
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INTRODUCTION 

Azobenzene isomerization has been a challenging academic problem since 
the first report by G. S. Hartley [I]. Unlike stilbene, where the dynamics of isomer- 
ization has been well understood [2], the mechanism of isomerization in azobenzene is 
still unclear [3]. A study of substituent effects on isomerization of trans-azobenzene 
(TAB) by Rau e t  al (3, 41 has indicated that the mechanism of isomerization critically 
depends on excitation wavelength. They proposed that on visible excitation (n + 7r* 
transition), the isomerization pathway was through inversion , whereas, the mechanism 
would follow rotation pathway for UV excitatiug (7; 3 T" transition)' [3]. In solution, 
it has been proved that TAB contains a centre of symmetry [5 ,  61, but it is not yet 
established whether the molecule is planar ( C 2 h )  or, slightly distorted &om planarity 
(Ci) (71. The electronic absorption spectrum of TAB in CC14 consists of a weak band at  - 440 nm ( E  M 500 M-' cm-') which is assigned to a symmetry forbidden (A, t A,) 
transition, assuming Ci symmetry. In fact, the (A, t A,) absorption intensity of TAB 
has been observed to be unusually large for a forbidden transition and has been ex- 
plained to originate from vibronic coupling with allowed (A, + A,) transition through 
the isomerization (rotation or inversion) coordinate. 

Resonance Raman (RR) spectroscopy is an ideal tool to understand the 
excited state displacements for a given vibrational mode on excitation [8). A study 
of the Raman excitation profiles (REPs) of various vibrational modes observed under 
resonance would provide information on the architectural changes associated with the 
given excitation. In particular, a comparison of the theoretically simulated REP with 
that of the experiment would provide vital clues regarding the dynamics associated with 
that specific vibrational mode (8, 91. In the case of TAB, a study of the REPs of the 
various vibrational modes under both UV and VIS excitations is expected not only to 
lead to structural evidence for the isomerization pathway but also to provide valuable 
insight into the origin of Raman intensities. 

In this paper, simulation of REPs under VIS'excitation has been carried 
out using Heller's time-dependent wavepacket formalism (10 - 121. This time-dependent 
theory of Raman scattering has an advantage, in that knowledge of all the eigenstates 
in the excited electronic surface is not required. Further, Heller's approach provides 
a more transparent physical picture of the dynamics. A comparison of the simulated 
REPS with the experimental ones by Okamoto et al (131 show that only five modes fit 
well whereas the other five modes hardly fit in the blue region of the spectrum [14]. In 
order to get a good fit for the latter, interference effect [15] of the (A, + A,) transition 
with that of the resonant electronic (A,.+ A,) transition has been incorporated in our 
simulation. 
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TREORY. 

In the time-dependent theory of Raman scattering pioneered by Heller et a1 
[lo - 121, the resonance Raman amplitude for the transition from the initial state li> 
to the final state If> (where both the vibrational eigenstates li> and If> correspond to 
the electronic ground state) is expressed as a half Fourier transform of the correlation 
function <fli(t)>, 

where EL is the energy of incident photon, f i  = h/27r (h being Planck's constant), M 
the electronic transition dipole moment, E; the zero-point energy of ground electronic 
state, I' the homogeneous broadening, and li(t)> the evolving wave packet at various 
intervals of time under the influence of the excited state Hamiltonian (He). Thus, 

-For the simulations carried out in this work, it is assumed that all poten- 
tial surfaces are harmonic except the torsional mode which is considered to be linear 
and dissociative in the excited electronic state, normal coordinates are not mixed in 
the excited state, transition dipole moments are constant and frequencies for all the 
vibrational modes are same in both the ground and excited electronic states. Propa- 
gation of the wavepacket on excited electronic surface has been carried out using the 
time-dependent quantum-mechanical (TDQM) method involving a grid technique (16 - 
181. In the present study, an initial wave function (i> at t = 0 is specified on a chosen 
spatial grid of 2048 points with grid spacing of 0.1 dimensionless units. A fourth order 
differencing (FOD) scheme has been used for the time evolution. FOD method is much 
faster and equally efficient [19,20] as the normally used second order differencing (SOD) 
scheme [17, 21 - 23). In this paper, the time evolution involves a total of 8192 steps 
with each step (At) corresponding to 0.01 fs. 

A multi-mode calculation has been carried out for TAB. Multi-mode Raman 
correlation function is given by the product of correlation function, <fklik(t)> for the 
Raman active mode (k) and autocorrelation function, <ij(ij(t)> for other vibrational 
modes (j). 

where, N is total number of vibrational modes. The polarizability (cri-r) for the multi- 
modes can be obtained by substituting the values of <fJi(t)>M in eq. (1). 

The  simulated ~ P s  obtained by considering only a single excited electronic 
state does not fit well with the experimental results for five Raman active vibrational 
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modes. Hence, the interference effect from the bigher lying (A, c As) transition has 
been introduced in our calculations. This transition has a higher transition dipole 
moment than the resonant electronic state. Thus, assuming a two state model, i.e if we 
consider the presence of an interfering state along with the resonant state, the expression 
for polarizability (ajdf) is as follows (151: 

wherg MR and MI are the transition dipole moments and OR and 01 are the Raman 
correlation functions for the resonant and interfering excited electronic states. Since 
aiAj is proportional to the square of transition dipole moment, the transition having 
larger dipole moment is expected to influence the resonance REPS considerably. 

RESULTS AND DISCUSSION 

The REPS of all Raman active vibrational modes of TAB in resonance.with 
(n- r* )  transition have been simulated. Only for five modes, viz., 1592, 1491, 1470, 939 
and 912 cm-', do the simulated curves fit well with experiment, whereas for the other five 
modes, viz., 1439, 1312, 1181, 1142 and 1000 cm-','experimental REPS show a decrease 
in Raman intensity (de-enhancement) which did not fit we!! with the simulated curves 
[14]. In order to account for the de-enhancement, an interference effect of A, t A, 
transition has been introduced in our simulation. The experimental R,EPs and the 
simulated ones with and without interference for all Raman active modes of TAB are 
shown in Fig. 1. 

(a) 
X 
:-?* .rz, 

(9) 

X 

I 

In, 
LOO 500 600 LOO 500 600 LOO 500 600 LOO 500 600 

u 
IO 500 600 

EXCITATION WAV LENGTH ( m) 
Fig. 1. REPS of the vibrational modes o 5 trans-azoEenzene: Experimental ( x  x x )  
and Simulated (. . . . . . without interference and - with interference) for (a) 1592, (bj 
1491, (c) 1470, (dj 939, (e) 912, (f) 1439, (g) 1312, (h) 1181, (i) 1142 and (j) 1000 cm-'. 
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It is evident &om Fig. 1. that incorporation of the interference of (A, t As) 
transition in our calculation resulted in very good fit for all the vibrational modes of 
TAB with the experimental REPS. Thus, we conclude that the origin of the decrease 
in Raman intensity near the maximum of the VIS absorption band ( resonance de- 
enhancement [15] ) for some vibrational modes is due to the interference from higher 
lying excited electronic state. The values of zero-zero energy (Em), homogeneous broad- 
ening (I?), slope of the torsional potential ( p )  and transition dipole moment for the 
resonant electronic state are 20470 cm-', 50 cm-', 980 cm-' and 0.8 A. The resonance 
Raman frequencies (w cm-'1, dimensionless displacements (A) and the description of 
vibrations for the resonant electronic state are given in Table 1. Similarly, values of 
&o, r and M for the interfering electronic state is 27710 cm", 50 em-' and 2.52 A 
respectively. Details of the de-enhancement results have been discussed elsewhere [24]. 

A comparison of the displacement values for the important vibrational modes 
of cis- and trans-stilbene and that of TAB under VIS excitation provides valuable clues 
regarding the isomerization dynamics. The vibrational modes 1439 and 1142 cm-' 
assigned to (N=N) and (C-N) stretchings respectively have the largest displacements 
and correspondingly the highest intensities. However, when we compare the case c?f 
cis- (trans-) stilbene, where isomerization occurs via rotation, the most intense Raman 
bands, 1629 (1638 for trans) and 1600 (1599 for trans) cm" correspond to inter ring 
(ethylenic) C=C stretch and ring stretch, respectively (8, 91. Therefore, in the case of 
TAB, if rotation along N=N axis occurs, it is reasonable to ekpect large displacements 
for both (N=N) stretch at 1439 cm-' and the ring stretch.mode at  1491 cm-'. Contrary 
to this expectation, comparable displacement has been observed for 1439 and 1142 cm"' 
(A1439 = 0.95 & AlI4? = 1.03) and a smaller displacement (A14g1 = 0.67) for &he ring 
stretch mode at  1491 cm" in TAB. This suggests that inversion is the most likely route 
of isomerization and not rotation. 

Table 1. Description of vibrational modes of trans-azobenzene, their Raman frequen- 
cies (cm-') and respective displacements (A). 

DESCFUPTION OF 
VIBRATIONAL MODES 

H oop wag 
ring def 
C-N str 

ring H rock 
C-C-H ben 
N=N str 

Ring C-C str, N=N str 
Ring str 
Ring str 

FREQUENCY 
(in cm-') 

939 
1000 

1181 
1312 
1439 
1470 
1491 
1592 

1142 

DIMENSIONLESS 
DISPLACEMENT 

0.47 
0.60 
1.03 
0.67 
0.28 
0.95 
0.76 
0.67 
0.49 

Pi 

def : deformation, oop : out of plane, ben : bending, str : stretching. 
linear dissociative mode: w = 912 cm" and p = 980 cm-'. 
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Femtosecond IR Spectroscopy of Optically Excited Molecules 

Chengfei Wang, Brian Mohney, Boris Akhremitchev, and Gilbert C. Walker 
Department of Chemistry, University of Pittsburgh, Pittsburgh, PA 15260 

Just as static vibrational infrared spectroscopy is a principal means to determine the 
structure and environment of chemical species, via the measurement of frequencies, force 
constants and bandwidths, so should ultrafast time resolved infrared vibrational spectroscopy 
provide that same information. Recent developments make possible the characterization of short- 
lived IR chromophores: the environmental fluctuations they experience, the kinetics of their state 
populations, and their orientational motions. The physical and analytical optics necessary for this 
spectroscopy are the focus of this report. We first explain the experimental procedure by which 

Generating Intense IR Pulses 

igure 1. 

we generate lOOfs 
tunable visible and 
infrared pulses, and 
then describe optial 
pump-infrared probe 
measurements on 
neat liquids, and 
d y e - s o l v e n t  
mixtures. 

Experimental : 
An all solid 

state laser system 
has been constructed 
for the generation of 
pulses throughout 
the visible and 
infrared. The 
Ti: sapphire system 

is show in Figure 1. A cw Ar+ ion laser producing 4W on all lines (Coherent Innova 310) is 
ti& to pump a self-mode-locked Tisapphire oscillator built approximately after the design of 
Asaki et a1 [l]. The mode-locked oscillator produces 30fs, 2nJ, 800nm pulses at 80MHz. The 
pulses are amplified using the chirped pulse amplification method of Mourou and coworkers [2]. 
We use a combination of faraday rotator, thin film polarizers, and double-passed single 
(1 800gr/mm) grating pulse stretcher to inject 50ps pulses into a Tksapphire regenerative 
amplifier. The frequency profile of the pulse injected into the amplifier is controlled by a mask 
within the stretcher. The pulse selection is performed using a pockels cell. The pulse stretching 
is necessary to prevent damage of the amplifier optics from an intense, ultrashort pulse. The 
regenerative amplifier is composed of two end mirrors (rc = 0.5m), a broadband thin film 
polarizer (Alpine Optics), a pockels cell (Medox), and a Ti:sapphire crystal. The crystal is 20mm 
long and doped to absorb 80% of the 3mJ pump light. The pump light comes from an 
ifitracavity-doubled Q-switched Nd:YLF laser (Quantronix 527) whose 527nm pulses are ca 
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300ns at 3.3kHz. After amplification to 300pJ, the pulses are recompressed in a double-pass 
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Figure 2 

single grating compressor to lOOfs at a 
cost of 30% of the pulse energy. 

The generation of tunable pulses is 
accomplished by non-linear optics. A 
fraction (1 OpJ) of the compressor output is 
used to generate a white light continuum 
in a 4mm sapphire optical flat. Continuum 
adequate for probe pulses is generated 
from 400nm-2000nm. However, since we 
are interested in infrared light generation, 
we select a frequency fraction of that 
continuum, e.g., 1100nm, and use it as a 
photon seed source in an optical 
parametric amplifier (OPA). The OPA 
consists of a non-linear optical crystal, 

e.g., KTP, AgGaS,, or GaSe, that has focused into it an appropriately delayed, powerful (lOOpJ) 
800nm pulse, addition to the seed NIR pulse. The NIR photons serve to seed the OPA, and 0.1- 
1pJ IR pulses can be generated in a single amplification stage. Tuning the crystal angle provides 
phase matching at the desired frequency. See Figure 2 for an example of the frequency profile 
of an lOOfs IR pulse generated in KTP. 

We report two kinds of infrared 
detection. First, a pair of HgCdTe 
detectors, one for the infrared reference 
channel, and the second for an IR signal 
channel. The electrical signals are 
collected using gated integration and hold 
(Stanford SRS250), 12 bit A/D 

Gratings (300 and 100 gdmm) on conversion (Keithley DAS20) and 
processed by a personal computer. The 
sensitivity of this detection scheme 

Figure 3 proved to be quite good: typically better 
than l m O D  in 1 sec  da ta  

collection/processing at a given infrared frequency and pump/probe delay. 
However, as will be obvious from the discussion below, the advantages of multi-frequency 

detection using IR arrays are numerous, and we have rapidly replaced the two detector scheme 
with a twin 10 element HgCdTe array scheme [3]. We have similar sensitivity, and the ability 
to rapidly capture patches of the IR spectrum with varying frequency resolution, see Figure 3. 

Due to the complexity of material responses that can contribute to the observed transient 
absorption signal, we first show the transient spectra obtained for a 400nm pump IR probe of neat 
dimethylformamide, see Figure 4. The most obvious feature of this figure is an oscillating wave 
around time zero. This feature is due to frequency-chirping of the probe pulse as a function of 
delay between the pump and probe pulses. This is a phase modulation of the probe pulse 
induced by the pump pulse acting through the sample [4,5]. The phase delay may be calculated 
from the following phenomenological relation. 

Infra-Red Spectrometer with 10 element 
MCT Array Detectors. 

preamplifiers - Translational 

Rotational Stage 
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igure 4. Neat DMF, EXPT. igure 5. Simulation of EXPT. 

A@(t) = aI(t) +p@(t) [Ciri(t)] 
In this expression the first term represents the electronic response, with a normalized pump 
intensity I(t). The second term represents the nuclear response from orientational relaxation, 
where @(t) is a normalized step function and Xiri(t) represents intra-and inter-nuclear contributions 
to the signal. Figure 5 shows a transient OD spectrum calculated via time derivative of the phase 
delay induced by the pump beam convoluted with the probe pulse profile. The consequence of 
this phase modulation is a shift of the probe pulse to lower frequency at small negative times, 
and a shift to higher frequency at small positive times. Because this response derives from 
dispersion and not loss, integration of the spectral response over frequency will result in a net 
zero signal. Figure 6 shows the result of such manipulation of data for a similar experiment in 
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Figure 6. Neat Dicloromethane. 

induced birefringence, which could arise if the 

dichloromethane from Figure 6, integrated 
from 3357cm-' to 3280cm-' . Note that the 
signal is not uniformly zero, but a small 
bleaching component remains around zero 
time. 

It might be argued that this component 
could result from a lens, not included in the 
above expression, whose influence and focal 
length depends on the displacement of the 
sample from the focus of the probe light. 
However, we keep the probe focus at the 
sample, and in our geometry the signal from 
such a lens would result in a transient 
absorption contribution to our net signal, not 
a bleach as is seen in Figure 6. Similarly, 
angle between pump and probe polarization 

vectors were not 0 or go", would lead to an absorption, not a bleach. 
Instead, we consider the electric field of the pump pulse and its ability to shift the 

vibrational transition frequencies of the solvent vibrations. The probing light frequency in this 
experiment is on the wing of the CH stretch absorption of CH,Cl,. Following second order 
perturbation theory we estimate that the pump pulse will induce a -0.2-2crn-l down-shift of the CH 
stretch band [6].  For our sample this effect would result in a decrease in absorption of ca 2- 
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20mOD over this frequency region, which is larger than we observe but of the right sign. 

Solvation Dynamics: 
These measurements are oriented toward a more detailed understanding of solution 

dynamics, in particular the effects of a perturbing solute on the surrounding solvent's vibrational 
spectrum. These measurements should be take in the context of a large body of work that 
identifies role of polar solvents (or proteins) to stabilize charge shifts (71. Recent theoretical 
studies [8] suggest that in small molecule solvent-solute systems the majority of stabilization 
energy and the fastest response comes from molecules in the first solvation shell. 

We report the transient absorption of a dimethyl formamide solution at 3340cm-' following 
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Figure 7. C183 in DMF 

optical excitation of dissolved coumarin 183 
at 400nm. This dye molecule exhibits a larger 
dipole moment in the excited electronic state 
than in the ground state. It belongs to a class 
of dyes which have been used to study the 
dynamic solvent effect by monitoring the time 
dependent shift of the frequency maximum of 
the coumarin fluorescence emission spectrum, 
which reveals the developing solvent 
polarization. 

Here we focus instead on the effect of 
the dye on the time resolved solvent spectrum 
[9 ] .  The spectrum has been measured in the 
vicinity of the dimethyl formamide carbonyl 
overtone absorption, the OH stretch of the 

ground state coumarin, and trace water. The transient absorption signal is fit with a convolution 
of the pump pulse with two decaying exponentials. The characteristic decay times are 1.3ps and 
a much longer time constant (which we associate with the excited electronic state lifetime). The 
shorter time compares well with the 1.4ps solvation time for dimethyl formamide estimated by 
the time-dependent fluorescence Stokes shift method using related coumarin molecules [7]. 
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Abstract 
With two-color picosecond infrared laser pulses the dynamics of 0-H stretch vibrations 
in zeolites are investigated, We find that vibrational stretch excitations hop among 0-H 
sites which have an inhomogeneous distribution of absorption frequencies. This site-to-site 
transfer is caused by dipole-dipole coupling of the 0-H oscillators and leads to diffusion of 
the vibrational excitations both in place and in frequency. 

The dynamicii of chemical reactions on a molecular scale[l] can nowadays be studied thanks 
to the availability of ultrashort laser pulses. High-intensity infrared pulses can be used to 
reveal directly vibrational excited-state lifetimes and energy pathways of vibrational energy. 
We investigate the vibrational dynamics of the industrially important catalysts zeolites[2]. 
The catalytically active sites in the  zeolitic lattice are the acidic 0-H groups, which are 
found near Al-atoms in the porous alumino-silicate structure. Besides the industrial interest 
to understand the catalytic reactions on a molecular scale, zeolites appear to be good 
model systems to study relaxation processes of molecular vibrations encaptured in a solid 
lattice(3, 4, 51. 

The proton-loaded zeolites were obtained by heating in vacuo (at least 1 h at 723 K) 
fully exchanged zeolite Y with a Si/A1 ratio of 2.8. The conventional infrared spectrum 
of zeolite Y around the 0-H stretch vibration frequency is depicted in Fig. 1. Two sep- 
arate absorption bands are observed. We concentrate on 0-H oscillators with vibrational 
frequencies in ihe high frequency (HF) absorption band at 3637 cm-'. 

At room temperature, all the 0-H vibrations are initially in the v = 0 vibrational 
ground state. In our two-pulse experiment, a first, intense (- 100 pJ) picosecond (27 ps) 
infrared pump pulse is tuned to the fundamental absorption band. Due to the anharmonic- 
ity of the vibration, the pump pulse is only resonant with the first transition and excites 
a significant fraction (- 10 %) of the 0-H oscillators to the first excited vibrational level, 
v = 1. The transient level populations are monitored by the transmission of a second, weak 
(- 1 pJ) picosecond probe which is independently tunable in wavelength[6]. By varying 
the delay of the probe pulse with respect to the pump pulse, the transmission changes 
induced by the saturating pump pulse are measured in a time-resolved way. Excited state 
population lifetimes can be inferred from the return to the equilibrium value of the probe 
transmission. Pump induced changes in the absorption spectrum can be recorded by fixing 
the delay between the pulses and tuning the frequency of the probe pulse. 
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Figure 1: Transient transmission spectrum (dots, left axis) 32 ps after excitation the HF 
0-H absorption by a pump pulse at  3639 cm-' (big arrow). The conventional absorption 
spectrum is depicted as the solid line (right axis). Due to water absorption in the non-linear 
crystals used for generation of the laser pulses, no light can be generated in the in the region 
3465 to 3510 cm-' 

The pump induced changes of the absorption spectrum 32 ps after excitation of the h'F 
0-H oscillators by the pump pulse are shown in Fig. 1. The probe transmission around the 
excitation frequency is increased (the absorption is bleached) because a significant fraction 
of the population is excited and thus the population difference between t, = 0 and u = 1 
is decreased. As long as the u = 1 level is populated, absorption from u = 1 to u = 2 
occurs and consequently the transmission of a probe pulse at the u1-2 transition frequency 
is decreased. This induced 'hot-band' absorption between first and second excited levels is 
found around 3475 cm-', in agreement with the value for the anharmonicity determined 
by overtone spectroscopy[7]. 

Due to the random distribution of Al-atoms in the zeolite lattice the absorption bands 
are expected to be inhomogeneously broadened, which means that they are composed of 
distributions of vibrational frequencies. Excitation of a subset of oscillators within such an 
inhonogeneous band would rccult j, a transient spectral hole in the band (see e.g. Ref. [SI). 
This is not observed in Fig. 1, because our laser pulses at  the 0-H frequency have a too 
large spectral width (Full Width at Half Maximum (FWHM) = 35 cm-') to excite a subset 
of oscillators within the HF band. At the 0-D frequency however, the linewidth of our 
pulses is much smaller (8 cm" FWHM at the HF 0-D absorption frequency of 2683 cm", 
see also Ref. [SI). Transient absorption spectra at the 0-D frequency were measured for 
samples in which part of the 0-H hydroxyls were replaced by 0-D oscillators. Indeed, for 
the transient spectrum of the H F  0-D band it is found that the bleaching has a narrower 
linewidth (FWHM = 13 cm-') than the width of the unexcited fundamental absorption 
band as measured by the probe pulse only (FWHM = 19 cm-')[9]. This means that 
a transient spectral hole is burnt, proving the inhomogeneity of the infrared absorption 
bands in zeolites. From a deconvolution of the laser spectrum and the bleached spectrum 
at the HF 0-D band, the homogeneous linewidth is estimated to be 5 cm"[9]. 
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Figure 2: Relative transmission change In[T(t)/To) of a probe pulse at the red side of the hot 
band as a function of the delay with the pump pulse, for two values of the center frequency 
of the pump. The lifetimes r corresponding to single exponential decay of the transmission 
changes (with the standard deviations) are depicted in the graph. The relatively long 
lifetimes are in agreement with previous saturation experiments on similar sytems [IS]). 

The population dynamics of the 0-H vibration can be studied by measuring the probe 
transmission as a function of the delay time with respect to the pump pulse. To monitor the 
population dynamics of the u = 1 excited level, the probe frequency is fixed at  3459 cm”, 
at  the red (low frequency) side of the v1-2 hot band (see Fig. 1). At this frequency the 
laser linewidth is reduced to 12 cm-* FWHM, due to water absorption in the region 3465 
to 3510 cm-l in the LiNb03 crystals in which the infrared pulses are generated. In this 
way the u = 1 excited level population is monitored for the subset of the 0-H oscillators 
which have the lowest frequencies within the distribution of different vibrational frequencies 
in the (inhomogeneously broadened) HF absorption band. In Fig. 2, the transient v = 1 
excited level population is shown for two excitation frequencies. The lifetime of the transient 
absorption is found to be different for different excitation frequencies. This is unexpected, 
since the same subset of oscillators, with a definite intrinsic population lifetime TI, is 
probed in these experiments. The transient absorption lifetimes for several values of the 
center frequency of the pump are plotted in Fig. 3. The transient absorption probed at 
the red side of the hot band clearly lives longer after excitation at the blue side than after 
excitation at  the red side of the absorption band. 

Although in all experiments the same subset of oscillators is probed, the increasing 
lifetime T for the transient absorption with increasing pump frequency could in principle be 
due to different population lifetimes 2’1 for oscillators at different frequencies. For different 
pump frequencies the distribution of the excitations varies over the set of frequencies within 
the probe bandwidth, and a strong dependence of on frequency would result in a pump- 
frequency dependent transient absorption lifetime. A simple calculation shows that to 
explain the data of Fig. 3, the Tl lifetimes should increase by more than a factor of two 
with frequency in the HF absorption band. In one-color bleaching experiments, in which 
the laser frequency was tuned over the absorption band, such a depencence has not been 
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Figure 3: Transient absorption lifetime for a probe pulse with frequency fixed at the red 
side of the v1+2 hot band (at 3459 cm-'), as a function of the central frequency of the 
exciting pump pulse. The probe pulse monitors the population in the excited u = 1 level 
for a subset of oscillators with fundamental absorption frequencies around 3621 cm-' (= 
3459 cm-' + anharmonicity, obtained from Fjg.1). 

found(4, lo]. Furthermore, such a distribution of TI lifetimes would result in a one-color 
bleaching lifetime which is larger than the transient absorption lifetime probed at the red 
side of the hot band. However, the exponential bleaching lifetime for the probe frequency 
equal to the pump frequency is found to be significantly shorter (250 f 12 ps). 

The observed dependence of the transient absorption lifetime on pump frequency is 
evidence for spectral diffusion of the 0-H excitations on a picosecond timescale. The life- 
time of the induced hot-band absorption, reflecting the excited population of the subset of 
probed oscillators, is determined by two effects: (i) vibrational relaxation of the 0-H stretch 
vibrations and (ii) spectral diffusion of the excitations out of or into the probe bandwidth. 
For the pump frequency resonant with the frequency of the probed oscillators, at the red 
side of the absorption band, excitations are transferred to oscillators with other frequencies, 
which are not probed. Spectral diffusion then acts as a depopulation channel for the ex- 
cited level of the probed oscillators, additional to vibrational relaxation, and consequently 
the transient absorption lifetime is shortened. In the case of slight 08-resonant excitation, 
at the blue side of the absorption band, excitations are transferred from oscillators at the 
pump frequency to the probed oscillators at the red side. In this way the v = 1 excited level 
of the probed oscillators is being populated after excitation by the pump pulse and conse- 
quently the observed transient absorption lives longer than expected from the vibrational 
relaxation time 2'' alone. 

The spectral diffusion can be explained by direct energy transfer of the 0-H stretch 
vibrational quanta between 0-H sites with slightly different frequencies. Dipole-dipole 
interactions can lead to this site-to-site energy transfer of excitations. This is the so called 
Fiirster transfer[ll], which is well known for electronic systems[l2], and has recently also 
been observed for vibrations on a surface[l3, 141. As long as the homogeneous absorption 
lines of the oscillators spectrally overlap, the excitation can be transferred among 0-H 
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groups with slightly different frequencies. The small energy mismatch is compensated by 
the phonons which cause the homogeneous broadening. 

Because the dipole-dipole excitation transfer time between two oscillators is inversely 
proportional to the distance to the sixth power, Fiirster transfer is expected to depend 
strongly on the concentration. Indeed, it was found in previous one-color experiments 
that with decreasing proton concentration the transient bleaching lifetime increases[4]. Us- 
ing the structural information known for the fausjasite structure of zeolite Y[15] and the 
homogeneous linewidth of the oscillators, which is inferred from the O-D hole-burning ex- 
periments, we have calculated the Fiirster transfer rate of a vibrational excitation between 
two O-H oscillators[9]. In fully exchanged zeolites the distances between the O-H groups 
can be as short as 3 A [15]. The effect of diffusion of the excitations on the transient probe 
transmission is calculated taking all possible oscillator sites within the lattice into account. 
This calculation is represented by solid line in Fig. 3. 

In conclusion, we have observed spectral diffusion of vibrational excitations among the 
inhomogeneous distribution of O-H sites in a zeolite. This is explained by direct site-t&te 
transfer of the excitations due to dipole-dipole coupling of the oscillators (Fiirster transfer), 
which takes place on the same timescale as vibrational relaxation. 
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Pressure Dependent Photon Echo Measurements of the Dynamics of Local Phonons 
and Tunneling Two Level Systems in Mixed Molecular Crystals and Glasses 

Bruce J. Baer, Otto Berg, and Eric L. Chronister* 
Department of Chemistry, University of California, Riverside, CA 92521. 

INTRODUCTION 

The local phonondynamics in mixed molecular crystals can be investigated by measuring 
pressure induced changes in the frequency of the local phonons. In addition, since 
inhomogeneous broadening at high pressure obscures sharp features in the phonon side band 
spectrum, photon echo measurements are used in the present study for determining the effect of 
pressure on pseudolocal phonon dynamics. 

Recent experiments have shown that pressure induced (0-20 kbar) changes in local phonon 
frequencies can give rise to dramatic changes in the electronic dynamics of chromophore guest 
molecules in both crystalline [ 1,2] and amorphous hosts [3,4,5]. The intramolecular vibronic 
relaxation rates of molecular crystals are also found to be very pressure dependent due to both 
pressure induced shifts in bulk phonon frequencies as well as changes in the magnitude of the 
anharmonic mode couplings. 

The unique temperature dependent homogeneous linewidths observed for organic 
chromsphores in polymer glasses has fueled a number of low temperature (<5K) optical dephasing 
studies by both photon echo[6,7] and hole burning measurements [8,9]. For the most part, the 
anomalous temperature dependent properties observed in glasses at very low temperature (i.e. < 3 
K) have been attributed to the existence of tunneling two-level systems (TLS) [7,8,10,11], 
whereas scattering from optical phonons become important at higher temperatures [ 121. Although 
a void space model has been suggested [ 131, a physical description of the TLS remains elusive. 

The temperature dependent homogeneous pure dephasing rate of impurity chromophores in 
many organic and inorganic glasses can be characterized by the equation, 

where the first term on the right represents coupling of the impurity excited state to the TLS and the 
second term represents coupling to optical phonons of the glass of energy Am. Homogeneous 
linewidths calculated from TLS models indicate that at low temperature (Le. T < 4K) the pure 
homogeneous linewidth (or dephasing rate) should show a power law increase with temperature, 
where a is a characteristic of the host glass with typical values in the range 1.3 to 1.4 for organic 
glasses. The temperature dependent exponent c1 is often related to the TLS density of states 
p=poW, where E is the tunnel state splitting, and where a = 1 + ~ . [  141 

EXPERIMENTAL 

The details of the high pressure techniques[ 151, laser system[lb] and optical measurements 
have been described previously [ 171. The second harmonic output of a mode-locked Q-switched 
Nd:YAG laser was used to pump a cavity dumped, tunable, dye laser with pulse energies of log, 
pulsewidth of 3Ops, at a repetition rate of 800 Hz. The laser pulses were attenuated to about 0.1 
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pJ, focused to 50pm, and spatially overlapped in the sample. The photon echo emission was 
spectrally filtered with a monochromator, detected with a cooled photomultiplier (Hamamatsu 
R955P) and a lock-in amplifier, digitized and averaged over several scans, and analyzed on a 
personal computer. 

Pressures were measured by the shift of the R1 Ruby line as well as by the shift in the 
pentacene absorption frequency.[l5] Temperatures between 4.3 K and 10 K were obtained using 
a temperature controlled (Lake Shore, Model 330) helium flow cryostat (Janis, STVP- 100) while 
temperatures in the range 1.2 to 2.1 K were obtained using an optical liquid helium dewar. 

I RESULTS AND DISCUSSION 
I The Effect of Pressure on Pseudolocal Phonon Energies in Mixed Crvstals 

A useful phenomenological expression for evaluating temperature dependent photon echo 
measurements of electronic dephasing in mixed crystals is given by [ 181, 

where T2* is the pure dephasing time (Le. (T2)-I = (2T1)-1 + (T2*)-l), and AE is often correlated 
with the pseudolocal phonon energy hvi, and the prefactor T2*(=) reduces to the pseudolocal 
phonon lifetime T* in the slow exchange limit. Thus, the observed pressure induced decrease in 
the homogeneous decay rate is due to an increase in the pseudolocal phonon frequency vi. 
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Figure 1. Arrhenius plots of the pure dephasing time (T2*) at variable pressure. a) Pentacene in 
monoclinic p-terphenyl. b) Pentacene in naphthalene. The slope AE is characteristic of the 
pseudolocal phonon frequency. The high temperature intercepts T2*(=) are pressure independent. 
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The pressure induced shifts in pseudolocal phonon frequencies vi arise due to anharmonic 
intermolecular interactions which can be described by a Griineisen model, 

where vi(p) is the mode frequency at pressure p ,  Vp is the molar volume at pressure p ,  and is 
the mode Griineisen parameter. Thus, pressure can alter the thermal occupation of pseudolocal 
phonons by raising their energy relative to kT, resulting in dramatic pressure induced changes in 
optical dephasing.[ 1,2,19] 

Temperature dependent photon echo measurements can be used to investigate the effect of 
pressure on the pseudolocal phonon energy (characterized by AE), which in turn can be used to 
obtain a mode Gruneisen parameter for the pseudolocal phonon. For pentacene in monoclinic p- 
terphenyl yj is found to be large and very pressure dependent, ranging from a value of yi = 28 at 9 
kbar to a value of yj = 2.5 above 18 kbar. Not shown in this paper are the results for a triclinic p- 
terphenyl host in which yj for the pseudolocal phonon is found to be negative. These very large 
and anomalous results can be attributed to a polymorphic phase transition of the p-terphenyl lattice 
at a pressure near 6 kbar. 

The relatively pressure independent T; (-) values observed for pentacene in both 
monoclinic p-terphenyl and naphthalene host crystals are somewhat surprising since one might 
expect large shifts in phonon energies to affect the phonon relaxation rates. 

The Effect of High Pressure on ODtical Dephasing in Organic Polvmers 

High pressure (0-30 kbars) has been used to investigate the density dependence of the 
temperature dependent optical dephasing of rhodamine 10 1 (Rh 10 1) in polymethyl methacrylate 
(PMMA). Photon Echo measurements have been performed on RhlOl doped PMMA at 
temperatures between 1.2 and 2. I K at pressure up to 30 kbar. At 30 kbar the 20% volume 
compression resulted in little change in either the magnitude or the temperature dependence of the 
optical dephasing rate, i.e. a relatively pressure independent homogeneous linewidth r = 
1 lOMHzeT1.35 is observed. 

A pressure increase of 30 kbar from ambient results in a volume reduction of about 20% 
[ZO], corresponding to a 7% reduction in the tunneling distance, d, sketched in Figure 2. In 
addition, the effect of pressure on the TLS barrier heights can be approximated using the polymer 
glass transition temperature T, as a yuaiitative measure of the relative tunneling barrier heights. 
For PMMA the glass transition temperature at ambient pressure is Tg(Okbar)=105"C and increases 
by 23 Kkbar from 0 to 3 kbar [21]. Even a conservative extrapolation to 30 kbar yields a two fold 
increase in the glass transition temperature. Such an increase in the glass transition temperature 
corresponds to a considerable increase in the average of the barrier height distribution. 

If thefomz of the TLS density of states is not dramatically changed by compression, then 
the temperature dependent power law in eq (1) should remain relatively unchanged, however, one 
would expect a change in the absolute magnitude of the dephasing rate. Thus, it is surprising that 
the temperature dependent optical dephasing of rhodamine 101 in PMMA is not significantly 
altered over the pressure range 0 - 30 kbar, as shown in Figure 2. Without a fortuitous 
cancellation of pressure induced tunneling effects, i.e. unchanged tunneling rates due to the 
opposing effects of increased barrier heights and decreased tunneling distances at high pressure, it 
is still not clear why pressure had so little afCect on the observed optical dephasing rate. 
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Figure 2. a) Log-log plot of the temperature dependent homogeneous linewidth at 
ambient pressure and at a pressure of 30 kbar. The data is nearly pressure independent and 
is a fit to the equation r = 11OeT1.35 MHz. b) A sketch of changes in the TLS potential 
energy diagram under compression. A is the asymmetry, V the barrier height, and d the 
spatial separation between the potential minima. 

CONCLUSION 

Although dramatic pressure induced changes in vibrational relaxation and optical dephasing 
are observed in crystalline systems, the low temperature optical dephasing of an impurity in an 
amorphous polymer host is found to be nearly pressure independent. Whereas pressure induced 
line narrowing in mixed crystalline systems results from a dramatic increase in pseudolocal phonon 
frequencies at high pressure, temperature dependent photon echo measurements in amorphous 
PMMA are relatively insensitive to a pressure induced volume decrease of 20%. By examining the 
effect of density on a wider range of amorphous systems we expect to gain a better physical picture 
of the TLS's used to describe the anomalous temperature dependent homogeneous linewidths in 
glassy systems. 

Acknowledgments 

We acknowledge the National Science Foundation (CHE-9400542) for financial support, 

References 

1. B. J. Baer and E. L. Chronister, J. Phys. Chem., 99 (1995) 7324. 
2. R. A. Crowell and E. L. Chronister, Chem. Phvs. Lett., 216 (1993) 293. 

128 



3. 
4. 

5 .  

6. 
7. 

8. 

9. 
10. 
11. 

12. 
13. 

14. 
15. 
16. 
17. 
18. 
19. 
20. 
21. 

H. C .  Meijers and D. A. Wiersma, J. Chem. Phvs., 101 (1994) 6927. 
A. Ellervee, R. Jaanisco, J. Kikas, A. Laisaar, A. Suisalu and V. Shcherbakov, Chem. Phvs. 
Lett., 176 (1991) 472 
A. Ellervee, V. V. Hizhnyakov, J. Kikas, A. Laisaar, and A. Suisalu, J. Lumin., 53 (1992) 
223 
H. C. Meijers and D. A. Wiersma, Phvs. Rev. Lett., @$ (1992) 38 1. 
L. R. Narasimhan, Y. S. Bai, M. A. Dugan and M. D. Fayer, Chem. Phvs. Lett., 176 (1991) 
335. 
L. R. Narasimhan, K. A. Littau, D. W. Pack, Y. S. Bai, A. Elschner and M. D. Fayer, 
Chem. Rev., 90 (1990) 439. 
D. W. Pack, L. R. Narasimhan and M. D. Fayer, J. Chem. Phvs., 92 (1990) 4125. 
H. Fidder, S. De Boer and D. A. Wiersma, Chem. Phys., 139 (1989) 317. 
W.A. Phillips, Ed., Amorphous Solids: low-temperature properties (Springler-Verlag, Berlin 
1981). 
A. Elschner, L. R. Narasimhan and M. D. Fayer, Chem. Phys. Lett., 171 (1990) 19. 
M. H. Cohen and G. S. Grest, Phvs. Rev. Lett., 45 (1980) 1271; and Solid State Commun., 
- 39 (1981) 143. 
R. Jankowiak, J.M. Hayes, and G.J. Small, Chem. Rev., 93 (1 993) 147 1. 
B.J. Baer, E.L. Chronister, Chem. Phvs., 185 (1994) 385. 
R.A. Crowell, E.L. Chronister, J. Phys. Chem., 96 (1992) 9660. 
B.J. Baer, E.L. Chronister, J. Chem. Phvs., 100 (1994) 23. 
W.H. Hesselink, D.A. Wiersma, J. Chem. Phvs., 73 (1980) 648. 
B. J. Baer and E. L. Chronister, J. Hiph Press. Res., 12. (1994) 101. 
P.W. Bridgeman, Proc. Amer. Acad. Arts. Sci., 76 (1948) 71. 
C. Price, Polymer, 16 (1975) 585. 

129 





Optical and Vibrational Coherence in Bacteriochlorophyll a 

D.C. Arnett, T-S. Yang and N. F. Scherer 
Department of Chemistry, University of Pennsylvania, 

Philadelphia, PA 19 104-6323 

The dynamic nature of a liquid medium causes structural changes to occur on timescales 
corresponding to the Fourier transform of the far-infrared or Raleigh-wing spectrum of the 
material. Experiments that are performed on such short timescales are capable of directly 
capturing the solvent effect on or response to chemical processes. [ 13 The nonlinear response 
function description of third-order polarization, P(3)(t,,t,,t3), spectroscopy [2] shows that 
chromophore optical dephasing is described by the correlation function of the chromophore 
electronic frequency modulation; this, in turn, depends upon the magnitude of the chromophore 
transition dipole-bath coupling and the spectral range of bath fluctuations. A comparison of the 
solvent spectral density obtained from opticai Kerr effect studies and the evolution of optical 
coherence of cyanine dyes has shown that similar bath dynamics are reflected in both 
measurements. [3] 

Optical coherence methods, especially photon echo techniques, have recently been applied 
to the study of chromophore dephasing in solution.[4-81 These include 2-pulse (2PE), 3-pulse 
(3PE) and time gated photon echos (TG-PE) that allow variations of coherence and/or population 
time delays. The TG-PE approach even allows for establishing the temporal profile of the third- 
order polarization [5b,7] rather than the time-integrated polarization. [3,4,5a,6] Time-gated photon 
echo signals [7] are obtained via sum-frequency generation of the polarization with a separate 
gate pulse at time t3g for various values of t ,?  and tz3 making this a 4-dimensional measurement. 
Combinations of these different measurements along with nonlinear response function analysis 
[2,8] can be used to establish the low and high-frequency bath (Le. solvent) fluctuations that 
cause evolution of the energy gap correlation function and optical dephasing. 

This paper presents the the 3-pulse photon echo response of Bacteriochlorophyll, (BChla) 
monomers in pyridine and THF solutions. These measurements reflect the evolution of optical 
and vibrational coherence of the system along time axes t,2 and tZ3, respectively. In particular, 
optical deDhasing is probed by scanning the time delay between the first two pulses (t& 
_----- vibrational dephasing is probed while scanning the second delay (tZ3), and sDectral diffusion is 
detected via the time shift of the photon echo response (scanning t,, for various values of t23). 

The optical source for the results presented here is a home-built cavity-dumped Kerr lens 
mode-locked Ti:Sapphire laser of a unique design producing 13fs duration gaussian pulses with 
90-1OOnm spectral bandwidth and 40nJ energies. The sample is contained in a 0.5 mm path 
length spinning cell and the echo signal is detected in the k,=k3+k,-k, direction. The system 
temporal response and the experimental zero-of-time are determined from the nonresonant 
scattering response of the pure solvent which is detected in the same direction as the resonant 
photon echo from BChla. The samples included both THF and pyridine solutions of BChla 
(Sigma, Rb. Sphaeroides). These solvents serve to hexa-coordinate the central Mg atom thereby 
producing monomeric BChla solutions. 
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Figure 1 shows the I P(3)(0,0,t3) I "pump-probe scattering" or transient grating response 
of BChla in THF. Vibrational coherences are impulsively driven and detected in the nonlinear 
optical response; the Fourier absolute magnitude spectrum is shown in the inset. The vibrational 
frequencies observed in the figure (185, 210, 340, 480, 560, 730, 790, 890, and 1180 cm-I) are 
in very good agreement with line positions obtained from cw-Raman measurements. [ 10,111 The 
time constants for vibrational dephasing are determined to be about 1 ps by singular value 
decomposition analysis. The vibrational dephasing reflects the force autocorrelation function of 
the bath projected onto the vibrational mcdes. Clearly, the timescale for vibrational dephasing is 
much shorter than the relaxation of the population contribution to the photo-bleacldstimulated 
emission [12] signal (i.e. dc-offset). Similar results are obtained in pyridine solution. Intense low 
frequency modes between 100 cm-' and 300 cm-' reported for BChla in the photosynthetic 
reaction centerr1 11 are weak in the present data. This finding is, however, consistent with the 
lack of vibrational coherence excitation of BChla in solution obtained with 50 fs pulse excitation 
and probing. [ 121 
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Figure 1. Modulus square four wave mixing response of BChla in THF measured in a Boxcar 
geometry. Inset: Fourier transform of the time domain data deconvoluted for the finite laser pulse 
duration. The display is of the absolute magnitude of the FT data, Le. square-root of the power 
spectrJm. A jiexponential decay fit to the time domain dnta has been subtracted before Fourier 
transformation. 

The I PQ)(t,,t,=t,) I optical coherence response of BChIa in THF is shown in Fig. 2. The 
echo shape is asymmetric with a significant time-shift (10-12 fs) from the zero-of-time point. 
The echo shift indicates that the solvent response is not in the homogeneous limit but has an 
inhomogeneous contribution.[ 13,141 The prompt decay of the echo signal indicates that 
homogeneous relaxation is, however, significant; the chromophore coherence decays on a series 
of timescales reflecting the spectrum of and coupling to the solvent fluctuations. The timescale 
for spectral diffusion is inferred from the evolution of the echo time-shift for increasing t,, time 
delays, IP(3)(tI,t2<t3)12. These results are shown in figure 3a. The evolution of the optical 
coherence response in pyridine and THF solutions both show fast and slow contributions to the 
chromophore spectral diffusion. 
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Numerical simulations incorporating the solvent polarizability spectral density and the 
multi-mode aspect of the chromophore response, i.e. intra-chromophore vibrational modes, are 
capable of faithfully capturing the dynamical responses recorded above. The simulations, using 
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Figure 2. Photon echo response of BChla in pyridine. Solid line + dots: Bchla photon echo signal, 
line only: pure-solvent (pyridine) 3-beam scattering response. The nonresonant Pyridine response 
from the pure solvent is at least 5 times smaller than the resonant BChla signal, but is normalized 
in this representation to show the instrument temporal resolution. 

mode displacements from resonance Raman spectra, test both the utility of the pure solvent 
polarizability response for analysis of short time dynamics as well as the long-time spectral 
diffusion response. The nonlinear response function simulation peak-shift results are 
superimposed on the experimental. Good agreement is obtained for early t,, time delays up to 
about 100 fs. The two curves then diverge from each other. The simulation using the measured 
solvent spectral density does not contain sufficient low frequency amplitude to match the slow 
change of the experimental peak shift over 5 ps delay (tZ3). This finding is in agreement with the 
recent work of Fleming and coworkers on the 3-pulse photon echos of HITCL in ethylene glycol 
where low frequency terms had to be added to the from a single Brownian oscillator spectral 
density to reproduce the longer tZ3 spectral diffusion dynamics.[ 143 

The low frequency spectral density not reflected in the OKE susceptibility/spectral density 
used here may result from the direct solvent-solute interaction and restricted solvent motions at 
the solute "interface". These slow solvent bath fluctuations are "inhomogeneous" (static) 
broadening contributions to the photon echo signal at early tZ3 time delays as shown in fig. 1 
(t,,=O). Alternatively, other low frequency modes of the chromophore that exhibit an overdamped 
response may also contribute to the "bath" spectral density. When tZ3 is increased more 
chromophore intramolecular fluctuations (vibrational coherences) and the lower frequency bath 
fluctuations contribute to the ernegy gap correlation function. Broadening or bath contributions 
that were previously static become dynamic and contribute to the "homogeneous" dephasing 
behavior of the optical coherence. 



Figure 3b shows the 3-pulse photon echo peak shift obtained at 9 fs intervals in tZ3. Here, 
the peak shift exhibits oscillations over a 1 ps (or more) t23 delay. The solid curve through these 
points is a LPSVD analysis [15] of the time-shift data exhibiting sinusoidal components of 730 
and 463 cm" frequency that are in agreement with the vibrational coherence features seen in the 
pump-probe scattering data shown in fig. 2. We conclude that chromophore vibrational 
coherences contribute to the temporal shift of the echo signal and therefore also to the optical 
coherence dephasing. 

Figure 3. (a) Spectral diffusion dynamics of BChla monomers in pyridine. The solid points and 
error bars show the experimental echo maxima as a function of fZj  delay time. The points represent 
the simulated results based on the solvent polarizability spectral density and multi-mode 
chromophore response. (b) Spectral diffusion dynamics of BChla monomers in THF observed as 
a function oft,, delay. The experimental echo maxima are shown as points with error bars for t,, 
time steps of 9 fs. The line through the points is a LPSVD fit containing 2 oscillatory components 
of 730 and 463 cm-'. 

Figure 4 shows a comparison between the experimental photon echo signal at t,, = 100 
fs and the multi-mode spectral density nonlinear response function simulation of the echo signal. 
The agreement between experiment and simulation is excellent. This result supports the idea that 
incorporation of seven intra-chromophore modes observed in resonance Raman measurements 
[I 11 and displacements [ 161 along with the measured solvent spectral density well reflects the 
high frequency fluctuations that contribute to the decay of BChla optical coherence in liquids. 

The experimental results presented here indicate that BChla is a useful probe of bath 
fluctuations in solution and will presumably also serve well in this capacity in the more "glassy" 
environment inside of proteins. BChla is an important chromophore that is involved in energy and 
electron transfer processes in photosynthesis. [ 17, 181 The present results indicate that the 
vibrational and optical dephasing responses obtained in vitro will be helpful in establishing the 
spectrum of bath fluctuations[ 191 and the coupling of the chromophore vibrational[20] and 
electronic coordinates to the protein bath in light harvesting antennas and photosynthetic reaction 
centers. 
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Figure 4. Comparison of 3-pulse photon echo response of BChla in pyridine and simulation using 
the solvent spectral density approach. The dots are experimental data points for t,,=l00 fs, while 
the solid line is the calculated signal for the same t,, delay. 
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Raman Echo Studies of Vibrational Dephasing in Liquids and Glasses 

Mark Berg, David Vanden Bout and John Freitas 
Department of Chemistry and Biochemistry, University of South Carolina, Columbia, SC 29208 

INTRODUCTION 
The intrinsic line width of a vibrational transition in a condensed phase is a direct reflection of 

the interaction of the vibrational mode with the surrounding matrix. Many different types of 
interaction which can potentially affect vibrations have been identified theoretically.[ 1, 21 New 
time-resolved spectroscopic methods such as the Raman echo are providing more detail on these 
interactions and also reexamining standard assumptions about the relative importance of different 
interactions. 

Of special interest are isotropic Raman transitions, which are not broadened by molecular 
rotation as many IR transitions are. Measurements of vibrational lifetimes (TI) show that they 
are typically several picoseconds or longer, too slow to account for most of the observed line 
widths.[3] The consensus has developed that pure dephasing is responsible for most isotropic 
Raman line widths.[1,2] In this case, the lineshape is given by the Fourier transform of a single- 
time correlation h c t i o n  of the frequency shifts induced in the vibrator by the environment So(t), 

This h c t i o n  is measured by transforming the Raman lineshape, or more recently, by a time- 
domain experiment, the Raman free induction decay (RFID).[1,2] Also known as time-resolved 
CARS, the WID experiment starts with a coherent excitation of the vibration by stimulated 
Raman scattering between a pair of subpicosecond pulses. After a delay time T, the degree of 
coherence remaining is measured by coherent Raman scattering fiom a third pulse. 

Although this measurement contains a great deal of information, it also has an inherent 
ambiguity.[4] The Size of the integral is determined by both A, the rms amplitude of 60(t), and 
T,, the time scale over which So(t) varies. In the limit of slow perturbations, T, >> l/A, the 
decay of C,,,(t) is determined by A and the associated line is inhomogeneously broadened. In the 
limit of fast perturbations, T,<< l/A, the decay rate of Ci;/o(t) is determined by Ah,,. and the 
associated line is homogeneously broadened. In liquids, potential sources of perturbation span 
both limits and the intermediate region in between. Thus the properties of 6o(t) cannot be 
uniquely determined from CplD(t) alone. 

The Raman echo experiment removes this ambiguity. The Raman echo is a iive-puise 
experiment exploiting a higher order nonlinearity than the Raman FID, and has only recently been 
observed in liquids.[5-9] It measures a two-time correlation ii1nction,[4] 

An example of a measurements of this h c t i o n  is shown in Fig. 1 .  
As in the WID, the vibration is initially excited via stimulated Raman by a pair of pulses. 

Dephasing occurs for a time r 1, after which a second pulse pair reverses the phase of the coherent 
vibration. If 6o(t) has not changed much during r the dephasing will be reversed, and the 

simply continue to decay as it does in the WID. The size of the coherence at a time ~2 is 
coherence will increase. In contrast, if all memory o )? 6o(t) is lost during r 1, the coherence will 
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monitored by coherent anti-Stokes scattering 
fiom a fifth pulse. By comparing the decay 
of the coherence during 72 with the RFID, the 
time scale of 6a(t) is unambiguously 
determined. 

In this paper, we report Raman echo 
measurements on the symmetric methyl 
stretching vibration in different environments. 
Although the vibrator is essentially the same in 
all cases, the dephasing dynamics change 
substantially in different environments. 

Fig. 1. The full two dimensional C d t )  function 
measured for the sym. methyl str. of CH3CN. The decay 
in a j  is the same as the RFID decay (curves) regardless of 
rl, indicating that 6o(t) decays rapidly, Le. the Raman 
line is homogeneously broadened. If Sw(t) varied more 
slowly, the rephasing effects of the second excitation 
would raise the Raman echo points above the RFID 
curves, especially for larger values of r, and z2. 

INHOMOGENEOUS BROADENING AND 
SPECTRAL DIFFUSION 

An example of inhomogeneous broadening 
is the sym. methyl str. in a 1: 1 mixture of CH3U 
CDC13. Raman echo data fiom this system are 
shown in Fig. 2. Under all circumstances, the 
Raman echo decay in 72 for 71 = 0 should 
match the WID (solid curve). However, as T~ 
increases, the Raman echo decay becomes 
progressively slower relative to the WID. This 
effect results fiom the rephasing of an 
inhomogeneous component of the line 
broadening. However, the rephasing is 
hcomplete, indicating that there is also a 
homogeneous component present. 

The inhomogeneous component arises fiom 
concentration fluctuations, as originally 
suggested by Doge, et al.[lO] In the local 
region around each methyl group, the ratio of 
CH,I to CDCl, molecules may fluctuate 
significantly fiom the bulk average. The 

Fig. 2. Raman echo data on the sym. methyl str. of fi&enCY Of the Symmetric stretchis a hea r  
CH3YCDC13 (points) compared to models for purely fbnction of the concentration, as show by 
homogeneous broadening (solid), partial static Concentration-dePendent Rarnan experiments. 
inhomogeneous broadening (dashed), and partial The resdt is ~ o m o g ~ e o u s  COntribUtiOn to 
inhomogeneous broadening with spectral diffusion the b e  shape. 
(dotted). Concentration fluctuations were modeled 

very simply by assuming random mixing among 
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N neighboring molecules, each of which affects the vibrational fiequency equally. The model was 
required to fit not only the Raman echo data, but also the WID data and concentration-dependent 
Raman lineshape measurements. The results are shown in Fig. 2 as dashed curves. The model is 
qualitatively correct in predicting a slower decay in '52 as 71 increases, but overestimates the 
magnitude of the rephasing. A major deficiency of this model is that it assumes the 
inhomogeneity is static, whereas the local composition may change by &sion within the 9 ps 
covered by the experiment. This effect would cause spectral dfision within the inhomogeneous 
band. Without including spectral difhsion, a quantitative fit to all the available data is uot 
possible. 

An improved model including spectral df is ion is shown as dotted curves in Fig. 2. 
Quantitative agreement is found for a spectral difhsion time of -5 ps. This time is consistent with 
&sion over a distance of one molecular diameter, and suggests that the "local" environment is 
actually the fist solvation shell. The fit value of N = 5.4 is also consistent with the number of 
molecules expected in the first solvation sphere and confirms that only the nearest neighbor 
molecules have a significant effect on the fiequency of the vibrator. As originally argued by 
Schweizer and Chandler,[ 1 I] an interaction modulated by dfision and extending approximately 
one molecular diameter is characteristic of interaction through the attractive portion of the 
intermolecular potential as opposed to the repulsive wall. 

SOLVENT-INDUCED INTRAMOLECULAR VIBRATIONAL REDISTRDBUTION 
As shown in Fig. 1, the sym. methyl stretch in neat acetonitrile, where concentration 

fluctuations are absent, has no inhomogeneous broadening. However, the same mode in ethanol 

I 7, =I ps z,. = 0 ps 

Fig. 3. Raman echo data on ethanol-l,l-d, at room 
temperature, just below the glass transition and at low 
temperature. Neither line narrowing nor 
inhomogeneous broadening are found at low 
temperature. The light curve at 298 K is the prediction 
if the additional line width relative to acetonitrile were 
due to inhomogeneous broadening. The instrument 
response is shown as the light curves at 12 K. 

139 

initially ippears to be a strong candidate for 
showing inhomogeneous broadening in a neat 
liquid. Its line width is more than twice as lar e 

suggesting a new effect is present in ethanol. 
The extra line width is not due to a fast TI. The 
population relaxation time for this mode has 
been measured as 20 ps, far too slow to affect 
the line width. [3] 

AI1 theories of homogeneous pure dephasing 
predict a significant slowing of the dephasing 
when the temperature is reduced. [ 1, 21 Figure 3 
shows Raman echo measurements on ethanol- 
1,145 over a wide temperature range. The 
deuteration prevents interaction of the methyl 
stretch with the methylene stretches. The curves 
on the left, taken at '51 = 0, are equivalent to 
RFID measurements, and are simply the Fourier 
transform of the line shape. When the 
temperature is lowered below the glass 
transition, the dephasing rate does not slow 
down. The temperature was lowered even 
hrther to 12 K, a factor of 25 times lower 
absolute temperature than room temperature. 
The dephasing rate does not slow and even 
speeds up slightly. These results are inconsistent 
with homogeneous pure dephasing, but are 
consistent with inhomogeneous broadening. 

Despite all these factors suggesting 
inhomogeneous broadening is important in 
ethanol, the Raman echo results show it is not. 
On the right side of Fig. 3, the Raman echo 

as acetonitrile's (18 cm-l vs. 6.5 cm- B ), 



measurements are compared to predictions for a homogeneously broadened line. For comparison, 
the curve expected if the additional broadening relative to acetonitrile is entirely due to 
inhomogeneous broadening is shown. Inhomogeneous broadening cannot account for the 
additional line width in ethanol. 

Resonant intermolecular transfer of energy is another mechanism which can cause line 
broadening and still remain active at very low temperatures. However, this mechanism is turned 
off by isotopic dilution. Figure 4 shows a RFLD measurement of ethanol diluted in its hlly 
deuterated equivalent. A nonresonant "coherence" peak dominates the early times, but the phase 
decay seen at later times is the same as it is in the undiluted sample. Resonant energy transfer is 
not responsible for the line broadening in ethanol. 

The combined results of all these experiments have eliminated all the standard mechanisms for 
line broadening. We suggest that solvent-assisted intramolecular vibrational redistribution (SNR) 
is responsible. There are several vibrational levels associated with the methyl group which are 
within kT of the symmetric stretch at room temperature (a- stretch and CH bend overtones). 
Energy can be reversibly transferred within this group of modes, using the energy of the solvent 
thermal bath to make up for the small energy mismatches. Because the energy exchange is 
reversible, it is not the T1 measured in standard experiments. The measured 20 ps Tl time 
represents the irreversible loss of energy to lower energy modes subsequent to the rapid SNR. 

Although SIVR has not been previously proposed as an important line broadening mechanism, 
there is strong evidence that SIVR occurs in methyl groups. Energy has been detected in the 
nearby modes within 10 ps of exciting the sym. stretch.[3] For SIVR to account for the wide line 
in ethanol, it must be a very rapid process. If SIVR is the dominant cause of the line width in 
ethanol, the SIVR time is estimated to be 225-365 fs. 

Under the SIVR hypothesis, the increased dephasing rate in ethanol can be attributed to its 
hydrogen bonding network. The hydrogen bonding greatly increases the density of high 
frequency intermolecular modes. These modes are required to provide the thermal energy needed 
for SI'l&, and their presence should increase 
the dephasing rate. 
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Probing Intermolecular Dynamics in Liquids by Time-resolved Optical - 
Heterodyne Detected Raman-Induced Kerf Effect Spectroscopy (OHD-RIKES) 

Peijun Cong, Hans P. Deuel, and John D. Simon 
Department of Chemistry and Biochemistry and Institute for Nonlinear Science 
University of California at San Diego, La Jolla, California 92093-0341, U. S .  A. 

Femtosecond time-resolved OHD-RIKES has emerged as a powerful technique in 
studying intermolecular dynamics in liquids in the last few years [ 1 - 81. In this paper some of 
the recent advances in elucidating a detailed picture of intermolecular interactions in solvents 
from our laboratory are highlighted [6 - 81. These include (a) the effect of molecular symmetry 
on the inter- vs. intramolecular contributions to the OHD-RIKES signal, (b) isotope substitution 
effects on the strength and line shape of collective intermolecular vibrations in non-associative 
liquids, and (c) the aromatic-aromatic interactions in various substituted benzenes. 

First, the effects of molecular symmetry on the OHD-RIKES response are discussed 261. 
Figure 1 displays the OKE data of four nitriles taken with 30 fs transform-hited pulses. .4s the 
series progresses from acetonitrile to t-butyl nitrile, the molecular shape evolves from being 
approximately cylindrical to nearly spherical. There are two prominent trends in the OKE data 
for these four molecules. First, the subpicosecond decay component that is pronounced in 
acetonitrile (the shoulder feature at -100 fs delay time) becomes less dominant with increased 
molecular size. For the case of t-butyl nitrile, the shoulder feature is apparently absent. 
Secondly, the oscillatory quantum beat feature that is present in acetonitrile increases its 
prominence and becomes the dominant component in t-butyl nitrile. The subpicosecond decay 
feature is due to intermolecular motions such as libration. The quantum beat feature is caused by 
intramolecular low-frequency coherent vibrational motions. Thus this set of time-domain data 
clearly establishes the qualitative correlation between the shape of the molecu!e and the relative 
weight of intra- and inter-molecular contributions to the OKE signal. 

To obtain more quantitative information about the inter- and intra-molecular 
contributions, this time-domain set of data is converted to frequency domain spectra by a well- 
established Fourier-transform deconvolution procedure.6 The results are show in Figure 2. In 
this figure, the inter- and intra-molecular contributions are clearly separated. The intermolecular 
contributions are reflected by a broad spectral feature in the 0 to 150 cm-' region and the 
intramolecular components are converted from persisting oscillations in the time domain to 
isolated peaks in the frequency domain. The quantum beat feature in the time-domain data of 
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Figure 1. Time-domain OHD-RIKES data 
of nitriles. From top to bottom: CH,CN, 
CH,CH,CN, (CH,),CHCN, and (CH,),CCN. 

3 100 200 300 4C3 SO0 

Wavenumber 
Figure 2. Frequency-domain OHD-RIKES 
data of nitriles. 
CH,CH,CN, (CH,),CHCN, and (CH,),CCN. 

From top to bottom: CH,CN, 

acetonitrile corresponding to the band at -370 cm-' in the frequency-domain spectrum is due to 
the C-CN bending mode. The relative intensity of this band to that of the intermolecular spectral 
density grows in importance with methylation of CH,CN and becomes the most dominant 
feature in t-butyl nitrile. 

In other words, the intermolecular contribution to the OKE signal decreases in relative 
weight down the series. To understand this trend, we need to consider the origin of the optical 
Kerr effect. The intermolecular part of OHD-RIKES signal is caused by anisotropic 
intermolecular interactions and is equivalent to depolarized Raman spectrum in the frequency 
domain. Given this connection, this trend can be explained by the symmetry of the nitrile 
molecules. Going down the series of molecules from acetonitrile to t-butyl nitrile, the molecules 
become more and more symmetric in shape, and the intermolecular interactions become more 
and more isotropic accordingly. This decrease of anisotropy in intermolecular interactions is 
reflected in the declining anisotropy in the permanent polarizability ellipsoids from acetonitrile to 
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t-butyl-nitrile and results in the decrease of intermolecular contributions to the overall optical 
Kerr effect signal. 

To further understand the nature of the OKE signal and isolate the influence of potential 
energy and the effect of molecular mass, we studied three pairs of solvents, CC13H/CC13D, 
CH,CN/CD,CN, and C,H 6/C6D6 [7]. In these undeuteratedldeuterated solvents, the 

intermolecular potential is not varied and any changes in the intermolecular spectral density must 
be due to mass. It is observed throughout these non-associative liquids that the shape and 
strength of the spectral densities are not significantly influenced by isotope substitution, as one 
would expect. However, upon deuteration a small but persistent shift in the maximum of the 
librational spectrum is detected [9]. The location of this maximum can be characterized by a 
simple linear relationship: vmax = B'12, where B is the rotational constant around the most 
Raman active axis, Le., vmax(H)/vmax(D) = (B(H)/B(D))1/2. These observations seem to 
indicate the nature of the librational (short-time) motions is dictated by the moment of inertia of 
the individual molecules, at least in these nonpolar or weakly polar liquids that lack specific 
intermolecular interactions such as hydrogen bonding. 
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Figure 3. Comparison of the librational Figure 4. Comparison of the librational 
spectral desnities of benzene (solid line) 
and benzonitrile (dotted line). 

spectral desnities of benzene (solid line) 
and o-methyl-benzonitrile (dotted line). 

The combined effects of potential energy surface and molecular mass are studied 
systematically in benzene and benzene derivatives [8]. Figure 3 shows a comparison of the 
librational spectral densities of benzene and benzonitrile. Benzene is nonpolar while benzonitrile 
is strongly polar with a dipole moment of -4 D. This difference is reflected in the bulk 
properties of these two liquids, such as viscosity and vaporization enthalpy. The reorientational 
times for these two molecules are also quite different; benzene has a single time constant of 2.4 
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ps, benzonitrile on the other hand has to be described by at least two time constant, one at 3.8 ps, 
the other one at 22.2 ps. Despite all the differences, the librational spectral densities as shown in 
Figure 3 are remarkably similar. This experimental observation can be explained by considering 
the important modes of rotational motions that contribute to the OKE signal in both liquids. 
Because the symmetry of benzene is D,,, there is only one rotation that is important to OKE, 
the tumbling end-to-end motion. For benzonitrile which has a lower degree of symmetry, the 
degeneracy is broken. There are two important rotations that contribution to the OKE. Both 
occur around in-plane axes, one contains the CN bond, the other is perpendicular to it. For the 
one that contains the CN bond, the moment of inertia and the anisotropic polarizability are not 
very different from benzene, so the resulting spectral density should be similar to that of 
benzene. For the one that is perpendicular to the CN axis, the anisotropic polarizability is 
increased, which favors a broader spectrum. However, the moment of inertia is decreased which 
narrows the spectrum. These compensating factors result in an overall spectral density that does 
not differ much from that of benzene. When the ortho position of benzonitrile is further 
substituted with a methyl group, the only effect should be to increase the moments of inertia for 
both rotations (CH, is not a very polarizable group as compared to the CN group or the benzene 

ring). Thus the net effect of this substitution should be a narrower spectrum. Figure 4 confirms 
this prediction. 

/ 

As a final point, we have recently compared the time-domain OHD-RIKES data for 
benzene with that obtained from the frequency-domain spectroscopic technique of stimulated 
Raman gain [ 101. Both techniques measure a signal that is proportional to Im x (3) 1221(0), so an 

exact agreement between the data from both techniques is expected. We see that the agreement 
is exact for energies greater than 20 cm-'. However, the OHD-RIKES data underestimates the 
intensity in the region < 20 cm-'. This results from the limited time scan of the experiment and 
signals that caution must be exercised in extracting long time relaxational time constants from 
the time-domain data. 

In summary, we have demonstrated that time-resolved OHD-RIKES is a powerful 
technique in elucidating the details of anisotropic intermolecular interactions in liquids. With a 
judicious choice of molecules, the effects due to potential energy surfaces (anisotropic 
polarizability) and mass (moments of inertia) can be isolated and studied in a controlled fashion. 
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Multiple-pulse femtosecond waveform generation and spectroscopy 

Marc M. Wefers, Hitoshi Kawashima, and Keith A. Nelson 
Department of Chemistry 

Massachusetts Institute of Technology 
Cambridge, MA 02139 

INTRODUCTION 

Optical control over the coherent behavior of molecules and materials has recently 
drawn considerable attention [ 1-21. This field expands the context of spectroscopy to 
emphasize not only observation of but also control over sample dynamics. The control 
objective may range from excitation of selected electronic and/or vibrational coherences to 
guidance of molecules or condensed materials along selected reaction or rearrangement 
pathways. A substantial theoretical literature exists on systematic strategies to drive an 
initial quantum state into a prescribed one through use of tailored radiation fields 13-41. 
Experiments have been few, but have demonstrated promise in control over electronic and 
vibrational degrees of freedom in crystal lattices [5,6], multiple quantum wells [7], atoms 
[8,9], and molecules [10,11]. 

Many current efforts are motivated by recent advancements in ultrafast optical pulse 
shaping technology, The majority of pulse shaping efforts have involved linear filtering of 
spatially separated frequency components as pioneered by Weiner and Heritage [ 121. A 
grating and lens are used to image the spectrum of an ultrashort pulse onto a spatially 
varying mask which can attenuate and/or retard (phase-shift) different frequency 
Components. A subsequent lens and grating are used to combine the spectrally filtered 
components, producing a "shaped" waveform in the time domain. Originally, the mask 
patterns were etched microlithographically onto glass substrates. Using such a mask for 
spectral phase filtering, timed sequences of femtosecond pulses were used for selective 
amplification of lattice vibrations in molecular and ionic crystals through non-resonsant 
impulsive stimulated Raman scattering (ISRS) [5,6]. Recently it was demonstrated that 
liquid crystal (LC) spatial light modulators (SLMs) or acousto-optic modulators (AOMJ 
could be used as programmable masks [ 13-15]. This opened the door to computer- 
controlled optical waveform generation with wide-ranging spectroscopic possibilities. 

AUTOMATED OPTICAL WAVEFORM GENEMTION 

We have designed a pulse shaping apparatus based on two LC SLMs integrated into 
a single unit [ 161, with which user-specified waveforms with complex time-dependent 
amplitude and phase profiles have been produced. Waveforms with controlled time- 
dependent polarization profiles can also be produced. In our opinion, this apparatus has 
yielded the greatest versatility and fidelity among pulse shaping efforts to date. Figure 1 
shows cross-correlation measurements of various shaped waveforms. Figure la illustrates 
an 800-fs optical square pulse. Figures l b  and ld illustrate multiple-pulse waveforms in 
which the timings, optical phases, and amplitudes of the different pulses are specified. 
Figure IC illustrates a phase-related two-pulse sequence in which a controlled 'chirp' (the 
rate of change of the instantaneous carrier frequency) has been imposed on the pulses. In 
figures IC and Id the dashed curves give the intensity profiles of the desired waveforms. 
High fidelity multiple-pulse waveforms with as many as ten pulses have been produced 
(figure Id). The temporal resolution of individual features of in the shaped waveform is 
limited by the available bandwidth in the input pulse which in our case corresponds to a 70- 
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fs pulse from a titanium-sapphire laser. The temporal range of the shaped wavefrom 
depends on a number of factors including the number of pixels (128) on the mask and 
diffraction effects, producing in our case a time window of about 3-4 ps. The waveforms 
can be generated in an automated and computer-controlled fashion so that a spectrosopic 
observable can be monitored as excitation waveform parameters are scanned. 

time in psec 
c) 

V 

-1 -0.5 0 0.5 1 
time in psec 

4 
1.21 I 

" 
-1 0 1 2 

time in psec 
-2 0 2 

time in psec 

F i F  1. Cross-correlation measurements of shaped waveforms produced by the pulse- 
shaping apparatus. 

A 

An initial demonstration of automated, multiple-pulse femtosecond spectroscopy 
was provided by experiments in which electronic coherences in atomic potassium vapor 
were controlled [17]. Transitions at 769 nm and 766.5 nm between the 42S,12 ground 
state and the spin-orbit split 42P,12 and 42P,,2 excited states were induced by a 70-fs pulse 
whose spectrum spanned the two resonances and was centered between them. The two 
resulting electronic coherences begin in phase, gradually go out of phase, and then go back 
in phase after one "beat" period given by the inverse of the frequency splitting. A second 
pulse interacts with the two coherences produced by the fust, adding either constructively 
or destructively to each depending on its optical delay and phase relative to the first pulse. 
With two phase-related pulses, complete control over the relative amplitudes and phases of 
the two coherences in the potassium three-level system can be achieved. This was a 2- 
dimensional experiment in which both the optical delay and phase were scanned. For 
systems with more than two excited-state levels, such as vibrational levels on an excited 
electronic state manifold, pulse sequences consisting of more pulses would be necessary to 
achieve complete control over the multiple coherences. In potassium, more pulses permit 
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control over not only the final dual-coherence state but of the pathway along which it is 
reached. Three excitation pulses were used to demonstrate the possibilities. This is a 4-D 
experiment in which the total fluorescence out of both levels was measured with the two 
relative optical delays and the two relative optical phases were varied. The data were 
recorded in a fully automated manner, with the fluorescence monitored as the specified 
waveform parameters were scanned under computer control. 

CONTROL OVER VIBRATIONAL TRAJECTORY 

Earlier experiments with multiple-pulse sequences demonstrated control over lattice 
vibrational amplitudes [SI. Here we demonstrate that for degenerate vibrational modes, the 
orientation as well as the amplitude of the lattice displacements can be controlled through 
the use of multiple-pulse sequences with controlled polarization. The simplest 
demonstration, presented here, involves just two excitation pulses whose phases need not 
be related, so advanced pulse-shaping apparatus is not necessary. Two equal-energy , 
linearly polarized 70-fs pulses whose polarizations differ by 45 degrees were used to 
independently and impulsively excite orthogonal modes (denoted Q 1 and Q2) of the 
Raman-active, degenerate E-symmetry 128 cm-1 vibration in crystalline a-quartz. The 
degenerate vibrational modes will undergo oscillation along a trajectory that depends on the 
delay between the two pulses. For example, if there is no delay, then oscillatory motion 
along the Q1+@ direction is induced. In this case the amplitude but not the vector 
direction of the displacement varies. On the other hand, if the delay is equal to one-fourth 
the vibrational period, then after the second pulse the magnitude of the vibrational 
displacement remains constant but its orientation rotates, Le. the degenerate mode 
undergoes either clockwise or counterclockwise psuedorotation [ 181 depending on which 
pulse is first. 

probe delay in ps 

Figure 2. The OKE siganl from crystalline a-quartz with excitation pulses polarized at 45' 
and go", and a probe pulse polarized at 47.5". 

Experiments were carried out by spatially overlapping three nearly collinear pulses 
(produced from partial reflectors) along the c crystallographic axis of the uniaxial quartz 
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sample. The first two pulses excited the vibrational motion, and the resulting time- 
dependent birefringence gave rise to polarization rotation of the third, variably-delay pulse 
which was measured as a heterodyned optical Kerr effect (OKE) signal. For a fixed delay 
between the excitation pulses, the time-dependent OKE signal was monitored with the 
probe pulse linearly polarized at two different incident polarizations that differed by 45 
degrees. The resulting data yielded projections of the induced polarizability tensor onto 
orthogonal axes so that the orientation of the pseudorotational signal could be determined 
uniquely. Figure 2 shows the transient birefringence induced by two excitation pulses with 
polarizations at 90" and 45", monitored by a probe pulse with incident 67.5" polarization at 
which Q1+Q2 displacement is measured. The data show strong signals due to the purely 
electronic responses of the sample to the two excitation pulses, followed by coherent lattice 
vibrational oscillations and decay. As the delay between the excitation pulses is varied the 
amplitude and phase of the lattice vibrational response is changed. Similar data were 
collected with the incident probe pulse polarized at 112.5", with which 41-42 displacement 
was measured. 

Figure 3 shows the reconstructed trajectories of the degenerate vibrations for 
different delays between the excitation pulses. Only the parts of the response subsequent to 
the instantaneous electronic responses are used to reconstruct the trajectories. The points 
are separated by 20 fs. The ellipticity and helicity of the trajectories are controlled entirely 
by the delay between the excit&on pulses. 

pump delay 0.23 cycles (SO fs) 

n.3. I I 
0.2. 

7 O.;; 

6 -0.1. 
-0.2 * 

-0.3 ' 
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-0.2 0 0.2 
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1 
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-0.1 
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Figure 3. Reconstructed trajectories of the vibrational motion of the 128 cm-1 degenerate 
E-symmetry mode of crystalline a-quartz. 

PROSPECTS 
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The generation of shaped optical waveforms and their application to control over 
electronic coherences and the orientation of vibrational coherences has been demonstrated. 
Future prospects include more ambitious control objectives such as domain switching in 
ferroelectric crystals (19-2 11. Generation of shaped terahertz radiation from shaped optical 
waveforms and their application to control over vibrational and orientational molecular and 
lattice responses is also being explored. 
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Infrared Spectroscopy of Excited States 

J J Turner, M W George and F P A Johnson 
Department of Chemistry, University of Nottingham, Nottingham, NG7 2RD, UK 

I NT RO D U CTI ON 
The excited states of transition metal complexes have been studied by a variety of 

techniques, including absorption/emission spectroscopy, excitation spectroscopy and 
resonance Raman spectroscopy (of the ground state). These techniques might be 
called “indirect” since they do not interrogate the excited state directly. “Direct” 
interrogation techniques have traditionally included excited state absorption 
spectroscopy and time-resolved resonance Raman (TR3) spectroscopy. With the 
development of fast time-resolved infrared (TRIR) spectroscopy, it has become 
possible to study the excited states of transition metal complexes, particularly via 
v(C0) and v(CN) vibrations which are usually intense [l]. Moreover these vibrations 
are largely uncoupled from other vibrations and provide a sensitive measure of 
structure and electron distribution. Thus in the photochemistry of transition metal 
carbonyls, represented schematically by: 

hv L 
M(CO), --> [M(CO),]’ --> M(CO),-I + CO --> M(CO)x.1L 

P E I F 

it has become possible to examine the v(C0) IR spectra of parent P, excited state E, 
intermediate I ,  and final product F [2]. 

EXCITED STATE INFRARED STUDIES 
Complexes involvina the Re[COL G r o w  
The first coordination compound whose excited state was probed by TRIR was 
CIRe(C0)3(4,4’-bipyridyl)2 [3], selected because previous spectroscopic studies had 
demonstrated that the lowest excited state was vety stable and long-lived (- 2ps) at 
room temperature. In addition since this excited state is metal-to-ligand-charge- 
transfer (MLCT), because of back-bonding the v(C0) bands in the excited state should 
be sensitive to the change in the effective oxidation state of the Re (I to 11). As expected 
the v(C0) bands showed a shift to high frequency on going from ground to excited 
state [3,4]; details are given in the Table. Similar shifts have been observed for the 
shorte r-lived C IRe( C0)3(2,2’- bipyridyl) [5] and [Re( C0)3(2,2’-bipyridyl)(4-Etpyr)]+ [6] 
(see Table). The shift in v(C0) frequencies, and more specifically the change in 
energy-factored force constants, should be a reflection of the electron density, and 
hence C-0 back bonding at the metal centre. Recent work has demonstrated this. In 
[Re(CO)3(dppz)(PPh3)]+ (dppz = dipyrido[3,2-a:2’2’-c]phenazine) [7], the excited state 
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state shows a slight (-8 cm-1) downward shift in v(C0) frequencies (seeTable) 
explained as due to the lowest excited state being dppz-%x’ based, with the more 
extensive x* orbitals of the dppz ligand being more effective at donating electron 
density back to the metal. Similarly the lowest excited state of 
Re(C0)3(iPr-DAB)(benzyl) (iPr-DAB = N,N’-diisepropyl-l,4-diaza-butadiene, 
iPr-N=CH-CH=N-iPr) is believed [8] to be ox* (ie electron transfer from the Re-benzyl 
bond to iPr-DAB ligand); in support of this the v(C0) bands in the excited state are 
hardly shifted from the ground state [9] (see Table), thus confirming that there is very 
little change in electron density at the Re centre. 

Table Frequency shifts (cm-1) of v(C0) bands of some Re(CO), complexes from 
ground to excited states 

CIRe( C0),(4 ,4’-bipyridyl), 30,65,66 54 

[Re(C0),(2,2’-bipyridyl)(4-Etpyr)]+ 39,84, 57 60 
--8 
-0 

ComDlex shlfta mea n shin 

CIRe(C0)3(2,2’-bipyridyl) 40, 66’58 55 

Re (CO), (i P r- DAB) (be nz y I )  
[Re P I 3  (dppz) (P Ph3)1+ 

aa’( 1 ), a”, a’(2) respectively 

ComDlexes i n v o l w  WCCOl, Group 
This sensitivity of v(C0) to electron distribution is also exhibited by some W(CO),L 

compounds. When L is 4-CNpyridine or 4-acetylpyridine, the lowest excited state is 
MLCT [lo], and the v(C0) bands shift up in frequency [2] as expected; decomposition 
via loss of L occurs because the ligand-field (LF) state responsible for this 
decomposition is only modestly higher than the MLCT state and is in thermal 
equilibrium with it. When L is pyridine or piperidine it is well known that the lowest 
excited state is LF [lO],’and this is reflected in the high quantum yield for ejection of 
pyridine or piperidine. Resonance Raman measurements on the ground state of 
W(CO),(pyridine) have been used, via the Heller treatment, to calculate the distortions 
in the LF state [ l l ] :  W-N, W-Ca, W-C, bond lengths increase by 0.18, 0.12 and 0.04 A 
respectively. 

Although the change in C-0 bond lengths was not calculated it was suggested that 
since the W-N and W-C bonds increase in length, the C - 0  bonds should decrease 
and hence the v(C0) frequencies should increase [12]. These complexes (L = 
pyridine or piperidine) show no emission at room temperature and hence are 
presumably very short-lived. However there is emission in 77K glasses with a lifetime 
of -0.8 to 2 ps, depending on the glass [lo]. TRlR experiments on the two complexes 
in a methylcyclohexane/isopentane glass at -77K show that the v(S0) frequencies 
decrease on excitation [13]. On the face of it this contradicts the rR data, but as 
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pointed out by Zink, the Heller method gives the magnitude but not the sign of the 
bond length change. 

With (OC),W(B)W(CO),, where B is a bridging ligand such as pyrazine or 4,4’- 
bipyridyl, the lowest excited state is believed to involve W-->B charge transfer; this has 
been confirmed by TR3 on the excited state of the 4,4’-bpy complex, which shows that 
4,4’-bpy becomes negatively charged, ie (4,4’-bpy)- [14]. There is thus the question 
as to whether, on the infrared timescale, the excited state is localised or delocalised (ie 
schematically W+B-W or W+IQB-W+lQ). Figure 1 shows the high frequency v(C0) 
region of (OC),W(4,4’-bpy)W(CO), [15]. Loss of parent v(C0) band at 2073 cm-1- 
assigned to the in-phase totally symmetric C-0  stretch of the W(CO)5 group - is 
accompanied by the generation of two new v(C0) bands, one to high and one to low 
frequency of the ground state band. 

I I 

I V 
L I I 

21 00 2050 

Wavenumber / cm’l 

Figure 1 (a) TRlR spectrum at -85 ns after photolytic flash (355 nm, 40 mJ) of 
(OC)5W(4,4’-bipyridyl)W(CO)5 in CH2CI2 (-3.5 x mol dm-3); (b) TRIR spectrum at 
-65 ns after flash of (OC),W(4,4’-bipyridyl) in CH2C12 (-2 x 10-3 mol dm-3). In both (a) 
and (b) data points plotted downwards signify loss of parent and data points plotted 
upwards signify generation of excited state. Reproduced with permission from 
reference [15]. The weak feature in (b) at -2088 cm-1 is due to the generation of a 
small amount of solvated W(CO)5. 
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The implication is that the lowest excited state is localised, the higher frequency band 
corresponding to [(OC),W+][4,4’-bpy-] and the lower frequency band to 
[4,4’-bpy-][W(CO),]. The alternative explanation is that we are looking at a species 
W+”*B-W+1’2, the two bands arising from the in-phase and out-of-phase components 
caused by vibrational coupling across the bridge. This latter explanation can be 
rejected because the two bands are approximately the same intensity. A further 
argument for localisation comes from the v(C0) spectrum of the excited state of 
W(CO)5(4,4’-bpy), also shown in figure 1. In the MLCT excited state this complex must 
be schematically W+L-; the high frequecy v(C0) band is in the same position as the 
band assigned to the [(OC),W+] unit in [(OC),W(4,4’-bpy)W(CO)5]*. Infrared 
spectroelectrochemical measurements [I 61 on the reduced form of (oc)~w(4,4’- 
bpy)W(CO),, ie (OC),W(4,41-bpy-)W(CO)5, provide v(C0) shifts to low frequency 
comparable to those experienced by the [4,4’-bpy-][W(CO),] unit in 
[(OC),W(4,4’-bpy)W(CO),]’. Thus the demonstration of localisation in the MLCT 
excited state is complete. Similarly, localised charge distributions have been deduced 
from the v(CN) TRlR of the excited state of [(NC)(2,2’-bpy)2Ru-CN-Ru(2,2’-bpy)2(CN)]+ 
[17]. The search is now on for species of the type (OC),MBM(CO), that display 
delocalisation in the MLCT excited state. 

Infrared Riaidochromism 
The TRlR experiments [I31 on W(CO),(pyridine) in a glass at 77K prompts the question 
as to whether the fluid --> glass transition has an effect on the shift in v(C0) bands on 
going from ground to excited state. Fluorescence measurements show that emission 
bands from LF excited states hardly alter on phase change . However emission 
bands of MLCT states show a considerable shift to high energy on freezing - the 
“rigidochromic” effect - ie the MLCT state is pushed to higher energy [I 81. It has been 
proposed 118,191 that this effect arises because the increase in viscosity on freezing 
means the solvent molecules are less able to accommodate the asymmetric charge 
distribution in the MLCT excited state 
would expect the frequencies of the acceptor vibrational modes to increase on 
freezing [I 91. Preliminary experiments [20] on CIRe(CO)3(bpy) in butyronitrile show, 
surprisingly, that the v(C0) bands shift less on excitation in the glass than in the fluid. 
It is not yet clear why this should be so; clearly further studies on the effects of solvent 
freezing on vibrational spectra of excited states is a topic worth pursuing. 

From analysis of the spectral emission one 
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Resonance Raman Investigation of Heterocyclic Aromatic Compounds 
Showing Photoinduced Intramolecular Proton Transfer 
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Ultrafast intramolecular proton transfer occurring after photoexcitation represents one of the 
most elementary changes of the nuclear configuration of aromatic molecules. In this contribution, 
we investigate vibronic effects related to the proton transfer mechanism with the help of 
resonance Raman spectroscopy for a group of 3 conjugated isoelectronic organic molecules 
differing by the presence of heteroatoms. In the electronic ground state, the molecules exist in the 
enol form, whereas after electronic excitation a keto geometry is formed on a time scale of 100 to 
200 fs. In the case of TINUVIN, this reaction product is deactivated by internal conversion 
within 150 fs and undergoes a back-reaction to the enol geometry on a 600 fs time scale. This 
fast reaction cyle creates enol molecules with a highly excited vibrational system. The resonance 
Raman study presented here gives direct information on the vibronic structure of the enol So-S, 
absorption band and - thus - allows a quantitative simulation of the spectra. of hot molecules. 
Furthermore, the results give insight into the initial phase of the excited state reaction. The data 
are analyzed by numerical calculations which model the spectroscopic results and are based on 
the time-correlator representation for the processes of absorption and Raman scattering. 

1. THE THEORETICAL METHOD OF SPECTRA ANALYSIS 

Electronic absorution bands 
The numerical analysis of the spectroscopic results is performed with help of the time-correlator 
technique [ 11. The molecular absorption is expressed by 

Here, A=o o denotes the frequency sepaigtion fiom the purely electronic transition at om. The 
linear damping and the electron-phonon coupling are described by the lineshape fbnction 00- 

assuming a thermal population of the vibrational modes: n,(l) = 1 

1 exp - - i; W] 

kT 
Contributions of bath modes and the weakly coupled internal modes can be extracted from the 
sum expression and put together in the short time limit into a Gaussian-damping term. The 
present calculations are performed with the effective line shape fhction 
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The relative amplitudes with which the internal modes strongly coupled to the electronic 
transition E,; take part are determined experimentally from the relative intensities of the strongest 
resonance Raman lines. Numerical fit of the enol-absorption spectrum at room temperature gives 
the respective values for the parameters r, p, a, and the scaling factor z2. 

Resonance Raman Intensities 
In time correlator representation, the intensity of spontaneous Raman spectra is given by 

Here, the weightening factors C, give the strength of the p* overtone related to fbndamental C,. 
In the low temperature limit the following relation holds for pr 0 

In case p=l this formula expresses Albrecht’s transform model, relating the Raman excitation 
profile for the fhdamental a, to the molecular first order susceptibility 

Eq. (6) is used to determine the relative origin shift parameters from experimental resonance 
Raman intensities deriving the X(’)-function from the measured dispersion of the absorption. 

Combination band intensities are calculated by 

2. THE INVESTIGATED MOLECULES 
The structure of the investigated molecules 

H -9 
enol 

keto  

in their enol and keto 

QN\& S 

-forms are shown in Fig. 1 
H - 0  

HBO HBT 
Fig. 1 Structure of the investigated molecules 

162 

Ti N UVI N 



The vibronic character of the enol So-S, spectra is analysed by investigation of the intensity 
distribution in the resonance Raman spectrum for this transition. The resonance Raman spectra of 
the enol-form for the 3 molecules are given in Fig. 2. For the 15 strongest Raman modes the 
electron-phonon coupling strengths (-E,/) was determined applying eq. (6). Normal coordinate 
analysis reveals the character of the nuclear redistribution belonging to these modes. It is 
important to notice that even relatively weak low frequency Raman modes may show very strong 
electron-phonon coupling [2]. 

Applying the origin shifts for the 15 vibrational modes with the strongest electron-phonon 
coupling a fit of the absorption profiles for the molecules at 

A, P 351.2 nm HBo 1 

500 1000 1501 
Raman frequency (cm-') 

- -  
room temperature was performed on the basis of eq. (1) and 
(3) rendering the parameters given in Table 1 for the 
TINUVIN and the HBT. The correspondence of measured 
and calculated absorption profiles for TINUVIN is shown in 
Fig. 3 (left side). By this fit the following characteristica for 
the vibronic transition are obtained: the position of the 
00-transition frequency, the scaling factor for the absolute 
Franck Condon parameters and the values for the actual 
damping parameters. From the measured slope of the long 
wavelength ab sorption edge fo 1 lows p r evai I ing Gaussian 
damping 

Table 1 
Parameters characterizing the electronic transition 
as derived from numericals fit of the absorbance 

27260 
28340 

Fig. 2 Resonance Raman spectra 
of the enol-form for the 3 in- 
vestigated molecules Concentra- 
tion: 1 O5 mold in cyclohexane 3. THE VIBRATIONAL COOLING PROCESS 

The parameters for the origin shift and those of Table 1 which are obtained under steady state 
conditions allow the quantitative analysis of the cooling process which the molecules undergo at 
the end of the proton transfer cyclus. Returned from the keto state the molecules find themselves 
with the large amount of vibrational excess energy resulting from the initial photo excitation 
(- 4 eV per molecule). Applying tunable sub-ps probe pulses, transient changes of the absorption 
band of enol-TINUVIN for up to 50 ps delay time were measured. At 7 ps after photoexcitation 
the S,-S, absorption shows a strong enhancement of the low-energy absorption tail and a reduced 
extinction around the maximum (Fig. 3, right side). 
The transient spectra were analyzed on the basis of the model outlined above, introducing an 
elevated vibrational temperature, Le. assuming a hlly thermalized vibrational system. Such 
simulations are in quantitative agreement with the experimental results for delay times longer than 
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about 5 ps. The time evolution of vibrational temperature as derived from this simulation is 
shown in Fig. 4. We conclude from the quantitative agreement of data and theory that the 
vibrational manifold of TINUVIN is well described by a thermal distribution on a time scale 
longer than 5 ps. At earlier times, there are some discrepancies pointing to nonthermal 
'distributions. 

The hot TIN molecules cool down by inelastic collisions with the surrounding solvent. At early 
times after excitation, the rate of energy flow from the TIN molecules to the first solvent shell is 
considerably higher than that out of the first shell, leading to a strong heating of the solvent 

I I I 1 

000 30000 
Wavenumber (cm-' ) 

24000 26000 28000 30000 
Photon Energy (cm-') 

Fig. 3 Results for TM: numerical fit of the absorbance at room temperature (left 
figure); fit curves to determine the time development of temperature of internal 
vibrational modes at the end of the proton transfer cycle (right figure) 

molecules neighbouring the solute. A quantitative 
simulation of the energy transfer process gives 
cooling times of several tens of picoseconds[4 3. L a x  . 

7 4.ANALYSIS OF THE COMBINATION 
BAND SPECTRUM 

In the Raman combination band range there is a 
f ' characteristic intensity anomaly if the exciting 

10 20 30 laser frequency falls beyond the 00-frequency. 
For TINUVM-p enol and HBT beginning above 
several strong Raman fhdamentals there are 

Fig. 4 Vibrational temperature of TIN derived built each a ladder of combination tones by the 
fiom the trans-sient absorption 469 (TIN) resp. 293 cm" (HBT) modes. The 

second step in the ladder, i.e. the combination 
band with two quants of the low frequency mode is the most intense one. According to eq. 7 this 
can be explained by an enhanced effective origin shift value at higher phonon excitation for the 
low fiequency mode. This and the observed anharmonic lowering of the mode frequency points 
to a widening and flattening of the corresponding oscillator potential. These effects are bound to 
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5. CONCLUSIONS 

- just one low frequency mode 

g suggesting that this mode is directly 
Y related to the beginning of the proton 

transfer process. 

z 
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1. Applying the normal mode- 
spectrum of the Raman active 
enol-vibrations the time de- velopment 
of the enol absorption spectrum-at the 
end of the proton transfer cycle can be 
well fitted with help of the time 

Fig.5 Combination tone spectrum for the TIN in the 
frequency range beyond 1600 cm-' 

correlator model. The fit shows, that from a time of about 5 ps after excitatioh the vibrational 
excess energy is thermalized. To describe the observed width of the absorption band and its 
change in time, the vibrational energy exchange with the solvent and its heating in the picosecond 
regime must be taken into consideration. 

2. Combining the results from the Raman measurements in the combination band range with the 
femtosecond measurements of transient absorption for the investigated molecules [ 5 ] ,  it can be 
conc!uded that proton transfer starts on a barriereless reaction pathway deriving from in-plane 
low frequency vibrational mode determined by a bending of the C-O-H-group against the triazole 
ring. 

3. As to the 3 different isoelectronic species, there are no differences with respect to the 
character of the proton transfer mechanism. The time scale in the mode initiating the transfer 
depends strongly on the mass in the modified triazol group. 
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Time-resolved Infrared Spectroscopy in Supercritical Fluids 

Michael W. George, Xue-Zhong Sun and Martyn Poliakoff 
Department of Chemistry, University of Nottingham, University Park, 

Nottingham NG7 2RD, UK. 

Supercritical Fluids (SCFs) are curious hybrids of gases and liquids which offer 
intriguing possibilities for transient vibrational spectroscopy. A Fluid is said to be 
“superCritical” when its temperature and pressure exceed the temperam and pressure at 
the critical point (Tc and Pc). Many gases have Pc and Tc which are easily accessible, eg 
(so2 (74 atm, 31 OC), Xe ( 58 atm, 17 OC), Kr ( 54 am, -64 OC ) and Ar ( 48 am, -122 
OC).  SCFs are unique solvents since their properties (viscosity, dielectric constant, 
diffusivity) vary with density which is a strong function of temperature and pressure [ 11. 
Supercritical Fluids possess features which have made them the subject of wide ranging 
research from chromatography and extraction to reaction chemistry [2]. 

Supercritical fluids may affect reactions in a variety of ways: increased diffusion 
rates, increased reactant solubilities and elimination of mass transfer bottle necks, facilitated 
separation, catalyst life extension, pressure effects on the rate constant, changes in 
selectivity and effect of local density 131. Interest in transient spectroscopic studies in 
ScFs has experienced an explosive growth in recent years particularly because of many 
intriguing results obtained near the critical point, e.g. mplet-triplet annihilation in 
benzophenone [4] and pyrene excimer formation [5] which have been attributed to 
“clustering” of solute and solvent molecules. We have developed ns-Time-resolved 
Infrared Spectroscopy (TRIR) [q, a combination of W flash photolysis with fast IR 
detection, to generate vibrational data as an aid to understanding the fundamental properties 
of these fluids [7]. We have also used SCFs to investigate the interaction of weakly 
coordinating ligands (eg Xe and CQ2) with metal centres. 

Photolvsis of W(C01, in suoercritical Ar (scAt-1, Kr (scKr). Xe (scXel 
a n d 2 k € Q 2 L  

A general scheme summarising the photoreactivity of metal carbonyls in solution is 
shown below. 

hv <Ips L 
M(CO)x -------> [M(CO),,1] + CO ------- > M(CO), 1-Solvent ------- > M(CO)X+ 



Photoejection of CO is followed by rapid coordination of a solvent molecule and it is this 
solvated complex that reacts subsequently with any ligand L. If L is a weakly coordinating 
ligand such as Xe or C02, it is impossible to study its interaction with the metal centre in 
conventional solvents because the solvent will coordinate more strongly. 

Photolysis of W(CO)6 in scAr, scKr or scXe generates, for the first time, 
organometallic noble gas compounds in solution at room temperature. The stability of 
these complexes is, as expected, Ar < Kr < Xe. The wavenumber of the e v(C0) IR 
absorption band of W(CO)5L is very sensitive to the nature of L ( Ar 1972, Kr 1969 and 
Xe 1964 cm-1). Photolysis of W(CO)~ in sc f i  doped with a small amount of Xe generates 
W(CO),Xe (v(C0) = 1964 and 1940 cm'l) and this experiment confirms the coordination 
of Xe to the metal center. The addition of Xe to scKr also lengthens the lifetime of 
W(CO)5L from 350 ns to 1300 ns, a lifetime close to the value obtained in p m  scXe, 
which further supports the interpretation that Xe preferentially binds to the metal center. 
The coordination of Kr to W is confirmed by a similar experiment in scAr. Doping scAr 
with a small amount of Kr shifts the e v(C0) absorption of W(CO),L from 1972 to 1969 
cm'l together with a lengthening the lifetime of W(CO),L from 125 to 280 ns. 

Figure 1 also shows that 
W(C0),(CO2) can be generated by 
photolysis of W(CO), in scC02. We 
illustrate one of the unique properties 
of supercritical fluids with 
W(CO),(CO,) because its decay is 
expected to occur by a dissociative 
mechanism. If W(CO)5(CO2) does 
decay by a dissociative mechanism, 
then its lifetime should be proportional 
to the concentration of CO,. The 
density, and hence, the concentration 
of a supercritical fluid can be varied by 
changing the pressure of the fluid. 
Figure 2(a) shows how the density of 
CO, varies with pressure at 32,37 
and 50 OC. Figure 2(b) shows that the 
lifetime of W(CO>,(CO2) is 
proportional to the density of CO, and 
indicates that the decay of 
W(CO)5(C02) occurs mainly by a 
dissociative mechanism. Although 
this does not prove that there is no 
associative contribution to the decay 

'I 
2620 - 1680 - 1640 lob0 

Wavenumber I cm-l 

Figure 1 TRIR spectra obtained 100 ns 
following photolysis (355 nm) W(CO)6 in  

(a) scAr, (b) scKr, (c) scXe and (d) scCOt. 
The spectra show the generation of (a) 

and (d) W(C0)J 0,. 
W(C0)yaTr (b) W(CO)SKr, (c) w(co) ,xe  
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mechanism, we have performed additional experiments where we have varied the 
concentration of CO in solution but kept the ratio CO : C02 constant. These experiments 
show that there is no significant associative contribution to the decay mechanism. 

60 so 100 150 Id0 
Pressure / atm Pressure 1 atm 

Figure 2 shows (a) the variation in density of C02 with pressure at 32 OC, 37OC and 
50 OC; (6) the variation in lifelime of W(CO)5(C0,) with pressure ( circles - 

experimental data and solid line - C02 density data from Figure 2(a) ) 

The photochemistry of [ C ~ M O ( C O ) ~ ] ~  in n-heptane has recently been studied by 
TRIR [8]. Only trans-[CpMo(CO),], is detectable in n-heptane and the visible 
photochemistry is summarised by in scheme 1 [8]. 

gauche-[(= pMo (CO)& 

3 x 102s-1 2 CpMo(C0); I 
trans-[ C p M O( CO)& 

Scheme 1 showing the visible photochemistry of [CpMo(C0)3l2 
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Visible (532 nm) irradiation of ~ans-[CpMo(CO)~]~ in scm2 appears be very 
similar to the results obtained in n-heptane solution, in that visible irradiation results in 
formation of QMo(CO)~* radicals via cleavage of the MeMo bond and these radicals 
decay to form both trans and gauche [ C ~ M O ( C O ) ~ ] ~  

0 20 
Time I p 

35 oc 

50 OC 

; 
2 

1000 2000 3000 

Pressure I psi 

Figure 3 Showing (a) the TRIR decay trace of CpMo(CO)3 radical (2011 ern-') 
obtained following photolysis (355 nm) of [CpMo(CO),], in SCCO, ( 37 O C ,  1870 
psi) and (b) pressure dependence of radical recombination rate ( k,); solid line 

represents calculated diffusion controlled rate constant. 

The decay of QMo(CO)3* radicals follows 2nd order kinetics ( F i p  3(a)) and the 
value of kz is close to &€fusion control in scC02 at pressure far removed from the critical 
point. The variation of k2 for recombination of QMo(CO)~* radicals with respect to 
pressure is shown in Figure 3(b). It can be seen that, at both 35 and 50 OC, k2 i n m e s  as 
the pressure is decreased to approach Pc and the value of k2 is significantly greater than the 
expected diffusion controlled rate. We attribute this, like other workers, to an increased 
local density of solvent molecules. Cage effects in supercritical fluids have been the 
subject of considerable interest [9] and the [C~MO(CO)~]~  allows the effect of the solvent 
cage on recombination of QMo(CO)3. radicals to be investigated. Formation of gauche- 
[QMo(CO),],, in n-heptane solution, was found to occur via two different processes; a 
rapid (detector limited) rise followed by a slower growth as the C$MO(CO)~- radicals 
decayed [8]. This two stage formation of ga~che-[CpMo(CO)~]~ was attributed to in-cage 
and out-of-cage recombination of QMo(CO)3. radicals. The formation of gauche- 
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[QMO(CO)~]~ in scCOz was found to have no detectable "rapid" rise and the gauche- 
[QMo(CO)~]~  formation follows the decay of the QMo(Co)3* radicals. Thus it appears 
that the solvent cage around the QMo(CO)~. radicals has no significant influence on the 
recombination over the pressure range used in this study. Solvent cages in supercritical 
fluids are expected to exist only for a few ps [ 101 and the lack of a pronounced cage effect 
on the m b i n a t i o n  QMO(CO)~* radicals is interpn%ed to mean that the nxombination of 
radicals within the solvent cage occurs on a timescale longer than the transient existence of 
the cage. 

We have shown that TRIR is a powefil tool for elucidating reaction kinetics in 
supercritical fluids and we believe that transient vibrational data will play an important part 
in the understanding of the intermolecular solute-fluid and solute-solute intemctions in 
supercritical fluids. 
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INTRODUCTION 

Last year we reported experimental measurements of vibrational lifetimes (Ti) for carbon 
monoxide (CO) bound to myoglobin as a function of protein conformational substate and 
temperature [ 13. An infrared vibrational ground state recovery technique was used to monitor the 
rate of loss of vibrational excitation in the carbonyl stretching mode. The results of those 
experiments, aIong with the results of Orwutsky et. af [2] for hemoglobin and for protoheme in 
solution at ambient temperature, allowed us make some suggestions as to the mechanism of ligand 
vibrational relaxation in heme proteins. We concluded that the vibrational relaxation rate can be 
affected by ligand-protein interactions and suggested that this may be a result of changes in metal- 
ligand backbonding induced by electrostatic interactions between the protein and CO ligand. In 
addition, the lack of a temperature dependence for T i  in the 10 - 300 K range showed that the 
predominant relaxation mechanism does not involve direct coupling from the CO stretch to modes 
with frequency I 500 cm-1 such as the continuum of protein or solvent instantaneous normal 
modes [1,3]. 

In order to investigate these issues more fully, we have conducted two further studies, Ti 
measurements for CO bound to (a) a series of metalloporphyrins, where only the metal is changed, 
and (b) a series of myoglobin mutants. These new studies provide a greater understanding of the 
vibrational relaxation mechanism by allowing the separation of effects due to changes in mass, 
metal-ligand interactions and ligand-protein interactions. On the basis of the metalloporphyrin 
study, we conclude that the CO vibrational fundamental is coupled to porphyrin ring modes 
through the x molecular orbitals. The change in axial ligand vibrational relaxation observed when 
the metal is changed from Fe to Ru or Os arises from corresponding changes in the x orbital 
structure (backbonding) and not from changes in mass. We find that the vibrational relaxation rate 
in heme proteins is sensitive to mutations in the binding pocket. The VR rates in the mutant 
myoglobins can also be understood in terms of changes in the electronic interactions between CO 
and iron, which affects the coupling to the porphyrin modes. In this case, interactions between CO 
and specific protein residues affect the degree of backbonding from the metal ion. 

The measurements are made by a single frequency mid-infrared pump-probe technique 
using the Stanford Free-electron Laser [l]. Population in the first excited vibrational level of the 
CO stretch is created with an infrared pump pulse of -1.5 ps fwhm and -200 nJ tuned to the 
V = l c  0 transition. Recovery of the vibrational ground state is monitored at the same frequency by 
a delayed probe pulse of - 20 nJ. The continuous tunability, excellent wavelength stability, high 
energy (up to 1 yJlpulse) and short duration of the pulses from the Stanford Free-electron Laser 
make it an excellent source for vibrational dynamics studies of this type. 



RESULTS AND DISCUSS ION: 

; h ' n M  el m n ; 

Vibrational lifetimes were measured for CO bound to a series of d6-metalloporphyrin complexes, 
M-coproporphyrinate I tetraisopropyl ester (CO) (pyridine), where M = Fe, Ru, Os. Sample 
preparation and synthesis were according published procedures [4,5]. The results are given in 
Table 1 and shown graphically in Figure 1A. The vibrational relaxation rate correlates inversely 
with vibrational frequency. These results and their interpretation are discussed more fully 
elsewhere [4], the conclusions are given in summary here. 

Table 1: Vibrational lifetimes of the carbonyl stretch of M-coproporphyrinate I 
tetraisopropyl ester (CO) (pyridine) in CH2C12 solution at ambient temperature. 

Metal M carbonyl frequency (cm- I )  Vibrational lifetime @s) 
Fe 1963 4 2 f 2  
Ru 1935 23 k 2 
os 1902 11 + 2  

In this metalloporphyrin series, the CO stretch frequency shifts to lower frequency as the mass of 
the metal ion increases, but also as the principal quantum number for the metal outer shell electrons 
increases. In order to understand the relationship between the CO frequency and the VR rate, two 
mechanisms were considered; (1) through o-bond anharmonic coupling between the CO and metal 
ion and (2) anharmonic coupling between the ligand and porphyrin modes via the r orbitals [4]. 
The through o-bond mechanism involves coupling between the carbonyl stretch and modes 
involving movement of the metal ion such as the Fe-(CO) stretching (ca. 575 cm-1) and Fe-C-0 
bending (ca. 5 10 cm-1) motions which can then transfer mechanical motion of the CO to vibrations 
of the porphyrin. Quantum mechanical models which are essentially an anharmonic triatomic 
molecule M-A-B coupled to a harmonic bath predict that the VR rate of AB should decrease as the 
mass of M increases [6,7]. However, in the metalloporphyrin series, the exact opposite behavior is 
observed. Our results rule out this model for the predominant mechanism of ligand vibrational 
relaxation in metalloporphyrins. It is also possible that changes in the intramolecular potential 
functions occur with substitution at M that effect the VR pathway. A study of the lifetimes of OH 
stretching vibrations in alcohols and silanols showed that a change from C-OH to Si-OH leads to a 
significant decrease in the VR rate [8]. Although those results follow the trend predicted by the 
mass effect, the data were interpreted in terms of differences in the nearest neighbor mode 
frequencies which change the order of the relaxation pathway. However, resonance, Raman studies 
on a number of metalloporphyrin complexes show that when vco shifts by 20 cm-1, the Fe-(CO) 
stretching and bending modes shift by 5 cm-l or less[9]. These shifts do not seem large enough to 
explain the metalloporphyrin results by a consideration of nearest neighbor o-bond coupling alone. 
Furthermore, isotopic substitution of 13CO for l2C0 in myoglobin (vida infra) shifts vco more 
than when Ru is replaced by Os, yet the VR rate does not change (figure 1B). 

It is well known that the frequency shifts for CO bound to d6-metalloporphyrins are largely 
determined by the magnitude of backbonding from the metal's dr-orbitals to the carbonyl's n* 
antibonding orbital. 'More backbonding leads to a decreased CO stretching frequency and an 
increased M-(CO) stretching frequency [9]. In the Fe - Os series, the increasing size and 
polarizability of the metal d-orbitals result in greater backbonding for the heavier metal. We have 
proposed that the observed correlation between CO vibrational lifetime and frequency is actually a 

174 



correlation between CO vibrational lifetime and n-system electronic structure [4]. This mechanism 
involves long ranged anharmonic coupling between the carbonyl stretch and the porphyrin 
vibrational modes via the ligand n- and metal dn-orbitals and is consistent with the recent 
suggestion of h u t s k y  et. a1 [2] that the rapid relaxation in carbonmonoxy heme compounds, as 
compared to metal carbonyls, arises from fluctuating partial charges on the metal and ligand during 
vibrational motion which couples to the porphyrin via the n-system. Because the coupling between 
carbonyl and porphyrin involves delocalized n-orbitals, the range of interaction is greater than for 
nearest neighbor through o-bond mechanisms. As backbonding increases, coupling of the CO to 
the porphyrin ring modes increases, leading to an increase in VR rate for the axial ligand. This 
through n-bond model would predict that other factors which change the n-electronic structure of 
the metalloporphyrin-CO complex will affect VR. For example, the electronic structure of the 
porphyrin can be significantly affected by the nature of the substituents on the porphyrin perimeter. 
Changes in the local electric field or polarity of the environment around the axial ligand can also 
change the degree of backbonding and should affect the VR rate for the ligand similarly to that 
observed for backbonding changes due to metal substitution. 
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Figure 1: Vibrational relaxation rates versus carbonyl stretching frequency for (A) a series of model 
heme compounds with differing metal ions and (B) myoglobin and myoglobin with distal pocket 
mutations. The lines are linear regression fits with the exclusion of the 13CO-Ai point and illustrate’- 
the similarity in change of VR rate with frequency for the two series. 

Effects of Binding Pocket Mutation in MvoFlobin: 

In order to investigate the origin of the difference in CO vibrational lifetimes for different 
myoglobin conformational substates, we decided to study the effects of changing ligand-protein 
interactions through binding pocket mutations. It has been observed that point mutations in the 
binding pocket can significantly shift the CO vibrational frequency and that the iron to carbon 
stretch frequency decreases as the CO frequency increases [9,10]. These shifts have been 
interpreted in terms of metal to ligand backbonding changes induced by changes in electrostatic 
fields and/or chemical interactions such as hydrogen bonding between the CO and protein 
residues.[9,10]. 



Table 2: Vibrational lifetimes of carbonyl stretch for carbonmonoxy myoglobin and 
myoglobin mutants at ambient temperature. 

I Myoglobin* carbonyl frequency (cm-1) vibrational lifetime @s) 

* All samples are in glycerol/H20 (6040) at pH 7 and with lk0 except where noted. 
t From reference 1. 

We have measured Ti for the stretching fundamental of CO bound to myoglobins with single 
residue mutations in the distal pocket. Preparation and characterization of the mutants is described 
in reference 11. IR samples were prepared as previously [l]. Two mutations of the distal histadine 
were examined; H64L and H64V where the histadine is replaced by leucine and valine 
respectively. In the case of H64V, both sperm whale and human myoglobin mutants were 
prepared. Human myoglobin mutant V68N, valine to asparagine, was also investigated. (The 
reader is referred to [10,11] for structural details of these mutants.) In addition, we measured the 
CO vibrational lifetime for isotopic '3CO bound to wildtype human myoglobin. The results of 
these measurements are summarized in Table 2 along with the results for wildtype sperm whale 
myoglobin A0 and A 1 CO bands reported previously [I]. No differences in VR between sperm 
whale and human wildtype myoglobin or between sperm whale and human H64V were observed, 
therefore we report only one combined value for each distal residue configuration. 

Figure 1B shows these results graphically, with the CO vibrational relaxation rate plotted as a 
function of CO frequency. With the exception of the isotopic CO sample, there is an inverse 
correlation between CO vibrational relaxation rate and frequency. In the case of isotopic CO, the 
frequency shift is caused by a change in reduced mass of the ligand, but the electronic structure of 
the complex is not changed. Despite the large shift in frequency, the VR rate does not change when 
l3CO is substituted for 12CO in wildtype myoglobin. These results are consistent with the through 
x-bond coupling model described above. 

The results for the mutant myoglobins can also be explained by the through n-bond coupling 
model when polar interactions with the protein residues in the binding pocket are considered. For 
H64V and H64L the polar distal histadine is replaced by nonpolar valine and leucine respectively. 
A decrease in positive polarity around the oxygen atom of CO would destabilize a partial negative 
charge on oxygen and reduce backbonding[9,10]. This is reflected in the shift of vco to higher 
frequency and a decrease in the CO VR rate. vco for these mutants is the same as for the A0 
conformational substate in wildtype myoglobin, and the vibrational lifetime is similar. It has been 
proposed that the A1 and A0 substates differ in the conformation of the distal histadine which 
results in differing polar interactions with bound CO [9,10]. In the case of V68N, a nonpolar 
valine residue is replaced by asparagine. The NH2 group of the side chain of asparagine can 
hydrogen bond to CO, stabilizing backbonding [10,12]. This results in a decrease in vco and an 
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increased VR rate. Electrostatic and chemical interactions between the protein residues and distal 
ligand affect the electronic structure of the ligand-heme complex. These changes in n-bonding are 
reflected in the CO frequencies and the vibrational dynamics. 

SUMMARY; 

The rate of CO vibrational relaxation in a series of model carbonmonoxy heme compounds is 
seen to increase with the extent of backbonding from the metal's dn-orbitals to CO. These results 
cannot be explained by through o-bond models in which the carbonyl stretching motions is 
coupled to the bath of porphyrin modes via mechanical displacements of the central metal ion. 
Instead we propose a through n-bond mechanism which involves longer ranged anharmonic 
coupling between the CO and porphyrin ligands through the delocalized n-electron orbitals. 
According to this model, changes in the structure of the complex or in its environment which affect 
the n-electron distribution will affect the ligand vibrational dynamics. Such an effect is observed in 
myoglobin when mutations in the binding pocket of the protein change the electrostatic fields near 
the bound CO. The electric fields arising from the protein residues substantially influence the 
mechanical coupling and dynamics at the active site as reflected in the CO vibrational lifetimes. 
These effects, which are not seen in molecular mechanics simulations which seek to model protein 
structure and function, may have profound implications in understanding protein-ligand 
interactions and binding site chemistxy. 
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ABSTRACT 

The allosteric transition of hemoglobin [Hb] has been monitored by time-resolved resonance 
Raman spectroscopy in the nanosecond to microsecond interval following HbCO photolysis. 
Excitation at 230 nm provides enhancement of tyrosine and tryptophan vibrational modes, which 
probe different regions of the protein: the a1 pz subunit interface, where most of the alterations in 
quaternary contacts occur, and also A-E helix contacts on the distal side of the heme binding 
pockets. Complementary experiments with 436 nm excitation provide enhancement of heme 
vibrational modes, which monitor relaxation of the porphyrin ring and of the Fe-histidine bond, 
as well as the time course of CO recombination. The kinetic data from all of these probes can be 
fit to a set of four exponential processes, whose time constants are in good agreement with those 
reported previously on the basis of optical absorption transients. Spectra of the four intermediates 
are extracted from the transient data, and are used to construct a structural model for the 
allosteric transition in Hb. 

INTRODUCTION 

Allostery, the process by which proteins change their shape upon binding small molecules or 
ions, drives numerous biological functions, from muscle contraction, to nerve conduction, to the 
efficient transport of oxygen in the blood (1). Hemoglobin [Hb] offers the best hope for 
providing insight into the allosteric transition, because so much is known about the connection 
between its structure and function. The allosteric transition can be studied directly by kinetic 
methods. Transient absorption spectroscopy has provided rate constants for several kinetic steps 
subsequent to the photo-dissociation of HbCO (2,3). The Fe-CO bond breaks on the sub- 
picosecond time scale (7), and the resulting deoxy-heme undergoes small but measurable 
absorptivity changes with time constants of about 0.05, 0.7 and 20 ps (4). At the same time, 
recombination is observed on the nanosecond time-scale, in a first-order geminate phase 
[rebinding from within the protein] (3, and on the millisecond time-scale in a second-order 
phase (rebinding from solution] (3). We have now characterized the protein intermediates 
subsequent to ligand dissociation, using time-resolved resonance Raman [RR] spectroscopy (6-9) 
to monitor structural evolution at the heme and at aromatic residues that are located at strategic 
positions in the protein. 

- TR3 KINETICS 

UVRR spectra with 230 nm excitation contain bands arising from ring modes of tyrosine [Y] 
and tryptophan [W] residues (6) .  Time-resolved UVRR difference spectra, obtained by 
subtracting the spectrum of HbCO from that of the photoproduct generated by a 419 nm 
photolysis pulse preceding the 230 nm probe pulse evolve toward the static difference spectrum 
of deoxyHb on the microsecond time-scale . The time course of these changes was analyzed by 
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fitting the integrated areas of the most prominent bands in the parent spectra to a sequence of 
four successive exponential processes. The same time constants were obtained from Y and W 
peaks [Table 11, and they agreed within experimental error with those determined by Hofrichter 
et al. (3) from the heme optical absorption transients at pH 7.4. 

Table 1: Relaxation time constants (p) from RR intensity variations 

PH 

5.8 
7.4 
7.4* 
8.8 

TI 

0.01 f 0.01 
0.02 f 0.01 
0.05 f 0.01 
0.03 -I 0.01 

0.25 f 0.05 
0.50 f 0.10 
0.71 f 0.14 
0.66 f 0.12 

2 3  

1 0 f  1 
1 7 f 2  
1 9 f 3  
50f5 

4 

125 f 100 
500 f 500 
1500+ 300 
1500 f 500 

*Determined from optical absorption transient spectra by Hofrichter et a. ( 1983).3 
These time constants define a set of intermediates, B-F, in the photocycle of HbCO [labeled 

A]. Because the kinetic steps are well separated, the intermediates reach high population levels 
[except F], permitting reliable extraction of their spectra from the transient data, using 
populations calculated from the kinetic equations. Difference UVRR spectra [Figure 11 were 
calculated for each intermediate by subtracting the HbCO spectrum; the figure contains no entry 
for the immediate photoproduct, B, because its spectrum does not differ from HbCO. The 
spectra of C [20 ns] , D [OS ps] and E 120 ps] are essentially the same at all three pH values, 
despite the differences in time course. Because of low population, the spectrum of F [l ms] 
could not be determined at pH 8.8, and the calculated spectra at pH 7.4 and 5.8 are noisy. They 
are nevertheless distinctive, and differ between the two pH values. 

pH 7.4 - 
h 

2 
c r z  

IF: > 
I 

Figure 1: UVRR difference spectra of the intermediates C-F extracted from the transient 
spectra with the kinetic model. The static difference spectrum of deoxyHb vs HbCO is shown at 
the top for comparison. 
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Excitation at 436 nm, near resonance with the heme Soret band, enhances vibrational modes of 
the porphyrin ring and of the Fe-ligand bonds (10, 11). The frequencies of the ring stretching 
modes v2, v3 and v4, shift down upon photolysis, due to the porphyrin core expansion in the 
high-spin photoproduct (7). Subsequently, these frequencies shift up slightly, as the Fe atom 
attains its full out-of-plane displacement (7), and the HbCO features return to about half their 
original intensity, due to geminate recombination. Both processes were found to be coincident 
with the first UVRR relaxation, 20 ns. 

The geminate recombination is also seen in the recovery of the 507 cm-1 Fe-CO stretching 
band, but the Fe-histidine stretch of the deoxy-heme photoproduct, -220 cm-1, relaxes over the 
whole time course of the experiments. From the kinetic analysis, its frequency was determined 
to be 228,224,222 and 216 cm-1 in the intermediates B, C, D, and E. 

HEMOGLOBIN REACTION COORDINATE 

The definition of a series of intermediates, and the determination of their RR spectra permit a 
number of inferences about the nature of the allosteric reaction coordinate, which are 
diagrammed in Figure 2. 

Figure 2: Cartoon of the Hb reaction coordinate starting with the photolysis of ligated 
(L=CO) Hb tetramers, A, and proceeding through the intermediates B-F to complete the 
photocycle. Arrows in the tetramer indicate motion proposed from the time resolved UVRR and 
Visible RR spectra. The time constants are from the pH 7.4 UVRR kinetics. 

The first intermediate, B. is the geminate state, in which the Fe-CO bond is broken, and the CO 
is believed to take up a well-defined position in the heme pocket, as evidenced by a narrow C-0 
stretching IR band in the B state (12). In recent x-ray crystal structures of MbCO photolyzed at 4 
K, the CO is seen lying over one of the pyrrole rings of the heme (13, 14). The Fe atom is 
displaced from the heme plane, in this structure, but only by about 80 % of the displacement seen 
in deoxyMb (13), in agreement with the 75 % estimate derived from the 2 cm-1 downshifts of v2 
and v3 relative to deoxyHb (7). This displacement is restrained by the proximal histidine, which 
is attached to the F helix. The elevated frequency of the Fe-His frequency, 228 cm-1, in the B 
intermediate is evidence of stress on the F helix. The UVRR spectrum is the same in B as it is in 
A, indicating that there are no large-scale protein motion's at this early stage of the reaction 
coordinate. 
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In the transition to C [20 ns], the CO in half the chains recombines with the heme, but escapes 
from the other half. Structural change in the deoxy chains is evident in both the visible and 
UVRR spectra. The porphyrin core size marker frequencies have relaxed to their deoxyHb 
values, signaling full out-of-plane displacement of the Fe atom. The Fe-His frequency has 
decreased from 228 to 224 cm-1, only slightly higher than the value expected for a relaxed 
deoxy-heme structure (15). We infer that most of the deoxy-chain energy has spread to the 
surrounding protein at this stage. The UVRR spectrum [Figure 11 suggests that some of this 
energy is now stored in a displacement of the E helix, which lines the distaI side of the heme 
pocket. E helix motion is implicated because the W3 difference band of C is at the position 
expected for the interior tryptophan residues, a14 and pl5, and the intensity loss indicates a 
weakening of their H-bonds via increased separation of the A and E helices (16). E helix 
displacement towards the heme impels geminate recombination in half the chains, and CO escape 
from the heme pocket in the remaining half. 

The difference UVRR spectrum of D (0.5 ps) reproduces all the features of the deoxyHb 
difference spectrum, but with much lower amplitude. It has previously been assumed that the 
quaternary rearrangement of the subunits takes place in the final kinetic phase of the protein, the - 20 ps phase leading to the species we have labeled E. The present evidence, however, 
implicates C+D as the quaternary transition. It is impossible for the quaternary contacts to 
begin to form until the subunits are close to being in the correct positions. However, the Fe-His 
stretching frequency is 222 cm-1, a typical value for a relaxed deoxy-heme (15). We infer that D 
retains an R-like tertiary structure even after having undergone the subunit rearrangement that 
leads to the T state. 

The D+ E transition produces T-like properties. The Fe-His band is at the same low 
lrequency, 216 cm-1, as in deoxyHb (15) and the slow CO binding rate is similar to that of 
deoxyHb (3). The difference UVRR spectrum has all the features of the deoxyHb spectrum, and 
is substantially stronger than the spectrum of D, but it is weaker [60 %] than that of deoxyHb. It 
has the same amplitude as has been found for the asymmetrically diligated cyanometHb hybrids, 
in which the cyanomet hemes are in the alp1 [or equivalently a$z] dimer (17). This species 
represents a third cooperativity state, T', because its dimerhetramer assembly free energy is 
intermediate between those of deoxyHb and of the symmetrically diligated hybrids (18). The T' 
state is inferred to have a deformed a1 p2 interface, with weakened Trp p37 and Tyr a42 H-bonds 
(17). Because of geminate recombination, E contains two ligated hemes, and we infer that both 
CO's are on the same dimer, producing the T' state. 

Second-order recombination with CO returns the Hb photoproduct to HbCO, but an additional 
intermediate, F, is formed en route, as revealed by changes in the UVRR spectra. At pH 7.4, the 
spectrum of F is the same as that of C, i.e. it is an Rdeoxy spectrum, with negative peaks. Since 
E already has two CO ligands, we infer that F is a triligated species and is in the R state; the 
UVRR signal is provided by the one remaining deoxy chain. Consistent with this interpretation, 
the spectrum is the same as that obtained for triligated cyanometHb hybrids (17). At pH 5.8, the 
calculated spectrum of F is quite noisy, but although a negative difference band is still seen for 
W16, a positive W3 signal is found, at the Trp a14 and plS position. The latter feature was also 
seen in the difference spectrum of fluorometHb with and without IHP (19). Since the signal is 
opposite to that found in the Rdeoxy spectrum, it was suggested to result from a strengthening of 
the Trp a 1 4  and p l5  H-bonds in ligated chains within the T state. It is likely that CO 
recombination at low pH produces triligated molecules that remain in the T' state, and that give 
rise to a positive W3 band. 

With the exception of F, the UVRR difference spectra of all the intermediates are independent 
of pH, but the time constants increase with increasing pH. The speeding up of the reaction as the 
pH is lowered implicates the same interactions that are responsible for the well-known 
stabilization of the T state at low pH (1). 
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INTRODUCTION 
We are interested in the ultrafast vibrational response of proteins after photoexcitation of an 
attached chromophore (for a review see [I]). The application of highly time resolved infrared 
spectroscopy to the bacteriorhodopsin (BR) photocycle, as already demonstrated in our earlier 
work [2], has now been extended to the sub picosecond time regime [3]. The light driven 
photocycle of the membrane bound protein BR generates an electrochemical potential across 
the cell membrane of halobacteria. The primary all-trans to 13-cis photoisomerization of the 
lysine bound retinal cofactor is followed by a series of thermal relaxations involving the 
protein and the chromophore. Thereby, a proton gradient is generated across the cell 
membrane. The photocycle is completed after a few milliseconds under ambient conditions. 
The first reaction states, including the light adapted BR5,0, the photoexcited state BR*, the 
isomerized state J and its decay into the K - intermediate are subject of this study. 

MATERIALS AND METHODS 
Purple membrane from Halobacterium Halobium ET 1001 [4] was prepared as thin 
humidified film in order to reduce the IR absorption by water. By moving the sample, the 
excited and probed sample volume was replaced between two laser shots by fully regenerated, 
light adapted BR570. Short light pulses from a kHz Titanium Sapphire laser system provided 
for a spectral continuum generated in a water cell and for weak, delayed pulses, used to 
optically gate the continuous wave IR probe carbon monoxide (CO) laser beam. The pump 
pulses, centered at 540 nm, were directly extracted from the continuum and chopped at half 
the system repetition rate. The upconverted light pulses were detected using a photomultiplier 
and processed by lock-in techniques. The overall instrument response had a FWHM of about 
400 fs. The experiments were performed at room temperature. 
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Figure 1: IR difference spectra of BR, taken at 1.5 ps (+) and 9 ps (0) after photoexcitation at 
540 nm. 

RESULTS AND DISCUSS10 N 
Difference spectra 
Fig. 1 shows IR difference spectra (pumped - unpumped absorbance) in the region between 
1600 and I670 ern-', taken at 1.5 and 9 ps after photoexcitation, respectively. The negative 
band at 1640 cm-' is assigned to the C=NH stretch vibration of the all trans BRST0 
chromophore which is bleached under isomerization and shifts to about 1610 cm-I, leading to 
an increased absorbance at the latter wavelength. The weak signal at ca. 1660 cm-' lies in the 
center of the amide-I protein absorption. Since no chromophoric vibrational modes in this 
region are known, the signal most likely is due to a non chromophoric mode, e. g. a peptide 
stretch or the bending mode of a protein bound \vater molecule. Between 1.5 and 9 ps the 
bands at 1661 and 1607 cm" shift ca. 5 cm-' to higher energies and the strong bleach at 1640 
cm-' recovers partially. Since the 3-K transition takes between 3 and 4 ps (cf. Kinetics), the 
spectrum at 1.5 ps is dominated by the J - state, whereas the spectrum at 9 ps represents the K 
- state. The small differences between the spectra indicate that, compared to the preceeding 
isomerization, only small conformational changes take place during the J-K transition. This is 
in line with [5,6], where it was suggested that the J-K transition is dominated by vibrational 
cooling and torsional relaxation of the chromophore. 
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Figure 2: Kinetics of the BR photocycle, taken at 620 nm. 
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Kinetic3 
Kinetics were taken at 1640, 1607 and 1661 cm-I. In order to compare the vibrational 
dynamics with the electronic dynamics under identical experimental conditions, kinetics were 
taken at 620 nm (Fig. 2). At this wavelength BR5,*, J and K absorb. The kinetics fit well the 
sequential of intermediates BR -+ J + K, convoluted with the system response, assuming a 
time constantant of 500 fs for J - formation. The fit yields a time constant of 3.4 k 0.5 ps for 
the slow component, i. e. the J-K transition. This is in agreement with literature data [7,8]. 
The kinetics taken in the IR show a fast component and a slower, weaker component in 
accordance with the difference spectra. For a complete quantitative interpretation, dephasing 
processes of the related vibrational transitions have to be taken into account. The dephasing 
times of the vibrational transitions involved in this ex eriment lie between 0.5 and 2 ps, 
corresponding to linewidths between 20 and 5 cm- , and hence are longer than the 
experimental system response. For example, if an infrared absorber (a vibrational transition) is 
instantaneously created (by the pump pulse) at the probe wavelength, it takes the dephasing 
time T2 for the IR intensity behind the sample to decrease to its final steady state value. 
However, if an absorber is instanteneously removed from the probe wavelength, the IR probe 
intensity will increase equally fast. For a detailed account of the coherent response formalism 
see 19, IO]. The kinetics are interpreted as follows. 
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Figure 3: IR kinetics of BR, taken at 1640 cm-' (a), 1607 cm-' (b) and 1661 cny' (c). 
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The bleach at 1640 cm-' appears with a time constant of 0.6 - 1.0 ps, i.e. much slower than 
the depletion of the BR570 electronic ground state. This is explained by a transfer of the probe 
induced, macroscopic IR polarization from the ground to the excited electronic state S1. The 
observed bleach occurs with the SI decay. The partial recovery of the bleach occurs within 1.4 
- 2.4 ps, i.e. significantly faster than the J-K transition. It is related to that fraction of excited 
BR molecules which return to So of BR570, i. e. does not follow the photocycle reaction 
pathway to J, K, etc.. SI decay and the vibrational cooling process determine the ground state 
recovery. Using this model, values of 0.50 - 0.55 were obtained for the J - formation quantum 
yield mJ. Literature values for the BR photocycle quantum yield range from 0 = 0.25 [ 1 11 to 

The rise of the signal at 1607 cm-' represents the J - formation. Its appearance within 0.9 - 1.2 
ps is determined by the population kinetics of J - formation (0.5 - 0.7 ps) and the dephasing 
time (0.8 ps) of the vibrational transition corresponding to a bandwidth of ca. 13 cm-l. The 
kinetics in the ps regime (J - K transition) were fitted to a small amplitude decay with a fixed 
time constant of 3.4 (from the kinetics at 620 nm). 
The bleach at 166 1 cm-' shows a much faster response than that at 1640 cm-I. An upper limit 
of 0.5 ps can be given. The slow component was again set to 3.4 ps. Taking into account the 
non-chromophoric origin of this band, the fast rise of the signal suggests a perturbation of 
amide-I carbonyls in the vicinty of the chromophore concomitantly to photoexcitation or J - 
formation. The perturbation could be purely coulombic or steric. It is estimated that a 
reasonable change in the electric field of 4*104 V/cm could induce the observed bleach if a 
sufficiently large number of peptide carbonyls is affected. Other explanations for the origin of 
this bleach include the interaction of the positively charged Schiff's base with a water 
molecule as suggested in [13,14] and the isomerization induced strain on a peptide group, e.g. 
that of Lys2 16. 

= 0.67 [12]. 

CONCLUSIONS 
Femtosecond time resolved infrared spectroscopy was used to monitor the vibrational 
dynamics of the BR photocycle. The intermediate states J and K can be distinguished by their 
BR,,, difference spectra between 1670 and 1600 cm-'. Kinetics, taken at 1640 and 1607 cm" 
show rise times determined by the dephasing times of the vibrational modes. The partial 
decrease of the bleach signal at 1640 cm" is interpreted as a recovery of the vibrationally 
cooled BRS70 electronic ground state and provides a new method to measure the photocycle 
quantum yield. The development of the bleach at 1661 cm-' occurred faster than 500 fs, 
suggesting an almost instantaneous response of non chromophoric origin to the electronic 
excitation. In order to extend the range of probe wavenumbers we (Freie Universitat Berlin) 
built a liquid nitrogen cooled CO laser [15] and implemented it into a fs laser system. This 
laser covers the spectral region from 1230 to 2130 cm-' and from 2380 to 3850 crn-' (overtone 
regime). 
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Femtosecond Infrared Spectroscopy on Reaction 
Centers of Rb. Sphaeroides 
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P. Leslie Dutton and Robin M. Hochstrasser 
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PA19104-6323, USA 

INTRODUCTION 

In the past few years we have performed a series of experiments that employ intiared (lR) light to 
probe the dynamics of the photosynthetic bacterial reaction center (RC) on an ultrafast timesde. 
The reasons these studies were undertaken are twofold: First studies in the mid- and far-IR can 
reveal the dynamics of vibrational modes, both on cofactors as well as in the protein, responding 
to the electron transfer reactions. In the second place near- and mid-IR pulses can probe transient 
absorption and emission changes due to the transient population of electronic states of the 
cofactors. In addition, since the visible transient absorption spectrum is congested, new states or 
transients may be observed by studying the near-IR. 

In this paper we will present some of the theory of ultrafast visible-pump IR-probe 
spectroscopy, outlining the differences between using a continuous-wave (CW) IR probe in 
combination with a short visible gate pulse versus using an ultrashort IR probe pulse. This theory 
is employed to understand recent experimental studies on the RC in the range 1700-2000 cm-'. A 
brief description will be given of our efforts to generate femtosecond tunable pulses in the near- 
and mid-IR. Finally two sets of experiments on electronic states of the RC will be discussed: an 
investigation of energy transfer from the accessory bacteriochlorophyll (€3) to the special pair (P) 
and observations of low lying electronically excited states of the special pair. 

VISIBLE-PUMP / IR-PROBE SPECTROSCOPY 

Two approaches are currently in use for visible-pump IR-probe spectroscopy: CW probing and 
pulsed probing. In both cases a sample is excited with an ultrashort visible pulse. In CW-probing 
the transient changes in sample absorbance are probed by a CW IR field and the transients are 
recorded on top of the CW IR beam. These transients on top of the CW beam can be read out by 
sending this beam with a visible gate pulse of variable delay into a nonlinear upconversion crystal 
and detecting the generated sum-frequency radiation. In pulsed-probing a short IR pulse detects 
the change of sample absorbance and either the total probe transmission is registered or the 
probe-pulse is sent into a monochromator to select a frequency band of the probe spectrum to be 
detected [ 11. 

Electronic transitions in condensed phases typically have absorption bands with a full 
width at half maximum 0 of 100-1000 cm-' and therefore a corresponding dephasing time 
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of T2 = 2 - 100 fs. Vibrational transitions, on the other hand, have absorption bands with a 
FWHM of 5-20 cm" and therefore a dephasing time of T2> 0.5 ps. Since the time resolution in 
current visible-pump IR-probe experiments is on the order of 40-400 fs, coherent transients will 
occur at short delay times. Since these coherent transients appear on a time scale that may be 
similar to the kinetics of the studied system, they have to be fully understood in order to extract 
the dynamics from the data. Here we will give a very brief summary of our theoretical results [ 13 
regarding coherent transients in the IR. In the case that the IR-probe monitors the transient 
bleaching of a ground state absorption, the bleaching signal will rise instantaneously if it is probed 
by a CW-probe. However, if a pulsed probe is used, the bleaching signal will rise with the 
dephasing time of the ground state vibrational transition. If the IR-probe monitors a transient 
absorption (for example a vibrational mode that has a changed frequency or an enhanced 
transition strength in an excited electronic state) the signal will rise instantaneously if a pulsed IR- 
probe is used whereas the signal with a CW-probe will rise with the dephasing time of the excited- 
state vibrational transition. A much more detailed description of the theory of visible-pump IR- 
probe spectroscopy is given in Ref. 1. 

FEMTOSECOND EXPERIMENTS ON VIBRATIONAL TRANSITIONS IN THE 
RC 
Our experiments in the range 1700-2000 cm'l were published last year [2], therefore we will only 
give a brief summary of the main results. Samples of Rb. Sphaeroides R-26 were excited at 
870 nm by a Tisapphire based regenerative amplification system, using pulses of -200 nJ and a 
width of approximately 350 fs. The transient absorbance changes were monitored by the output of 
a CW CO-laser which was upconverted after the sample in a AgGaSz crystal by an 870 nm gate 
pulse. An overall increase of absorbance after excitation was noted in the range of IR frequencies 
used; There is no sign of large scale protein relaxation in the signals, that is, all the IR transients 
follow the well known electron transfer kinetics (3 ps or 200 ps); There may be a small signal due 
to protein relaxation at 1665 cm" possibly due to a Stark effect enhanced transition strength of 
amide I carbonyls; Anisotropy measurements indicate that a transient absorption at 1702 cm" is 
due to PM+; It seems that the excited state surface of Po is very similar to surface of P. At 
1682 cmd a transient bleaching is observed that shows a slow (3 ps) and not an instantaneous 
rise as expected (see above). This will occur if the 9-keto C=O vibrations are very similar in P and 
P* (frequency shifted by less than the linewidth of -9 cm-') and the bleach at 1682 cm-' only 
develops after Po decays into P'H- or P%-. There may be a signal due to the formation of the 
intermediate state P%-. The data at 1665 cm" shows a rise of the absorbance consistent with the 
formation of P'B-. However, given the current signal-to-noise ratio in the experiment, the 
transient is equally consistent with a model involving only P*. Future studies that carefully 
compare the signals with CW- and pulsed-probing can be expected to resolve this issue. 

RECENT DEVELOPMENTS IN THE GENERATION OF ULTRASHORT IR 
PULSES 

M e r  developing new ultrashort pulse, dispersion compensated, Tksapphire regenerative 
amplifiers [3], these new light sources were employed to generate tunable femtosecond pulses in 
the near- and mid-IR through parametric generation and amplification. In a scheme similar to that 
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published recently [4] the nonlinear material 
BBO was used to generate pulses tunable 
from 1.2 to 2.4 pm with a pulse width ranging 
from 48 to 120 fs. KTP was used to improve 
the tuning range to 1 to 4.3 pm with a pulse 
width on the order of 100 fs. GaSe crystals 
are now being used successfidly to extend the 
tuning range into the mid-IR (5-20 pm). 

ELECTRONIC TRANSITIONS 

The ultrashort near-IR pulses generated 
through parametric processes were employed 
to study various electronic transitions in the 
RC [SI. The bands due to the electronic 

Figure 1. Transient absorption signal observed transitions are wide, have correspondingly 
at 1.2 p n  afterpumping RCs ofRb. Sphaeroides short dephasing times and therefore coherent 
R-26 at 800 nm effects at short delay times will be absent, 

Below results will be presented on energy 
transfer from B* to P* and on the observation of excited electronic states of P* and P+l€. 

0 20 

Results Pumping the Reaction Center at 800 nm 
In the following experiments samples of the RC of Rb. Sphaeroides R-26 are excited at 800 nm 
with 100 nJ pulses and therefore it may be expected that Forster energy transfer from excited B to 
the special pair takes place. The experiments are done with two different Tixapphire regenerative 
amplifier laser systems, both with approximately 30-40 fs time resolution and employing BBO and 
KTP parametric devices, respectively, for generating IR. Also white light continuum generation in 
sapphire is used to create near-IR pulses. Initial experiments at 1.2 pm (see Figure 1)  show a rise 
of P’H- transient absorption as seen 

sample was excited at 610 nm [6]. In 
addition a fast transient is observable at 6 
short times that decays with 120fs. In 2 0 -4 
monomeric bacteriochlorophyll-a in acetone - 8 - 5 -  solution one can observe a transient 8 

si however, decays on a nanosecond timescale. 3 -15 - 
The transient in the RC thus appears to 
reflect the rate of energy transfer from B* to I I I I I 

P*. Also the rise of the stimulated emission 
from P* at 950nm was measured (see 
Figure 2); the rise is single exponential and 
has a characteristic time of 120 fs. 

1.2 pm could be energy transfer or “internal inset shows the same signal at short delay times. 

previously in experiments where the RC 10 

5 -  

absorption at 1.2 pm as well which, * -10 - 

-20 - -0.5 0.0 0.5 1.0 1.5 

0 5 10 15 20 

Delay (PSI 

The fast 120 fs decay observed at Figure 2. Transient gain observed at 950 nm. The 
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conversion" from B* to P* or electron transfer from B* to P%- or from B* to B+)F. There are 
several reasons to assign this transient to relaxation from B* to P*. First of all the rise of the gain 
signal at 950 nm is on an identical time scale as the decay observed at 1.2 pm. Furthermore a rise 
of the P% signal with the "regular" 3.4 ps is observed and a signal fiom P* is observed at 
950 nm that decays with 3.4 ps. There are reasons, however, to expect that P* and B* are strongly 
mixed. For example it can be calculated that the theoretical Forster energy transfer time can be as 
fast as 25 fs. It is therefore possible that the 120 fs decay is due to an internal conversion process 
rather than Fbrster-like energy transfer. These issues will be discussed in more detail in a 
forthcoming publication [7]. 

Electronic Transitions in P* 
The RC has approximate C2 symmetry which allows one to construct stationary states and 
estimate transition dipoles. Calculations of the excited state (P') absorption were performed, 
based on the electronic structure calculations of Warshel and Fischer [8-101 and as described 
before in Ref. 11 Essentially excitonic states are constructed fiom individual chlorophyll 
excitations as: IPy+'> = IPM*PL> k IPMPc> and charge resonance states as: ICT", = IPM+F"> f 
JPM-PL+>. The actual mixing coefficients are obtained fiom the electronic structure calculations. 
Using the experimental transition and permanent dipole moments of bacteriochlorophyll-a, it is 
predicted that transitions fiom Py' to higher lying states that have mainly CT"' character, should 
be observed in the near-IR. 

The experiments were performed with the same ultrafast laser setups and on the same type 
of RC samples as described in the preceding section. In the region 1.4-2.2 pm an instrument 
limited rise is followed by a decay with 3.4 ps to a constant background. The constant 
background can be assigned to absorption from P'H- on the basis of a previous study of the RCs 
of Rb. Sphaeroides [12]. Around 4 pm another band due to P* can be observed; The long time 
signal is due to the 2600 cm-' band of P'fc (hole exchange transition). The first P* band is 
centered at 5000 cm-' with a transition dipole moment of approximately 8 D. The second band is 
centered at 2400 cm-' with a transition dipole moment of 6 D (See Figure 3). The latter band can 
be assigned to the P y + t  Py' transition based 
on anisotropy measurements. 

The result that the Py' t PY- transition 
is at 2400 cm-' may appear inconsistent with 3 20 - 3 

k 
; 10 - 

.e 2 5 -  

previous hole burning results [13] which 
indicate that the P y ' t  Py' transition is at 
1300 cm". It should be noted, however, that 
the electronic absorption may extend further 

2400 cm-' may be a Herzberg-Teller transition 
based on a vibration of ca. 1100 cm-'. 0 I I I I I 1 I 

E 15 - 
E 
0 ." Y 

into the IR and that the band observed at 
H w 

Although the transition from the ground state 
to PY' may have a strong 0-0 component, the 
PY+ t PY- transition may have a weak origin 
due to both the frequency dependence of the 
absorption coefficient and that it may be Figure 3. Spectrum of the transient absorption 
mainly vibrationally induced. 

2 3 4 5 6 7 8  
3 Frequency (1 0 cm-1) 

from P* and P'H observed in the RC. 
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Trip-dou blet In summary, ultrafast vibrational and 

electronic spectroscopy has been performed 
on the RC and energy transfer fiom B* to 
P', or internal conversion between states of . B ~ ? B ~ > P ~ +  
similar origin, was measured to occur in 'A 
120 fs. In addition new excited electronic 
states of the accessory bacteriochlorophyll 

summary of the excited electronic states 
that have been observed in our experiments 
is shown in Figure 4. 
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Four-Wave Mixing with Noisy Light: Classification by Time Correlators 

D. Ulness and A. C. Albrecht 
Department of Chemistry, Cornel1 University, Ithaca, New York 

In a pioneering paper Morita and Yajima in 1983 [I] discussed how the inherently short 
auto-correlation time, T,, of noisy light can lead to femtosecond-scale time resolution using 
nanosecond scale light pulses. Several groups have since pursued this interesting subject in the 
context of 4WM spectroscopies - details can be found in the most recent work from the laboratories 
of Hartmann [2a], Kobayashi [2b], Apanesevich [2c], Lau [2d], Myers [2e], and our own [2fl. 
The usual theory of a given cw spectroscopy must be suitably averaged over the phase and 
amplitude noise of the light [ 13. Typically a noisy source (such as a commercial Nd:YAG pumped 
dye laser with grating at zeroth order) is split into identical twin beams we call 2 and 2’ which enter 
a Michaelson interferometer that delays beam 2’ by a delay, 2 over 2. Two general classes of 
nearly degenerate incoherent (I) 4WM experiments are encountered in which the phase matching 
condition produces a uniquely directed signal field (the fourth field). In the simplest experiment 
the twin noisy beams are assigned unique k-vectors, L, and i,, and supply the three fields 

needed to generate the signal field along i s  = 2 - 2l (or i s  = 2 L 2‘ - L ) - the field from 
one beam acting twice and with the same phase. The new fourth wave derived from the out-of- 
phase action of fields from of the beams is best seen in a “box” configuration where beam 2, 

say, is split and assigned two k-vectors, L, and i , ,  to produce a new signal along 

S = i 2 -  i 2  + iz . We nickname these as two-beam I(3)4WM and three-beam I(3)4WM 
respectively (though the latter includes the former), the noisy (incoherent) fields acting three times 
in each case. The second major class of nearly degenerate “I”4WM spectroscopies is 1(,)4WM in 
which the noisy fields only act twice, being joined by a third field, field 1 (possibly of a different 
color), from a “monochromatic” source that has zero cross correlation with the noisy soiirce. 
Naturally in a “box” configuration, (2, # L 2  # i ) one encounters two subclasses - one where 

the twin noisy fields act in-phase (Ls = i 2 +  i,, - 1 ), one where they act out-of-phase 

( is  = 1,- L,, + L * ). 

In any configuration ultrafast dynamic properties of the material can be probed (though on 
an accumulated basis) and in the conventional Bloch two-level language (vibrational or electronic) 
one can acquire the dephasing time, the lifetime, and even the inhomogeneity, just as one does in 
true real-time femtosecond experiments. The important distinction is that in real-time studies that 
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are free of accumulation effects (spectral diffusion being one), one can dissect chromophore-bath 
interactions with particular (“non-exponential”) insight. On the other hand, spectrally resolved in- 
phase I(2)4WM has been found to yield a new class of damped Rabi detuning oscillations (RDO) 
which represent a highly precise down-conversion of the Bohr frequency of the two-level system 
damped by the dephasing rate constant. Furthermore a new dephasing induced extra resonance is 
seen exactly at the zero of the RDO. It is induced only by the nonzero slit-width of the 
monochromator. Bandwidth due to the chromophore/bath coupling (material dephasing) is 
completely suppressed [2fl. 

Other striking general properties of the I4WM spectroscopies have appeared which are 
directly tied to the nature of the time correlators involved when averaging over the phase and 
amplitude noise of the incoherent light. The signal field is normally quadrature detected. This 
means that the signal is derived from the modulus squared of the sum of chromophore-derived 
fourth fields at the detector. The cross terms fully dominate so that the quadrature signal is drawn 
from fourth fields derived from two separate chromophores (summed over all pairs). This is called 
the “bichromophore” model. We assign field intervention times t l ,  t2, t3, to produce the 
polarization (and fourth wave) on one chromophore and intervention times s 1 , s2, s3, to produce 
the (conjugate) polarization (and the conjugate fourth wave) on the other chromophore (of any 
pair). In general if noisy fields are involved at every one of the six steps (as in I(3)4WM) the noise 
average produces a six-point time correlator of the complex envelope function, p, of the noisy 
light. With complex circular Gaussian statistics and the consequent moment theorem, the six-point 
correlator breaks into a sum of six distinct terms each being a product of three pair correlators. 
Any pair correlator requires that the envelope function (p) at one time be paired with its conjugate 
(p*) at the other. This implies that pair correlators only survive across times when two noisy fields 
act conjugately - namely out-of-phase. Otherwise a given pair correlator would vanish. Any one 
such triplet of pair correlators can be summarized in diagrammatic form. For example consider the 
2-dependent triplet correlator : 

I 
I 

and, next, the 7-independent triplet correlator (time increases left-to-right): 



The lines (or arrows) connect the time intervals of the pair correlators. Whenever a given time 
interval is x-dependent an arrow-head appears, and points to field 2’. 

Consider the electronic two-level problem, lifetime, T, , dephasing time, T, where only the 
two triply resonant Liouville pathways (D1 and D2 on the t-line) are included in the polarization. 
In the two-beam I(3)4WM four six point correlators appear as a result of the noise average (< 

>):Z = < D 1  D, > , ZZ = < D 1  D, > , ZZZ = < D 2  D, > , and ZV E < D 2  D 2 >  each leading 

to 6 triplets of pair correlators (24 total). (The three-beam I(3)4WM will have 96 triplets). 
Analytic resuits have been obtained for the 16 2-dependent (“anowed”) diagrams (see Fig. 1) of 
the 24. Here some qualitative insight into any correlator diagram, analytically justified elsewhere 
[3], is summarized. Thus the 8 7-independent diagrams (of the 24) - not shown in Fig. 1 - are 
“lined” and contain only inter-chromophore pair correlators, just as in the second diagram above. 
This forces a tight synchronization of the three events on the t-line and on the s-line which greatly 
weakens the signal. The arrowed diagram above - and all 16 in Fig. l(a) - contain two intra- 
chromophore pair correlators (arrows) and only one inter-chromophore pair correlator (line). 
These generally represent a ‘very’ strong contribution to the two-beam I(3)4WM - though with a 
range of strength. In general each time the inter-chromophore line touches t l ,  or S I ,  or is 
embraced by an arrow, there is a weakening of the signal. Of these features Group B has none, 
Groups A and D have one, and Group C has two. The greater T, is than T,, the stronger is the 
signal (principally from B - see Table) and the greater the distinction by group. Roughly speaking 
the weak onesided C-decay measures T,, the strong B-decay measures T,. Furthermore since all 
“arrowed” diagrams vanish for 7 + OQ , and become purely “lined” diagrams at z = 0 , one can 
comment about the “peak-to-background” ratio in some of the I4WM spectroscopies. For in- 
phase Ic2)4WM the lined diagrams derived from the arrowed ones at z = 0 match one-to-one 
those of the 2-independent diagrams (background terms). A 2:l ratio is thus predicted (and 
observed). (In three-beam I(3)4WM we predict a (nearly) 4: 1 ratio.) In two-beam I(3)4WM and 
out-of-phase 1(,)4WM no such simple reduction appears. Instead the “peak-to-background” 
contrast can become very large, going approximately as T1/T2. 

* * * * 
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Fig. 1 :The sixteen 7: -dependent triplets of pair comelators in two-beam I"'4WM grouped (A,B,C,D) 
by relative strength. (a) the conelator diagrams; (b) the corresponding analytic results with peak 
strength (rel); abscissa: tick marks at z = f 500 fs. Parameters in row 2 of Table. 
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Fig. 2: Total two-beam I(314WM signal (rel) - 
the sum of the sixteen signal components 
shown in Fig. l(a). 'I; in fs. 

Table: I(3)4WM signal strength (rel) for several material and light parameters. 

zc (fs) T2 (fs) T, (PSI A B C D 

100 300 10 1 102 10-1 1 

100 50 10 10-2 1 10-3 10-2 

100 1 10 10-9 10-7 10-10 10-9 

1 200 0.6 10-7 10-7 10-7 I 0-7 

1 200 1 04  1 0-2 102 10-7 10-2 

In general the total signal dramatically decreases with decreasing dephasing time (compare 
rows 1 to 3) and decreasing lifetime (compare row 5 to row 4). Furthermore the triplet correlators 
of Group B dominate (except for the shortest T, - row 4 ) - dramatically so with increasing lifetime 
(compare especially row 4 to row 5). 
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Theory of Vibrational Echo Phenomena in Harmonic 
and Weakly Anharmonic Oscillators 

John T. Fourkas 
Eugene F. Merkert Chemistry Center, Boston College, Chestnut Hill, MA 
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INTRODUCTION 

Understanding the dynamics of molecular vibrations in liquids is a problem of long- 
standing interest. Time-resolved nonlinear spectroscopies have been particularly useful in 
this regard, especially techniques such as Coherent Anti-Stokes Raman Scattering (CARS) 
for intramolecular modes [l] and the optical Kerr effect (OKE) for intermolecular modes [2]. 
Both of these spectroscopies are formally nonlinear in the vibrational mode of interest [3], and 
therefore cannot readily distinguish between homogeneous and inhomogeneous broadening 
of vibrational lines. With recent advances both in ultrafast laser technology (41 and in 
experimental techniques [5, 6, 71, it has become possible to perform experiments that are 
vibrationaUy nonljnear, and can therefore provide important new ksights into vibrationd 
dynamics. 

Ultrafast laser pulses can have a bandwidth that is on the order of the anharmonicity 
of many molecular vibrational modes. When this is the case, wave-mixing pathways among 
excited vibrational states can contribute to the signal in nonlinear-optical techniques such as 
the photon echo (PE) [SI. Furthermore, the excited states of low-frequency vibrational modes 
can have appreciable equilibrium populations at room temperature. These two phenomena 
can combine to produce nonlinear-optical signals that are dramatically different from those 
observed from electronic transitions (which can often be modelled as two-level systems). Here 
we investigate theoretically the PE behavior of harmonic and weakly anharmonic oscillators 
for which fiw >> kBT.  We show that quantum interferences due to wave-mixing pathways 
that involve transitions between excited vibrational states strongly influence the photon echo 
signal, and can provide a considerable amount of information about vibrational dynamics in 
liquids. 

THEORY 

In a PE experiment, a resonant ultrafast laser pulse of wave vector kl creates vibra- 
tional coherences between oscillator energy levels 10) and 11) that evolve at frequency w10 = 
(El - Eo) ti. The molecular coherences dephase due to population relaxation, pure dephas- 
ing, spectral diffusion, and any inhomogeneity in the distribution of vibrational frequencies 
G(w). Time r later, a second resonant laser pulse with wave vector k2 is applied. This pulse 
acts reverses the phase of the coherent superposition of each molecule (Le., the coherences 
now evolve at frequency wol), The effects of inhomogeneity thus disappear at time r after 
the second pulse, and the molecules coherently radiate a signal with wave vector 2k2 - kj . 
The dependence of the signal on T gives direct information about the rates of’the various 
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other dephasing mechanisms. 
We treat the vibrational PE using semiclassical perturbation theory [9], as described in 

detail elsewhere [lo]. At lowest (third) order, pulse 1 interacts with the sample once and 
pulse 2 interacts twice. The contributions of each fully-resonant path through Liouville space 
are summed, and the resultant third-order polarization (P(3 ) )  is multiplied by its complex 
conjugate and integrated over all possible interaction times. Since our goal is to examine 
the effects of excited vibrational states on the echo signal, we make several simplifying 
assumptions: the laser pulses are taken to be temporal delta functions with finite bandwidth 
and all dephasing is taken phenomenologically to be exponential. 

There are two pathways through Liouville space that contribute to the signal in a two- 
level system (2LS) at positive delay times [ll], representing the two possible orderings of the 
interactions of the second pulse. In a harmonic or weakly anharmonic oscillator, an extra 
pathway is available in which the second pulse creates a coherence between levels 12) and 
11) instead of levels 11) and IO). The contribution of this pathway to P(3)  is of opposite 
sign to the contributions of the two normal pathways. Airthermore, due to the properties 
of the harmonic oscillator transition matrix elements, the magnitude of this term is equal 
to the sum of the magnitudes of the other two terms. This extra pathway thus creates the 
possibility of a complete destructive interference of the signal [6] .  

In a 2LS, there are no Liouville-space pathways that contribute to the signal at  nega- 
tive delay times, although there are two extra pathways that can contribute at zero delay 
time (leading to 5 "coherence spike"). The addition of the second excited stete of the har- 
monic oscillator opens a third pathway at  zero delay time, which again has the potential 
to completely cancel the 2LS terms. In addition, two non-echo-like pathways are available 
at negative delay times, in which pulse 2 creates a colierence between 12) and 10) and pulse 
1 converts this to a coherence between 11) and IO). As we shall show, the contribiitions of 
these pathways are strongly influenced by the degree of inhomogeneous broadening. 

5 ILLATOR 

In the limit of broad inhomogeneity, the extra pathways at negative and zero delay times 
contribute negligibly to the signal. In this case a simple analytic expression is found for the 
signal S(T): 

S(T) 0: exp (-2G07) [exp (-r107) - exp (--r217)I2 , (1) 
where " 0  is the dephasing rate between 11) and 10) and I'zl is the rate between 12) 2nd 11). 
If rlo = r21, the cancellation among the pathways through Liouville space is complete at all 
times, and there is no signal. Generally rlo # r21, in which case the signal predicted in this 
equation is strikingly different from that of a 2LS. The signal is zero at r = 0, then builds in 
with a time constant characteristic of the faster of the two dephasing times and decays with 
a time constant characteristic of the slower of the dephasing times. The echo thus provides 
direct information about the dynamics of the lowest three quantum states of the vibrational 
mode. 

The echo signal is exceptionally sensitive to the degree of inhomogeneity in the vibrational 
line shape. To illustrate this, Fig. 1 shows a series of echo decays with varying amounts of 
inhomogeneous broadening (where G(w) is assumed to be a normalized Gaussian centered 
about frequency w, and with a standard deviation 0, conditions for which an analytic ex- 
pression for the signal can be obtained). The signal has been calculated for positive and 
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Figure 1: Harmonic oscillator echo signal. I'21 = 3rlo for all plots. From top to bottom: 
a / h o  = 0.6, 2, 6, 60. 

negative delay times, but the r = 0 spike, which is large for small a, has been suppressed 
for clarity. 

Several effects are obvious in these echo decays. First, since the oscillators remain in 
phase longer when there is less inhomogeneity, the signal strength increases. Second, the 
shape of the decay changes greatly with the inhomogeneity. For broad inhomogeneity, the 
behavior of Eq. 1 is reprodiiced. With decreasing inhoniogeneit,y, signal appears at  zero and 
negative delay times. The smooth peak of the signal moves to shorter delay times, eventually 
becoming a sharp peak centered a t  zero delay time in the limit of narrow inhomogeneity. In 
this limit, the echo decay becomes as asymmetric doublesided exponentially, with the faster 
time constant at negative delay times. 

THE WEAKLY ANHARMONIC OSCILLATOR 
We now t-uli t o  i,he case of the weakly anharmonic oscillator. Levels 11) and 12) of the 

oscillator are assumed to by separated by energy hwpl = hwlo (1 - A). The bandwidth of 
the laser is assumed to be great enough that both the 10) --f 11) and 11) ---t 12) transitions are 
well within the pulse spectrum, but narrow enough that no transitions are driven in which 
the change in vibrational quantum number is greater than one. Both A and the width of the 
inhomogeneous distribution are assumed to be small enough that Awl0 is much less than the 
inverse of the longest delay time for which signal is observed, such that Awl0 can be taken 
to be independent of wl0. 

The same Liouville-space pathways apply to this system as applied to the harmonic 
oscillator. However, the positive-delay pathway that involves transitions between 11) and 12) 
evolves at frequency wl0 (1 - A) between the second laser pulse and the rephasing, whereas 
the other two pathways evoive at frequency w10 during this period. As a result, these 
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Figure 2: Anharmonic oscillator echo signal. r21 = 3.5rl0 and Awlo = 40rl0 for all plots. 
From top to bottom: a/rlo = 1.2, 4, 28, 40. 

contributions to P(3) beat with each other at frequency Aw10, causing a large,oscillation in 
the echo decay. This offers a direct experimental method for measuring the magnitude of 
the anharmonicity in the vibrational mode, as has recently been demonstrated [12]. In the 
limit of broad inhomogeneity, there is once again no signal at zero or negative delay times. 
The positive delay signal is given by the expression 

I 
S(T) C( exp (-4rlO~) - 2exp [- (XlO + F.21) 71 COS (Awl07) + exp (-2 (rlo + r21) T ]  . (2) 

The signal does not go to zero at  the minima of the oscillations. The envelope of the signal 
minima Smin(7) corresponds to Eq. 1. The envelope of the maxima of the oscillations is 
given by the relation 

smW(7) C( exp ( - 2 ~ ~ 0 7 )  [exp (-rlo7) + exp (-r217)]2 . (3) 

The lower envelope of the decay thus has its maximum at the same delay time as the 
harmonic-oscillator echo signal, while the upper envelope of the decay decays monotonically, 
and its maximum is at the peak of the first beat (when T = .ir/Awlo). These envelopes can 
be used directly to determine rlo and r21. 

As in the case of the harmonic oscillator, the anharmonic oscillator echo signal is strongly 
sensitive to the amount of inhomogeneity in the vibrational line shape. The anharmonic 
echo signal for different amounts of Gaussian inhomogeneous broadening is illustrated in 
Fig. 2, in which the r = 0 spikes have been suppressed. Once again, as the inhomogeneity is 
decreased signal appears at  negative delay times. The depth of the oscillations is also highly 
dependent on the inhomogeneous broadening; interestingly, the beats decrease in amplitude 
as the inhomogeneity is decreased. This phenomenon is due to the fact that when the 
vibrational line has little inhomogeneous broadening, the oscillators can radiate immediately 
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following the second pulse, rather than having time to rephase and create the beats. The 
beats therefore disappear once the inhomogeneity is small enough that significant signal 
has appeared at negative delay times. The echo decay resembles the harmonic oscillator 
echo decay at  small inhomogeneities, and has an identical small-inhomogeneity limit of an 
asymmetric, double-sided exponential. 

CONCLUSIONS 
We have performed a simple theoretical analysis of the photon echo signal in harmonic 

and weakly anharmonic oscillators. The similarity of the ground-state and excited-state 
absorption frequencies in these systems opens Liouville-space pathways that involved transi- 
tions between excited states of the oscillator. The new pathways can interfere destructively 
with the normal 2LS pathways, which can radically change the behavior of the echo sig- 
nal. The degree of this interference, in conjunction with new mixing pathways that open 
at negative delay times, provides unique information on the magnitiide of the anharmonic- 
ity in the vibrational mode, the dynamics of excited vibrational states, and the amount of 
inhomogeneity in the vibrational line shape. As the lasers and experimental techniques for 
performing these nonlinear experiments become more readily available, vibrational echoes 
will provide a wealth of new information about the dynamics of vibrations in liquids. 
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Ultrafast Time-Resolved Infrared Spectroscopy of a Binuclear Rhenium 
Polypyridyl Complex 

C.J. Arnold, R.B. Girling, K.C. Gordont, R.E. Hester, J.N. Moore, R.N. Perutz, and T-Q. Ye 

Chemistry Department, University of York, Heslington, York YO 1 5DD, UK 
+Chemistry Department, University of Otago, P.O. Box 56, Dunedin, New Zealand 

Time-resolved infrared (TRIR) spectroscopy has been applied recently to the study of excited 
states in transition metal complexes [l]  and nanosecond TRIR spectroscopy has been used 
successfully to study metal-to-ligand charge transfer (MLCT) states in several systems. These have 
included both monomeric and dimeric carbonyl complexes and, in the case of the dimeric tungsten 
system [(OC),W(4,4'-bipy)W(CO),], the long-lived excited state has been found to have an 
asymmetric electron distribution of the form [(OC),W'(4,4'-bipy -')Wo(CO),] [2]. 

In many cases, faster time resolution is required to observe excited states. In this study we have 
used ultrafast TFUR spectroscopy to probe a short-lived MLCT state of the related binuclear rhenium 
(I) complex [Re(I)(COj,CI],BLl for which the ground state structure is shown below as I. [3], and 
thereby to investigate the structure and dynamics of the excited state on the picosecond timescale. 
Due to the intrinsic asymmetry of the polypyridyl ligand (BLl), the two rhenium atoms experience 
different environments, and hence it may be expected that the most stable form of the excited state 
will have an asymmetric (localised) charge distribution. 

0 

I 

0 

I 

c o  

The TRIR experiments weie performed using the amplified output (200 fs, 53 pi, i .G5 ' d z )  of a 
dye laser operating at 605 nm. A portion of this output (1 0 pJ) was used to photolyse the sample, 
and the continuous wave output of either a CO or diode laser was used in conjunction with gated 
upconversion detection to obtain the TRIR data. The sample (c. 1.75 x 10" mol dm-, in 
dichloromethane) was flowed through a 1 mm pathlength cell. 

TRIR spectra of [Re(CO),Cl],BLl obtained at several delay times after excitation into the MLCT 
absorption band are presented in Figure 1 .  The spectra show bleaching of the ground state u(C0) 
bands at 1915,1939 and 2024 cm-', and a kinetic study showed that these bleached bands recover 
on a timescale of 100 ps. In addition to the bleaching, photoinduced absorption is evident on both 
the high and low wavenumber sides of these ground state features. At early times the photoinduced 
absorption bands are broad, but kinetic studies showed that the bands sharpen up on a timescale of 
4 ps and then decay with a lifetime of 100 ps. 

The difference spectrum obtained at a time delay of 15 ps may be assigned to the MLCT state of 
21 1 
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Figure 1 : TRIR spectra of BL 1 at 
several delay times after photolysis. 
(0 CO laser data, o diode laser data) 
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1. The subtraction of a scaled ground state spectrum 
from this TRIR difference spectrum clearly revealed 
prominent positive bands at 1900, 1925 and 2012 
cm-' in the MLCT state, and further analysis using a 
band-fitting procedure indicated that additional 
positive features occur in the region 1960-2000 cm-I. 
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complex Re(CO),C1(2,2'-bipy) are reported to show 
a downshift of c. 30 cm-' on electrochemical 
reduction [4]. The MLCT state of 1 therefore appears 
to have the asymmetric form [CI(CO),Re(I)(BLl- 
)Re(II)(CO),Cl] since a symmetric, delocalised form 
would be expected to result only in a small upshift 
of the ground state bands [2]. 

The u(C0) bands of the Re(I1) centre in this 
proposed structure would be expected to show an 
upshift from those of the ground state, and indeed an 
upshift of the ground state bands at 1915 and 
1939 cm-* may give rise to the weak positive 
features in the 1960-2000 cm-' region of the band- 
fitted TRIR spectrum. Further TRIR studies in the 
range to 2100 cm-' are planned to observe the 
positive feature expected in this region from the 
upshift of the ground state band at 2024 cm". 
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Femtosecond IR Spectroscopic Study of the Mechanism of C-H Bond 
Activation by Organometallic Complexes 

T. Lian, S. E. Bromberg, H. Yang, G. Proulox, R G. Bergman, and C. B. Harris 
Dept. of Chemistry, Univ. of California, Berkeley, CA 94720, USA 

INTRODUCITON 
Carbon-hydrogen bonds in alkanes are among the strongest single bonds known. The 

mechanism for the photochemical activation of C-H bond by transition metal centers has been 
intensively studied since its first discovery[l,2]. The mechanism for this type of reaction is 
commonly thought to be[3] 

CpM (CO)  2 + hv -. CpMCO + CO 
C p M ( C 0 )  + RH -. CpMCO(RH) + CpMCO(H) (R) 

where M=Ir, Rh, Cp=C,H, or C,Me,. CpMCO(RH) is the postulated a-complex and 
CpMCO(R)(H) is the final C-H bond activated product. 

Although, the intermediate species have not been directly observed in room temperature alkane 
solutions due to the rapid rate of these reactions, time resolved IR and visible spectroscopic 
studies in the ps and slower time scale have identified some of the intermediate species involved 
in low temperature matrix, liquefied rare gases (Kr, Xe) and in the gas phase. Monocarbonyl 
CpM(CC) and its solvated form have been observed in gas phase[4] and in liquid Kr, Xe[5], 
while the CJ complex intermediate CpMCO(RH) has yet to be detected. Recent femtosecond and 
picosecond time resolved studies of this system in room temperature alkane solution in the 
infrared[6] and visible[7], has found that >99% of the initial molecules return to the ground state 
in 40ps without losing a CO ligand, indicating a 4 %  yield for the reaction. because of this low 
quantum yield, the C-H activation reaction has not been observed. 

In this paper, we report the first femtosecond time resolved IR spectroscopic study of the C-H 
bond activation reaction of (€€I~-Pz~*)R~(CO)~ (Pz3*=3,5-dimethylpyrau>lyl) in room temperature 
n-pentane solution. The relatively high quantum yield for C-H activation[S] of this compound has 
enabled us to detect the transient intermediate species. A 30 Hz fs IR spectrometer with 200 fs 
time resolution and 4 cm'l spectral resolution was used in this study, the details of which Will 
be published elsewherej91 Briefly, the sample is pumped by a UV pulse at 295nm and the 
subsequent change in the IR absorption is monitored as a function of time and wavelength. 

RESULTS AND DISCUSSIONS 
Shown in figure 1 are transient difference IR spectra of the sample at -10, 10,66, and 2OOps. 

Detailed kinetics of the spectral features are also measured up to Ins. An instrument response 
limited bleach of the parent molecule symmetric CO stretching band at 2055cm" is observed 
which does not recover within 1 ns. The spectrum of the new absorption feature, with a single 
CO stretching band at ca.1981cm-1 that overlaps with the bleach of the parent molecule 
antisymmetric CO stretching band, narrows in 60 ps and shifts to the higher frequency side in 
300 ps. No final C-H activated product, whose absorption centers at 2032 cm-I, is observed 
within Ins, although separate experiment with ps time resolution showed that its formation was 
complete within 1 ps. 

We tentatively assign the new transient species to the pentane solvated monocarbonyl 
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Fig. 1, transient difference IR spectra of [HB-P% Rh(CO)2] in room temperature 
n-pentane after 295nm photolysis. 

intermediate species (KB-P9*)Rh(CO)C5H,, [A]. Upon absorbing a UV photon, one CO ligand 
is photodissociated leaving behind a monocarbonyl intermediate [A] that has a CO stretching 
band at c a  1981cm”. The spectral narrowing in the 60 ps time scale is a result of vibrational 
cooling and initial solvation of the nascent species. In addition, the 300 ps blue shift of the 
>pectnun is attributed to the rearrangement of the pentane molecule to form a more stable 
solvated complex such as the postulated a-complex. C-H bond activation occurs between Ins and 
Ips, the barrier of which is estimated to be around 5.5 kcal to 9.7 kcal/mol.. 
Our experiment represents the first direct observation of the alkane complexed intermediate 

species[A] in room temperature solution. It demonstrates the ability of fs IR spectroscopy to time 
resolve the photodissociation, solvation and bond activation steps. Currently, the spectrum after 
Ins is being measured to follow the actual C-H bond activation step. Measurements in other 
solvents are also planned to establish the relation between the properties of the solvents and the 
rates for both the solvent coaplex formation and C-H bond activation. 
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Tetsuro Yuzawa and Hiro-o Hamaguchi 
Molecular Spectroscopy Laboratory, Kanagawa Academy of Science and Technology, 

KSP East 301, 3-2-1 Sakato, Kawasaki 213, Japan 

Transition metal organometallic complexes exhibit a rich and diverse photochemistry.[ 1-31 
Interest in these complexes arises from their potential as tunable photocatalysts, as controllable 
photochemical reagents for small-molecule activation, as selective photosensors, and as energy 
acceptors in photochemical energy storage. However, a detailed understanding of the factors that 
control the photochemistry of transition metal organometallic complexes has not been achieved. 
Photochemical studies are consistent with two primary reaction pathways:[ 13 (1)  homolysis into 
mononuclear radicals and (2) ligand loss to form unsaturated intermediates. Although the two 
pathways are known, the relative quantum yields for the two reactions depend upon several factors, 
including the system, the solvent. and *;!le excitation wavelength.[ I ]  The hndamental question we are 
trying to address is how does a specific electronic excited state configuration provide the appropriate 
structural distortion to facilitate a particular reaction? 

In this work we have obtained the ground state resonance Raman spectra (from 263 to 647 
nm) and the time-resolved infrared spectra at two different excitation wavelengths (262 nm and 349 
nm) of a prototypical dinuclear organometallic compound, Mn,(CO),, in cyclohexane. In Figure 1 
we show the ground state and transient infrared spectra of Mn~(CO),, in cyclohexane with 349 nm 
excitation. The time-resolved spectra are consistent with the presence of at least three 
photoproducts: the homolysis product, -Mn(CO),, 
the primary ligand loss product, Mn,(CO),, and a 
secondary ligand loss product, Mn,(C0),.[3] In 
Figure 2 we compare the dynamics ofthe bands at 
1760 cm-I and 1940 cm-I. The 1760 cm-' band is 
characteristic ofthe bridging CO in Mn,(CO), and ,g 
the 1940 cm-' band is assigned to Mi,(C0),.[3] - 5 
The rise time of the 1940 cm-' band is t6e same as - 
the decay time of the 1760 cm" band. It is 
significant that we are observing the secondary 
ligand loss product formed directly from 

v) 

c 

Mn,(CO), with only single photon excitation. 2200 2100 2000 1900 1800 1700 1600 
Wavenumber 

The ground state resonance Raman Figure I:  Ground (bottom) and time-resolved 
(top) infrzred spectra of Mn,(CO) in  
cyclohexane obtained with 349 nm-excitation. 

spectrum obtained with 351 nm excitation shows 
a significant increase in the intensities of the e: ' 9  
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vibrations at 1980 cml (equatorial C=O stretch) 
and 673 cm-’ (Mn-C-0 bend). There is also an 
increase in the intensity of the a, vibration at 159 
cm-’ (Mn-Mn stretch), but the increase is not as 
great as the e, vibrations. We have compared our 2 
data to Fenske-Hall calculations and to Density 6 
Functional calculations of Mn,(CO),, and 
Mn,(CO),. The calculations predict that the 
optimum geometry for the ligand loss product is a 
semi-bridgedMn,(CO),. The picture that emerges -20 o 20 40 60 80 100 120 140 160 180 

1 

from this work is- that the formation of the ligand Time (le.) 

loss product with 35 1 nm excitation occurs by the ~i~~~~ 2: J - J ~ ~ ~ ~ ~ ~  ofthe 1760 and 1940 c m - ~  
loss Of an co, by the bands of Mn,(CO),, in cyclohexane with 349 
formation of a semi-bridged Mn,(CO),. These nm 
results also call into question the original 
assignment ofthe electronic state that is at 336 nm. 
The original assignment was that this is a u* - u state,[4] but our results are more consistent with 
the assignment of this state as a dn* - u state. More work remains in order to confirm this 
assignment. 

The combination of ground state resomice Rarnan experiments and time-resolved 
vibrational spectra provides a powerful tool for probing the structure and dynamics oforganometallic 
photochemistry. 
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Time-Resolved Resonance Raman Spectroscopy of Excited States of Ruthenium Diimine 
Complexes. 
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Metal polypyridyl complexes are of interest because of their potential for use in solar energy 
and supramolecular devices.[ 13 A number of mixed-ligand ruthenium(I1) complexes of the type, 
[RuL(~PY)J~', have been prepared as have copper(1) complexes of the type [Cu(PPh,),L]+. The 
photophysical properties of these complexes under visible excitation are dominated by their 
lowest metal-to-ligand charge-transfer (MLCT) excited states. Copper(1) complexes show 
significant geometric distortion upon photoexcitation to the MLCT state consistent with the fact 
that the copper(1) is formally oxidised to copper(11). The latter oxidation state prefers a 5 
coordinate environment whereas the copper(1) is tetrahedral.[2] The geometric distortions 
attendant upon ruthenium complexes when photoexcited are much less severe. The ruthenium(I1) 
and ruthenium(III) sites being coordinantively similar. This study examines the properties of 
ruthenium and copper complexes with a series of geometrically constrained ligands. 

I1  11' 

We have chosen to use a series of 
binaphthyridine and biquinoline ligands in 
which the degree of ligand planarity may be 
tuned. Figure 1. These ligands can be 
modified in a number of ways to increase or 
decrease the extent of conjugation between 
the two halves of the ligand. Modifications 
that can be made are as follows: changing 
the length of the alkyl chain bridging the 
halves of the ligand; substitution for the 5 
alkyl chain of two methyl groups. 

2 

FIGURE 1: Ligands 
The longer alkyl chain decreases the 

degree of planarity in the ligand as do the presence of the methyl substituents at the 10,lO' 
positions. X-ray crystallographic data indicates that for 1 the angle between the naphthyridine 
units is ca. 14", as the chain is extended this angle becomes greater. 

The MLCT excited states results in the formal oxidation of the metal centre and formal 
reduction of a ligand moiety. Each of these processes may be achieved by electrochemical 
means. We have used electronic and Raman spectroelectrochemistry to model the MLCT excited 
state and then compared these results to the direct measurement of the excited state resonance 
Raman spectra. 

Spectroelectrochemical measurements suggest that for [Ru(b~y)&)]~+ where L = 1 through 
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5 the first reduction is ligand based on the naphthyridine or quinoline ligand. The resonance 
Raman data for these complexes have many bands that are 2,2'-bipyridyl (bpy) modes. This is 
evidenced by their frequency coincidence with other ruthenium bpy complexes. Close analysis 
of the resonance Raman data reveals two bands that are associated with the naphthyridine / 
quinoline ligand. The first of these, 1483-1494 cm-', is a torsion angle sensitive and is associated 
with the 1, 1' linkage. The second, 1359-1383 cm-' seems to be more sensitive to replacement 
of naphthyridine with quinoline. Figure 2 shows the resonance Raman spectra of [Ru(bpy),(l)12+ 
in the ground and first 
reduced state. The 
r e s o n a n c e  
enhancement of these 

h 
Y I bpy modes in the -- 

ground state spectrum Y 5 I 
.r( w 

indicates that the G 

absorption at 5 14.5 
nm is made up of two 
types of MLCT 
t r a n s i t i o n ;  o n e  

.r( U 

4 -- rd 

terminating on a bpy 
ligand and the other 

I I t I I I I 

650 850 1050 1250 1450 1650 
on the naphthyridine 
ligand. Time-resolved 

F i g u ~  2: Resonance Raman OTTLE of [Ru(l)bpyJ'+ resonance Raman 
spectra show that the 
excited states of all complexes are localised on the naphthyridine / quinoline ligands. No bpy.- 
features are observed. Furthermore it appears that the optical electron is localised across the 
ligand framework in 1, 2 and 4 but is further localised on one of the naphthyridine moieties in 
3 and 5 .  

Raman shift / cm-' 
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Application of Time-Resolved, Step-Scan Fourier Transform Infrared Spectroscopy to 
Excited-State Electronic Structure in Polypyridyl Complexes of Re(I) 

Jon R. Schoonover and R. Brian Dyer 
Bioscience and Biotechnology Group 

Los Alamos National Laboratory, Los Alamos, NM 87545 
Recent advances in transient infrared spectroscopy have provided the means for 

infrared measurements to be made following laser excitation on short time scales. The 
infrared technique is particularly valuable in the study of metal complexes containing CO or 
CN- because v(C0) and v(CN) stretching vibrations have high oscillator strengths and the 
sensitivities of their energies and bandwidths to electronic and molecular structure are well 
established. Electronic excitation generally produces significant transient infrared 
absorption changes which are intense and characteristic of the changes in electron structure 
between states. For example, in [(phen)(C0)3Re(NC)Ru(bpy)2(CN)]+ (phen is 1,lO- 
phenanthroline; bpy is 2,2'-bipyridine) Rel(dx) + phen(x*) excitation produces initially a 
ReII(phen*-) metal-to-ligand charge transfer (MLCT) excited state and large shifts in v(C0) 
(40 - 80 cm-1) compared to the ground state. Subsequently, rapid, cross-bridge energy 
transfer occurs (ks = 2 x 1011 s-1) to give [(phen)(CO)3Re1(NC)Ru1I1(bpy)(bpy*-)(CN)]+* 
which is accompanied by large shifts of the v(CN) bands and only 2 slight shift in v(C0) 
compared to the ground state. We demonstrate the use of step-scan transient infrared to the 
elucidation of the excited-state electronic structure in this dimer and complexes 1 - 3. 
There is a complex interplay between MLCT and ligand-based excited states in Re(1) 
complexes We have explored the question of their excited-state electronic structure by 
employing a powerful new approach to acquiring time-resolved infrared spectroscopy 
based on the step-scan Fourier transform technique. 

p% Nit,,,. ,,@\ PPh, 

CO 

oc 4y\c* 
co co 

- 1 2 - 3 - 
The transient difference spectrum in the v(C0) region forfac-[Re(phen)(CO)3(4- 

Mepy)]+ a, phen is 1,lO-phenanthroline; 4-Mepy is 4-methylpyrdine) was acquired 600 
ns after 354.7 nm excitation in CH3CN by using step-scan FTIR. In the spectrum, the 
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ground state v(C0) band at 1930 cm-1 splits and shifts to higher energy with new bands 
appearing at 1962 and 2009 cm-1. The ground-state band at 2036 shifts to 2062 cm-l. 
These shifts are consistent with oxidation of Re(I)to Re(II) and formation of an MLCT 
excited state. 

In the difference spectrum for 2,fuc-[Re(dppz)(C0)3(PPh3)]+ (dppz is 
dipyrido[3,2-a:2',2'-c]phenazine; PPh3 is triphenylphosphine), the three v(C0) bands shift 
only slightly in the excited state, and significantly, the shifrs are to lower energy. Each 
v(C0) band in the excited state is shifted on average 8 cm-l to lower energy and broadened 
by -2 compared to the ground state. 

higher energy for 1 are expected for an MLCT excited state in which Re(1) is formally 
oxidized to R e a ) .  Similar shifts have been observed for the MLCT excited states of other 
Reo) complexes. The small shifts for 2 are consistent with a lowest, ligand-localized 
excited state, presumably 3xn*(dppz) consistent with room temperature emission from this 
complex which has the characteristic, resolved vibronic structure and extended excited-state 
lifetime (z = 42 p) of a 3nn* excited state. 

The power of the step-scan transient IR technique to elucidate electronic structure is 
also illustrated by measurements on 3, fac-[Re(4,4'-(NH2)2)-bpy)(C0)3(4-Etpy)]+ ( 4 4 -  
(NH2)2)-bpy is 4,4'-diamino-2,2-'bipyridine). In transient UV-visible absorption 
difference spectra, there is evidence for both a ligand-localized excited state (or states) with 
a broad absorption feature at 450 nm, and an MLCT excited state with a band appearing at 
370 nm. The relative intensities of the two are solvent and temperature dependent. The 
features of the transient infrared difference spectrum for 3 in CH3CN that appear can be 
attributed to an MLCT excited state and at least one additional, ligand-based state. The 
positive shifts in v(C0) from the ground state at 1914 and 2025 cm-1 to 1979,2002 and 
2064 cm-l are comparable to those observed for 1. v(C0) bands are also observed shifted 
to lower energy at 1881 and 2014 cm-1 which are comparabie to the shifts observed for the 
3xx* state of 2. There is evidence for still a third set of excited-state bands at 1930 and 
2031 cm-1 suggesting the possibility of a third excited state probably ligand-centered. 

These results demonstrate the utility of step-scan FI?R in obtaining transient 
infrared spectra of transition metal complexes. They provide a new dimension by utilizing 
oxidation state sensitive CO stretches to distinguish between excited states of different 
orbital origins. The technique also addresses questions pertaining to internal electronic 
structure such as backbonding and oxidation state based on the magnitudes of v(C0) shifts. 
There is a further advantage that the step-scan technique can be applied throughout the 
infrared region including bands arising from the polypyridine ligands. 

The relative magnitudes of the shifts in v(C0) are revealing. The large shifts to 

220 



Time Resolved Vibrational Spectroscopy of some Rhenium (I) Polypyridyl Complexes 

T.J. Simpson and R.C. Gordon 
Chemistry Department, 

University of Otago, 
P.O. Box 56, 

Dunedin, 
New Zealand. 

Metal polypyridyl complexes are of interest because of their utility in solar energy 
devices, and as building blocks for photonic molecular devices [ 13. Complexes based on 
Re(CO)3Cl are of interest because of their potential use in the photocatalytic conversion of 
C02 to CO [2]. Furthermore visible spectroscopy of such Re(I) complexes is less 
complicated than other d6 metal systems owing to the lack of visible chromophores from 
the spectator CO and C1 ligands. 

Resonance Raman of the ground and neutral species as well as time resolved resonance 
Raman (TR3) spectroscopy were employed to try and understand the lowest energy metal 
to ligand charge transfer (MLCT) uansitioxi. The MLCT excited state can be written as 

(Re1(C0)3C1)L + hv + (Ren(CO)3C1)(L-) 

i.e. a formal oxidation of the metal centre and reduction of the ligand. 

Four complexes were studied, the ligands used were 2,3-di(2-pyridyl)quinoxaline 
(dpq), 2,3-di(2-pyridyl)-5-methylquinoxaline (BL3), 6,7-dimethyl-2,3-di(2- 
pyridy1)quinoxaline (dmdq) and 2-(2-pyridyl)quinoxaline (pqx). By subtle ligand 
modification we can tune the properties of the complexes e.g. MLCT energy and 
vibrational spectra. Consequently we may expect modification of excited state properties. 

DISCUSSION AND RESULTS 

The electronic absorption spectra of the neutral and reduced species were taken prior to 
the collection of the vibrational data. From this data and previous work it was concluded 
that the lowest energy transition was MLCT in nature [3]. In the reduced species this 
transition is bleached and a new transition at longer wavelengths is observed. This band is 
assigned as a ligand centered (LC) (n,n*) or (n*,n*) transition. In the vibrational spectra 
of the reduced complex the v(C=O) was seen to bleach, consistent with the electronic 
transition having no MLCT character. 

Localization of the molecular orbitals might be expected for a ligand such as dpq, and 
derivatives, the different types of localization being on the quinoxaline and pyridyl rings. 
Tentative vibrational assignments have beeii made on the following basis. From 
electrochemical data, as a methyl group is added to the quinoxaline ring the potential for 
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the reduction becomes more negative by about 50 mV per methyl group. This 
corresponds to a blue shift in the MLCT energy as we go from the dpq+BL3+dmdq 
ligands. An intensity decrease might be anticipated in the quinoxaline based modes on 
going from Redpq+Redmdq in the RR spectra, because of this blue shift in the MLCT 
energy. This leads to the proposed assignment for 1476 cm-', 1360 cm-' and 1574 cm" 
Redpq bands as being quinoxaline based. Further to this, these bands are also seen in the 
RR spectra of Repqx. Similarly the 1215 cm-' and 1603 cm-' bands are assigned as 
bound pyridyl modes, as they are seen in all complex spectra. The intensities of all the 
pyridyl bands is significantly less than that of the quinoxaline bands. This suggests that 
the HOMO maybe localised on the quinoxaline. The band at 1291 cm-' is assigned as a 
C-C stretch, this is consistent with data obtained for biphenyl systems and only seen as a 
weak stretch at 1301 cm-' for the Repqx system. 

The reduced RR spectra for the complexes was taken using a cell described previously 
[3]. Complete bleaching of the v(C=O) was seen in each case and confirms the nature of 
the transition is no longer MLCT. 

Incomplete bleaching of the excited state was evidenced by the intensity of the v(C=O). 
Power dependence studies were undertaken, and features assignable as excited state were 
seen and showed a non-linear dependence on photon density at the sample. Correlations 
are seen between the excited state bands and bands associated with the reduced species. 
This is expected if the electronic excited sate is MLCT in nature. The excited state bands 
seen in the TR3 spectra are associated with the quinoxaline ring. The frequency shifts are 
consistent with a HOMO extending over some part of the substituted quinoxaline ring. 

CONCLUSIONS 

Tentative analysis of the vibrational spectra of some rhenium(1) polypyridyl has been 
made. The molecular orbitals are seen to cover the quinoxaline ring, substitution 
significantly effects the vibrational spectrum. The excited state is seen to be MLCT in 
character, evidence is observed in the TR3 and RR of the reduced species. 
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Sensitivity Issues In Step-scan FT-IR Spectrometry 

Christopher Manning 
Manning Applied Technology 

Peter R. Griffiths 
Chemistry Department, University of Idaho 

INTRODUCTION 
Step-scan FT-IR has been accepted as a useful tool for obtaining vibrational spectra of 

a variety of time-dependent systems, including photoacoustic spectrometry, polymers undergoing 
dynamic strain, photochemical reactions and electrochemical interfaces. Unfortunately, there has 
been a significant SNR disadvantage associated with step-scan data collection, relative to the 
same data collection time with rapid-scan FT-IR. For step-scan signal processing, a lock-in 
amplifier (LIA) is traditionally used to demodulate the detector signal. We have shown that the 
analog LIA's generally utilized have insufficient dynamic range to process the detector signal 
without degrading it. As an alternative, we have demonstrated demodulation by digital signal 
processing to improve the SNR by an order of magnitude or more.' 

However, a significant noise disadvantage remains. The key difference between rapid- 
scan and step-scan FT-IR is the range of effective modulation frequencies. A rapid-scan 
spectrometer using a TGS detector typically operates with a mirror velocity of 0.15 cm/s, 
producing modulation frequencies of 5 kHz at the reference laser wavelength, 1.25 kHz at 4000 
cm-' and 125 Hz at 400 cm-'. The separation between adjacent spectral elements is then 1.3 Hz, 
at 4 cm-' resolution. A higher mirror velocity may be used with a cryogenic detector, producing 
modulation frequencies at the laser wavelength as high as 100 or 125 kHz, and a separation of 
25 to 30 Hz between adjacent spectral elements. In contrast, a typical step-scan measurement 
utilizes a step-rate on the order of 1 fringe per second. The corresponding 1R modulation 
frequencies are 0.25 to 0.025 Hz, from 4OOO to 400 cm-', respectively. This is 5000 times lower 
in frequency than the rapid-scan measurement, and the spacing between spectral elements is 
correspondingly smaller, or about 0.24 mHz. It is the close spacing and low modulation 
frequencies that make step-scan data collection susceptible to multiplicative noise sources. 

MULTIPLICATIVE NOISE 
For noise sources that simply add to the detector signal, there is no difference in 

performance between step-scan and rapid-scan operation. However, many of the instabilities 
present in FT-IR spectrometers have a multiplicative effect, which mixes them with the spectral 
modulation frequencies to produce noise sidebands on each spectral component. In rapid-scan 
operation the noise sidebands do not reach to adjacent spectral elements, and are efficiently 
rejected. In step-scan measurements, the noise components and their sidebands can spread 
completely across the spectral range. 

Many sources of multiplicative noise in FT-IR spectrometers can be identified. The most 
important one in most step-scan spectrometers is the fluctuation of rehctive index of the air in 
the interferometer. For each degree Celsius by which the temperature of the air in the two arms 
of the interferometer differs, a path difference error of 88 nm can be generated. To achieve a 
SNR of 10,OOO: 1 in the mid-IR, the RMS path difference error must be held to less than 1 nm, 
corresponding to a temperature difference of about 0.01 OC. Other refractive index variations 
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cause the IR beam image to wander on the detector. Fluctuations in the temperature of a 
pyroelectric detector vary its responsivity. Even the beamsplitter efficiency varies up to 
0.25%/OC. Virtually every instability is related to temperature fluctuation. The most significant 
source of heat inside most FT-IR spectrometers is the reference laser which typically dissipates 
10 watts of waste heat. Since the heat capacity of air is approximately 1 Joule/gram-aC, the 
waste heat is sufficient to raise the temperature of 1 liter of air by more than 5 'C per second, 
while temperature variations should be held to < 0.01 OC. 

: 
To test the hypothesis that temperature fluctuations and convection are significant noise 

sources, two sets of measurements were made with a stepscan spectrometer.2 One set was 
measured as a control, then the spectrometer was fitted with insulation to minimize temperature 
variations and convection. For both sets of data six scans were acquired sequentially to 4 cm-' 
resolution, with a nominal averaging time of 20 minutes per scan. A TGS detector was used 
with 150 Hz, 2 Awe phase modulation. The spectra were used to compute two series of five 
100% lines, which appear in Figures 1 and 2. The traces in Figure 1 exhibit a S N R  between 
2000 and 3000:1, and are tightly clustered around 100% T, but exhibit noticeable slopes. For 
the traces in Figure 2, the SNR is improved by approximately 2x to between 5000 and 6OOO:1, 
and the slope of the lines is also substantially improved. However, they are no longer clustered 

iigure 1 - 100% lines without insulation. Figure 2 - 100% lines with insulation. 

at 100% T. The insulation has caused a slow temperature rise inside the spectrometer which is 
affecting either or both the pyroelectric detector and beamsplitter efficiencies. 
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Symmetrically substituted metalloporphyrins generally exhibit a variety of static nonplanar distortions that can be 
described by the lowest frequency out-of-plane normal modes [ 13. Of particular importance are the doming (dorn), 
ruffling (run, saddling (sad), and waving (wav) deformations, each of which typically lead to stable porphyrin 
conformers. The relative energies of these conformers depend upon metal size, the size, shape and orientation of 
the substituents, and perturbations from the porphyrin's environment. Photoinduced changes in the metal electronic 
configuration can thus alter the relative energies of and interconversion rates between these conformers. 

We report experimental and theoretical studies of Ni" tetra(tert-butyl) porphyrin (NiTtBuP). Time-resolved 
absorption (TRA) measurements show that absorption of visible photons by NiTtBuP is followed by a rapid (1.2 ps) 
decay to a low-lying, non-phosphorescent, d-d* state [2]. In contrast to other Ni porphyrins that relax to the ground 
state in < 500 ps, relaxation of NiTtBuP* occurs on a > 50 ns timescale [2]. In addition, the transient Soret 
absorbance maximum is blue-shifted relative to that of the ground state. Transient resonance Raman (TRR) 
spectroscopy has been used to probe the structure of this intermediate (Fig. 1). At low incident laser fluxes (<lo6 
W/cm2), the TRR spectrum generated by Soret excitation is dominated by ground state scattering. Structurally 
sensitive lines such as vq I! 355 cm-') and v2 (1534 cm") correspond to those measured with CW resonance Raman. 
As the laser flux is increased, scattering from a d-d* excited transient intermediate appears (v, -1336 cm-I, v2 - 
1527 cm"). The relative contributions of the photoconformers to the total spectrum is laser flux dependent (Fig. 1). 

Figure 1: Transient Resonance Raman of NiTtBuP vs Incident Laser Flux 
High Frequency Region and Curvefitting of the v4 Region 
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Figure 1: TRR spectra were measured as previously described [3]. Pulsed spectra in (a) and (b): 440 
nm, 7ns pulses, 10 Hz. A cylindrical lens focused an expanded beam at the sample. Flux was 
attenuated with neutral density filters. Curvefitting was done with a program based upon the 
Levenberg-Marquardt non-linear least squares method [3]. Gaussian band shapes and a linear baseline 
function were used. The full width at l/e is 20 cm'l for the 1337 cm-' (intermediate d-d* state) band 
and 12 cm-' for the 1355 cm-' (ground state) band. 
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Classical mechanics calculations using a forcefield developed to accurately predict Ni porphyrin equilibrium 
structures and relative energies [ 11 suggest an explanation for these results. In the ground state, the ruffled geometry 
of NiTtBuP is stabilized relative to a domed local minimum structure by > 25 kcal/mol. Upon formation of the d-d* 
state, the Ni - pyrrole nitrogen equilibrium bond length increases, and as a result the domed form moves to within 7 
kcaVmol of the ruffled conformer. Thus the two 'stable' photoconformers observed in the absorbance and TRR 
studies may correspond to these ruffled and domed structures. The barrier to interconversion from the domed to the 
ruffled conformations is expected to be high, and to involve rotation of the rert-butyl peripheral groups. This 
postulated interconversion barrier would account for the long lifetime of the intermediate state. 

Further evidence in support of this hypothesis is provided by ZMDO/S calculations carried out upon the classical 
minimum energy geometries. These results predict that if the ruffled ground state NiTtBuP merely undergoes a 
photoinitiated transition to a d-d* ruffled excited state, both Soret and Q bands should red-shift. In contrast, if the 
long-lived d-d* excited state is domed, the Soret and Q bands should blue shift. In light of the observed absence of 
phosphorescence and the blue shift of the Soret band in the TRA studies, the abnormally long excited state lifetime, 
and the conversion to a d-d* excited species in the TRR spectra, the ZINDO/S evidence supports the presence of a 
domed, high spin intermediate species. We propose a model that is consistent with our fmdings (Fig. 2). Further 
studies are underway to characterize this photo-induced conformational change. 

Figure 2: Postulated Kinetic Trapping Model 
for NiTtBuP 
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Among the various iinportant aspects in the photophysics of Ru(I1) porphyrins, the marked influenece 
of the two axial ligands on the photokinetics has drawn a special attention. The previous studies [l-31 
unequivocally demonstrated that CO ligand withdraws n-electron density from the metal d,orbitals to lower 
the energy of T(n,n*) through dn+ CO(n*) back bonding effect. On the other hand, Ru(II)P(L)? (P = TPP 
or OEP and L = pyridine, piperidine, or 1-methyl imidazole) has been known to have a metal-to-ring 
(d,n*) CT state as the lowest excited-state. Holten et al. [2,3] reported, however, that the dynamics of 
excited Ru(II)P(CO)(L) have strong temperatw dependencies caused by a (d,K*) CT state thermally 
accessible from T(n,n*). 

Figure I(%) presents the transient Raman spectrum of Ru(II)TF'P(py)2 in pyridine obtained by the 
high-power 416 nm single pulse excitation. In comparison with the spectrum of Figure l(a) probed by the 
low-power excitation, an apparent increase in the intensities of the Raman peaks at 1528 and 1364 cm-' 
was easily noticeable. The excited state Raman spectrum is displayed in Figure l(c), and yields the 
transient Raman bands at 1528, 1364 and 1228 cm-', respectively. No strong enhancement of the (04 

(phenyl) and VI modes indicates that the transient state responsible for the excited state Raman spectrum in 
Figure l(c) is not contributed from the T~(n,n*) state of photoexcited Ru(II)TPP(py):, because the strong 
enhancement of these two modes are the characteristic changes for the porphyrin ring T~(K,X*) states of 
Zn(II)TPP, HzTPP and Cu(II)TPP[4]. The excited state Raman spectrum reveals that the V Z ,  which is G-Cs 
stretching mode, is shifted to lower frequency (1528 cm-') by 15 cm-' relative to that of ground state, and 
the VJ, which is G-N breathing mode, is shifted to higher frequency (1364 cm-') by 13 cine'. The 
observation that the V? mode is shifted to higher frequency by 13 cm-' relative to the ground state can be 
easily explained if the electronic transition involved in the photodeactivation process of Ru(II)TPP(py)2 is 
not the (dn,n'(ring)) but a metal-to-pyridine (dn,n*(py)) CT excited state. 

No noticeable difference was found in the transient Raman spectra of Ru(II)TPP(CO)(py) between in 
benzene and in THF as shown in Figure 2(b) and 2(c). This indicates that the overall spectral feature of 
excited state Ru(II)TPP(CO)@y) is almost independent of the ligand nature between in benzene and in 
THF solvents while their ground electronic absorption spectra are different each other. The transient Raman 
spectra show that the vz mode is slightly shifted to lower frquency (1541 cm-') by 2 cm-' relative to &le 
ground state, and the vq mode is shifted to lower frequency (1349 an-') by 6 c1n-l. It is also interesting 
that in contrast to Ru(II)TPP@y)z we observed the opposite shift direction of the VJ in the excited state, 
which suggests that the electron density distribution among the porphyrin ring, central metal Ru(II), and 
axial ligands should be different from that for Ru(II)TPP(py)2. In the bis(pyridine) adducts, upon 
photoexcitation some portion of the charge density of the porphyrin ring, which is partially populated from 
the dn orbitals, flows into the metal due to the formation of the (dn,nf(py)) CT excited state. If the 
discussion presented in the previous section were also applied to the carbonylated Ru(I1) porphyrin, the 
extra charge density should be ad ded to the porphyrin ring to produce the excited state electronic 
configuration similar to that of the porphyrin n-anion radical. Among the possible candidates for the charge 
transfer states such as the (n,d), (dn,n*(ring)), (&,n*(py)) and (d,d) transitions, the (dn,n*(ring)) transition is 
the only CT state to exhibit an increase in the electron density of the porphyrin ring relative to the 
ground state electronic configuration. 
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We have also conducted the transient Raman measurements on Ru(II)TPP(CO)(py) in pyridine and 
presented the results in Figure 2(d). If we notify the emergence of the two comparable peaks at 1349 and 
1362 cin-' corresponding to the v1 mode, and a much broader band centered at 1528 cm", we can easily 
suggest that the transient Raman spectra in Figure 2(d) are contributed by more than two different excited 
states. We can tentatively propose that one excited state among the possible transient states of 
Ru(II)TPP(CO)(py) in pyridine should be the same as the CT state observed in benzene and THF solvents. 
The subtraction of the transient Raman peak of Figure 2(c) from the spectra of Figure 2(d) exhibits the 
difference Raman spectrum (Figure 2(e)), which is essentially similar to that of Figure l(c) observed from 
Ru(II)TPP@y)2 in pyridine. These experimental findings indicate that CO molecule of Ru(II)TPP(CO)(py) is 
at least partially replaced by pyridine in the excited state. 

We also observed another interesting aspect of the CT state of bisbyridine) adducts of Ru(1I) 
porphyrins by comparing the transient Raman spectra of Ru(II)TPP(CO)(py) in piperidine with those in 
pyridine. The transient peaks at 1362 cm-' observed in pyridine almost disappear in piperidine solvent as 
shown in Figure 3(c), even though the broadness of the Raman peak at 1528 c1n-l remains almost 
unchanged. The appreciable decrease in the peak intensity at 1362 cm-' suggests that the metal-to-pyridine 
(dn,rr*@yridine)) CT state hardly participate in the deactivation process of photoexcited Ru(II)TPP(CO)(py) 
in neat piperidine solvent. From the discussion on the nature of the (&,n*(pyridine)) CT state and the 
photodecarbonylation of Ru(II)TPP(CO)(py) in the strongly ligating solvent, we can propose the following 
mechanisms. The photodecarbonylation of Ru(II)TPP(CO)(py) in the two solvents, pyridine and piperidine, 
produces two different types of Ru(I1) porphyrins, Ru(II)TPP(py)? and Ru(II)TPP@y)(pip)-Ru(II)TPP(pip)z, 
respectively. Since piperidine solvent does not have the empty n' orbital which is essential to produce the 
(d,,sC*(py)) CT state, Ru(I1) porphyrins having two piperidine molecules as axial ligands can not form the 
metal-to-ligand CT state. This would affect the deactivation process by altering the sp'n-orbit pathways or 
opening new decay channels. Indeed, the lifetimes of photoexcited Ru(II)TPP@yh (15 ns) and 
Ru(II)TPP@ip)2 (2 ns) are different each other, supporting the above postulate. 

Figure 4 depicts the Raman spectra of Ru(II)TPP(CO)(py) in piperidine with an excitation of onecolor 
416 xun pulses having different laser powers. In Figure 4(a), three additional bands are observed in the 
carbonylated Ru(1I)P complex at 513, 580 and 1936 cm" in comparison with Rainan spectrum observed for 
Ru(II)TPP@y)2 (not shown). By analogy with the assignment for Ru(II)OEP(CO)(py) as well as the similar 
bands for carbonylated iron porphyrins around this frequency region, these Raman bands are assignable to 
Ru-CO stretching, Ru-C-0 bending and C-0 stretching mode, respectively. Apparently, the exposure of 
Ru(II)TPP(CO)(py) to high-power laser pulses in piperidine results in a decrease in the peak intensities at 
513, 580 and 1936 cin-', which are related to the ligated CO. These observations and the above 
experimental results led us to conclude that CO in Ru(II)TPP(CO)(L) is easily replaced by pyridine and 
piperidine solvents in the excited state. 

This work was supported by MOST and KOSEF through center for molecular science @. Kite) and 
the Basic Science Research Institute Program, Ministry of Education (M. Yoon). 
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The series of transient Raman studies using high power nanosecond lasers were camed out OR the 
complexes of Cu(II)(TMpy-P4) with a variety of synthetic oligonucleotides as well as calf thymus DNA 
El]. These experiments revealed that several factors - (i) the presence of A-T sites in the duplexes, thymin 
or uracil residues, (ii) the fixation mode of CUP on nucleotide, and (iii) the proper secondary structure of 
polymer - play an important role in the exciplex formation. This exciplex was suggested to involve a 
charge transfer (CT) from the donor excited-state copper porphyrin to the acceptor nucleo-bases in 
poly(&-dT). The previous Raman spectroscopic investigations suggested that the lowering of vibrational 
frequencies of Cu(II)(TMpy-P4)-DNA complexes is attributable to a n-radical cation, (CUP'), which is 
induced by an intermolecular charge tramfer from the highest occupied CUP orbital into the lowest vacant 
orbital of a thymine residue. On the contrary, the time resolved resonance Raman (TR3 and excitation 
profile investigations assigned a short-lived fivecoordinated complex of Cu(II)(TMpy-P4) with synthetic 
nucleotides as a (d,d) excited state [2], of which an effective structural property was required for the 
formation of the fifth ligand. 

In this report, we show that some simple solvents such as H20, THF and dioxane are also capable of 
forming the exciplex, which do not require the consideration of the binding mode and the favorable 
secondary structure of nucleotides and DNA, which has been suggested to be the most important exclusive 
factor. In addition, we examine the exciplex M ~ U R  of water-soluble Cu(11) porphyrins in terms of a 
photoinduced axial ligation with solvent molecules. Figure 1(B) presents the transient Raman spectrum of 
Cu(I1)TSPP in water obtained by the high-power 416 nm single pulse excitation. In comparison with the 
spectrum of Figure 1(A) monitored by the low-power excitation, an apparent increase in the intensities of 
the Raman peaks at 1536 and 1340 cm-' was easily noticeable. The emergence of these new Raman bands 
indicated that the water solvent, like THF and dioxane in the previous studies on Cu(1I)TPP and 
Cu(1I)OEP 131, acts as an axial ligand for photoexcited Cu(II)TSPP, and consequently lowers the energy of 
the intramolecular charge transfer (n ,d)  state below the tripmultiplet ?rT( x,n*) states, serving as the 
main deactivation channel of photoexcited Cu(II)TSPP in water. The Raman spectral features for ground 
state Cu(1I)TSPP were subtracted to yield the excited state Raman spectrum using a subtraction factor 
sufficient enough to avoid any negative feature, and the difference Raman spectrum is displayed in Figure 
l(C). This difference spectrum gives the transient Raman bands at 1586, 1549, 1538, 1354, 1340, 1233, 
1120, 1093, and 1080 cm-', respectively. We have attempted to record the transient Raman spectrum with 
a two-color pump/probe technique with a tune delay in order to obtain further information for the 
transients of Cu(1I)TSPP in water; however, it turned out to be a failure. This fact indicates that the 
overall decay process of photoexcited Cu(1I)TSPP in water is faster than our nanosecond laser pulse width 
(3.5 ns). Indeed, the overall decay having -100 ps time constant was obtained from the transient 
absorption experiment of Cu(1I)TSPP in water. 

We carried out the transient RR spectroscopy on Cu(I1)TSPP in the mixed solvent with increasing the 
extent of dioxane (Figure 2). In the mixed solvent, some new transient Raman bands appeared with the 
addition of dioxane. The emergence of these new Raman bands can be explained in terms of two factors: 
(i) the Occurrence of five-coordinated Cu(1I)TSPP formed by dioxane, and (ii) the excited state dynamics of 
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Cu(1I)TSPP in the mixed solvent. Although our results presented here cannot distinguish which is 
predominantly responsible for the appearance of the new Raman bands, the transient absorption spectrum 
unambiguously showed that the excited state dynamics of Cu(1I)TSPP plays an important role. In other 
words, the Cu(I1)TSPP transients formed in dioxane have longer lifetimes than those in water, and 
consequently account for the appearance of some new bands probed by 3.5 ns laser pulses. 

The nanosecond transient RR .spectra of Cu(II)(TMpy-P4) in the various composition of solvents were 
obtained under the identical experimental conditions (laser power and porphyrin concentrations) to avoid 
any possible experimental artifact resulting from their changes. Figure 3 shows a series of transient Raman 
spectra as we increased the partial fraction of dioxane. It is interesting to note that the lifetime of excited 
Cu(II)(TMpy-P4) in dioxane is longer than that in water, which was verified by the kinetic results froin 
the time-resolved transient absorption measurements. This behavior enables us to monitor the transient 
Raman bands of Cu(II)(TMpy-P4) with the nanosecond pulse excitation increasing the extent of dioxane 
solvent. 

To elucidate the excited state dynamics of Cu(1I)TSPP and Cu(II)(TMpy-P4) in various solvents, we 
performed the picosecond transient absorption measurements by exciting with cu. 150 fs optical pulses at 
400 nm and probing the absorbance change at 460 mn. transient absorption changes (Figure 4) for 
both Cu(1I)TSPP and Cu(II)(TMpy-P4) in water displayed the first order kinetics with the lifetimes of 23 
ps and 9 ps (closed circles in Figure 4), respectively. On the other hand, for Cu(1I)TSPP in water/dioxane 
mixture (6:4 in volume), the photoexcited transient exhibited a biexponential decay with the lifetimes of 
-20 ps (a minor component having about 20 % in amplitude) and 100 ps (80 % in amplitude) (open 
circles in Figure 4(A)), respectively. The lifetime of the shorter component is similar to that of excited 
Cu(1I)TSPP in water. These observations can be attributed to the fivecoordinated complex formation of 
photoexcited Cu(I1)TSPP with water as an axial ligand, which participates in the decay process even under 
the mixture solvents. The other tramqient component with the lifetime of 100 ps is contributed by the 
complex fonnation of photoexcited Cu(I1)TSPP with dioxane. If the formation constants of five-coordinated 
Cu(1I)TSPP complexes with water and dioxane are equal, the major component should be Cu(I1)TSPP:water 
complex because the molar ratio of [dioxane]/[water] is cu. 0.13 in the used solution. On the contrary, the 
major component was turned out to be the dioxane complex. These findings can be explained by the 
difference in the complex formation comtants, i.e., the formation constant of Cu(I1)TSPP with dioxane is 
much larger than that with water. From a quantitative analysis, the former was found to be larger than the 
latter by a factor of ca. 33. A certain clue to the difference in the ratio between Cu(I1)TSPP:water and 
Cu(I1)TSPP:dioxane complexes was also seen in the ground state absorption .spectra, in which an apparent 
red shift in the Soret band was observed with the addition of dioxane to the aqueous solution of 
Cu(1I)TSPP. 

The time-resolved transient absorption spectroscopy has been camed out on Cu(II)(TMpy-P4) in the 
water/dioxane mixed solvent (6:4 in volunie)(open circles in Figure 4@)). However, in this case we hardly 
gbserved the biexponential decay, of which one is dce :3 the camplexation of Cu(II)(TMpy-?4> with water, 
and the other with dioxane; instead, only a single exponential decay of 71 ps lifetime was detected. Thus, 
we can attribute the observed decay constant to the complex formation by the interaction of photoexcited 
Cu(II)(TMpy-P4) with dioxane solvent, because the formation constant of Cu(II)(TMpy-P4) with the dioxane 
is believed to be larger than that with water. 

The 
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Time-resolved resonance Raman (TR3) spectra of Hz-tetratoluylporphyrin (H:lTP) and Hz-tetramesityl- 
porphyrin (HzTMP) were obtained to investigate the peripheral substituent effect on the structural changes 
in the excited states. Fig. 1 shows the one-color transient Raman spectra of HzrrP in THF and, for 
comparison, the two-color pump/probe TR3 spectra in CHd. In the TI state Raman spectrum of HzrrP, 
u z  was shifted to lower frequency (1539 cm-l) by 12 cm-' relative to the ground state. v 4  was only 

weakly enhanced, and showed an upshift in frequency. The v6  mode at 1004 cm-l in the ground state 
moved to ca. 1020 cm" in the TI state. V I S  mode at 964 cm-' was shifted to 955 and 956 cm-' in SI 
and TI states, respectively. The characteristic features in the TI state Raman spectrum of H2'ITP were 
found in the aryl mode ($4) enhancement at 1608 cm-' and U I  mode, which is &-aryl vibration, at 1234 
cm". 

The TR3 bands of H2TMP in the SI and TI states are similar to those for H l l T P  except that v 4  band 
shifted to lower frequency in the SI state and u I mode to higher frequecy in the TI state (Fig. 2). It is 
noticeable that the enhancement of aryl mode ($4) of H2TMP in the excited states is much weaker than 
that of HzlTP. The aryl mode enhancement in the TI state is due to a charge transfer from porphyrin e,* 
to phenyl 8' orbitals [l]. This charge transfer transition should be coupled to a rotation of the aryl groups 
into the porphyrin ring plane, presumably because the resulting favorable orbital overlap would increase the 
transition moment of this charge transfer state. Therefore, the rotation of aryl groups toward coplanarity 
would be enhanced for more favorable electronic conjugation in the TI states of H2TI". The aryl mode 
frequency and intensity changes of HzTMP, however, are not significant between the ground and TI states. 
This indicates that little electronic interaction exists between mesityl and porphyrin ring in the ground state. 
This interpretation allows for an assessment of the fact that those two rings are kept nearly orthogonal by 
the steric repulsion between bulky mesityl group and pyrrole H atoms of porphyrin in the ground and 
excited triplet states. 

The TR3 spectra of metallo-tetraphenylphyrins CTpP) such as Zn(II)TPP, Pd(TI)TPP, Pt(1I)TPP and 
Rh(II1)TPPCl were measured in different solvents to investigate the metal size effects on the porphyrin 
ring-to-phenyl charge transfer in the excited state. In the cases of Zn(II)TPP, Pd(I1)TPP and Pt(1I)TPP in 
THF, B1, and Bz, modes in the triplet states becomes intense with the metal size increases (Fig 3, 4). In 
addition, u t ,  v un and u 2 9  modes in the excited state were found to gain their intensities as the 
metal size increases. These results imply that the distortion and ruffling of porphyrin macrocycle becomes 
manifest, resulting in the Jahn-Teller (JT) distortion in the triplet state. On the other hand. the phenyl 
modes at 1600 cm" do not exhibit a significant enhancement upon excitation as the metal size increases. 
In contrast to the TI state Raman spectra of the four-coordinated porphyrins, the phenyl mode in the TR3 
spectra of five-coordinated heavy-metal complex, Rh(III)lTPCl, is significantly enhanced in THF. In 
comparison with TR3 specm of Rh(I1I)TPPCl in THF, those in pyridine revealed that the enhancement of 
the other modes were comparable to the phenyl mode enhancement. In piperidine, the phenyl mode of 
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Pd(I1)TPP is enhanced in the TI state. These results suggest that the structural JT distortion reduce the 
dihedral angle between phenyl gruops and porphyrin ring, resulting in the inhibition of charge transfer due 
to a decrease in conjugation between phenyl p u p s  and porphyrin ring. 
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INTRODUCTION 

Copper(II) porphyrins emit phosphorescence but no fluorescence in solution at room temperature 
in contrast to diamagnetic zinc@) and magnesium(II) porphyrins. This is because the central metal 
ion, copper(II) has an unpaired electron in the 3d, orbital and interaction between the unpaired 
electron and the porphyrin n electrons makes porphyrin T1 state partially allowed to the porphyrin 
singlet states. After the excitation to S 1 state, Cu(II) porphyrins relax into triplet manifolds within 
a few picoseconds and emit luminescence from a 2Tl(trip-doublet) state. The lifetimes of the triplet 
manifolds are reported to be between several tens of nanoseconds and 1 ps. 

The emission spectra of meso-substituted Cu(I1) porphyrins are independent of the meso- 
substituents in rigid media. However, in fluid media, the emission spectra depend on substituents 
of the meso-phenyl groups; some meso-substituted copper porphyrins exhibit considerably red- 
shifted emission spectra in fluid mcdia compared with those in rigid media[l]. On the basis of the 
TR3 spectra of several meso-substituted Cu(I1) porphyrins, we discuss a possible relation between 
the TI structure and the red-shift of the emission spectra in addition to the general characteristics of 
the triplet structures of Cu(I1)-porphyrins. 

RESULTS AND DISCUSSION 

The TR3 spectra were measured with the pump/probe technique using two pulsed Nd:YAG lasers 
with 7 ns duration and 10 Hz repetition. Raman scatterings were probed at 450 nm with the delay 
time after the excitation of 532 nm to the lowest singlet state. Raman spectra were measured in the 
back-scattering geometry with an intensified photodiode array attached to a triple-polychromator. 
Measurements were carried out both in benzene and in benzene-& solution[2]. 

The TR3 spectra of TPPCu(copper tetraphenyl porphin) for the delay time of 15 ns showed sharp 
intense band at 1598 cm-1 and several other broader bands. The RR spectrum of the triplet state 
has different feature from that of the grow5 sme and from that of the solvent cmrdi!!ated (ad*) 
excited state[3]. Upon the phenyl deuteration, three bands at 1598(p), 1296(dp) and 1233(p) cm-l 
were significantly downshifted but not affected by the pyrrole deuteration and thus assigned to 
phenyl internal V&, Cm-phenyl stretching ~ 2 7  and v1 modes, respectively. On the other hand, the 
bands at 1515(p), 1443(dp) and 1404(p) cm-1 showed large downshifts by the pyrrole deuteration 
and assigned to v2 (Cs-Cs), v11 (Cs-Cp) and v3 (&-C,) porphyrin skeletal modes, respectively. 

Upon excitation to the T1 state of TPPCu, the v2, v11 and v3 bands exhibit large downshifts. 
This is in qualitative agreement with the results observed for TPPZn[4]. The sizes of the fkquency 
shifts for v2, v11, and v3 for (TPP)Cu are -49, -57, and -56 cm-l, respectively. If the vibrational 
modes in the excited states are not greatly altered, the low frequency shifts of these bands would 
suggest lowering of x bond order of the CpCp hond, and possibly of the C,C, bond. With regard 
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to the %-phenyl stretching modes, the out-of-phase mode (VU) is upshifted by 26 cm-1 in the TI 
state while the in-phase (VI) band is slightly downshifted (-5 cm-1). Although the two modes are 
mainly composed of the &-phenyl stretchings, they shift in opposite directions because of 
different symmetry properties (AI, and BQ). 

In the TR3 spectra of TMpCu(copper tetramesitylporphin), which exhibits only a slight red-shift 
of the emission spectra, the REt spectral pattern is different from that of TPPCu although their band 
positions are rather alike. The most pronounced peak of T1 TPPCu is the phenyl v8a mode, but the 
corresponding band of T1 TMPCu at 1610 cm-1 is considerably weaker. In the case of the T1 
(T3 4 soM,PP)Cu(copper tetra(3,4,5-trimethoxy)phenylporphin), the v8, mode at 1600 cm-1 is 
sigrkkcantly weaker than the case of TI TPPCu, although (T~,~,~OM~PP)CU exhibits large amount 
of the emission red-shift in fluid solution. For all porphyrins examined here, the Vsa frequencies 
were similar between the SO and T1 states, suggesting that their torsional angles are little altered in 
the T1 state. It is rather likely that the torsional angle is altered upon T, t T1 excitation in TPPCu. 
The deformation of the phenyl group in the T,, state is not related to the emission red-shift. 

(TFsPP)Cu(copper tetrapentafluorophenylporhin) showed no shift of emission spectra and has 
[3(al,e,) 3 configuration in the lowest excited triplet state, which is different from those of other 
three cases [3(a2ueg)]. This copper porphyrin exhibits downshifts of the v2 and v11 modes upon 
excitation to the T1 state, although it is unexpected from the symmetry property of HOMO and 
LUMO. However, low frequency shift of v2 mode was also observed for the T1 state of (0EP)Zn 
in tetrahydrofuran and T1(OEP)Cu in benzene, having the [3(alueg)] configuration. 

Regarding relation to the emission red-shift, the frequency differences of v2 between the T1 and 
SO states are nearly proportional to the order of the magnitudes of the red-shift; -47 cm-1 for 
(T~,~,~OM~PP)CU = -49 cm-1 for TPPCu > -39 cm-1 for TMPcu > -34 cm-1 for (TF~PP)CU. The 
upshift of ~ 2 7  upon excitation to T1 state is observed in the same order, +28, +26 and +14 cm-1 for 
( T ~ , ~ , ~ ~ M ~ P P ) C U ,  TPPCu and TMPCu, respectively. In the case of the v1 mode, the shifts 
increase systematically; -1 1,-5,-2 and +9 cm-1 for (T~,~,~oM~PP)CU, TPPCu, TMPCu and 
(TF~PP)CU, respectively. Such correlation is not observed for v11 mode. The present results 
suggest that the strength of the vibrational coupling has some correlation with the size of the red 
shift of the emission spectra in fluid solution from that in rigid media. Although both the v2 and 
v11 modes mainly involve the CpCp stretching, the difference between v2 and v11 lies in 
appreciable contribution from the C,C, stretching coordinate to v2. Consequently, it is likely that 
the compounds which exhibit the larger red-shift in the emission spectra in the fluid medium have a 
larger coupling term between the &-phenyl and &-C, bonds and thus a larger distortion at the 
methine bridge fragment, including the C, & and &-phenyl bonds. 
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Resonance Raman Studies on Excited States of Zn(I1) Octaethylporphyrin and Zn(I1) 
Met hyloct aethylchlorin. 
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Department of Chemistry and the LASER laboratory, Michigan State University, East Lansing, 

Michigan 48824-1 322 

Introduction 

The primary step of photosynthetic energy transfer involves charge separation in the reaction 
center. In this process, a chlorophyll complex, after excitation into its lowest excited x,x* singlet 
state (SI) by light absorption or by energy transfer from neighboring pigments, is oxidized. Most 
critical in this process are the electronic and redox properties of the reaction center chlorophylls, 
which are modulated by the protein environment and by exciton interactions between different 
chromophores. We used picosecond time-resolved resonance Raman to obtained more insight into 
the structure of the chlorphyll model systems Zn(1I) Octaethylporphyrin (ZnOEP) and Zn(1I) 
Methyloctaethylchlorin (ZnMeOEC). Of the latter compound, one of the pyrrole rings is reduced. 

Experimental 

Pulses obtained from synchronously pumped dye lasers at 575 nm (ZnOEP) and 61 6 nm 
(ZnMeOEC) with a full width at half maximum of about 5 ps were used to excite the sample 
dissolved in tetrahydrofuran. A probe pulse at 450 nm was used to obtain the resonance Raman 
spectra of the transient states. The repetition rate of the lasers was 1.38 MHz. A liquid nitrogen 
cooled CCD detector and a single grating monochromator were used to measure the Raman 
spectra. 

Results and Discussion 

Figure la  shows the resonance Raman spectra of ZnOEP, obtained without a pump pulse, and 
with a pump pulse preceding the probe pulse by 500 ps and 27 ns, respectively. The time 
evolution ofihe spectra reflects porphyrin in the ground state (SO), i k  bwcst excited singlet state 
(SI) and the lowest triplet state (TI) states, respectively’. The spectra of $0 and S1 are dominated 
by totally symmetric modes as previously reported’ and show a clear resemblance. Isotopic 
exchange showed that in both states the mode composition is very similar. It was shown that the 
shifts of the modes could be explained using Gouterman’s four orbital modelL3. The small changes 
indicate that after excitation to SI the D4h symmetry is retained. Based on frequency-core size 
correlations for the ground state, we calculated a core size increase of about 5 % in SI. Using 
published results of molecular orbital calculations, we can rationalize part of the observed 
structural changes. For this it is important to include all four orbitals of Gouterman’s model to 
describe the electronic transition to SI. These calculations also predict a very small D a  distortion 
of the macrocycle. The triplet spectrum of ZnOEP shows much broader peaks that also after 
isotopic exchange could not clearly be related to ground state modes. In the ground state, the full 



widths at half maximum of most of the modes are about 15 em". In SI the widths increase to 
about 25 cm-' and in TI, modes with a width of 40 em-' are observed. We suggest that these 
linewidth changes are a reflection of the distortions of the porphyrin macrocycle that take place in 
the excited states. In the S1 state, the distortion is only small because of the near degeneracy of 
the al, and az,, orbital. Configuration interaction then reduces the macrocycle changes that would 
take place if the transition to the S1 state could simply be described by one electron promotion. In 
the T1 state, configuration interaction is absent, and much larger changes are observed. Resonance 
Raman spectra of ZnMeOEC are shown in Figure 1 b. Analogous to ZnOEP, the spectra reflect 
the transient species of ZnMeOEC in S1 and TI. However, the spectra of SO and S1 are very 
different. The spectrum of S1 is dominated by one polarized mode only. Several of the other 
modes are due to the peripheral ethyl groups. Isotopic exchange will fbrther clarify the mode 
composition changes. The triplet spectrum shows the peripheral modes and some core modes. 

Figure 1: (A) Resonance Raman spectra of ZnOEP in THF obtained at  450 nm of SO, St 
and S2, respectively ; (B) Spectra obtained under the same conditions for ZnMeOEC. 

From these data we conclude that reduction of one of the pyrrole rings has a very large influence 
on the excited state properties. Configuration interaction in the chlorin is smaller because the 
degeneracy of the e8 orbitals and the near accidental degeneracy of the al, and a2, orbitals has 
been lifted. Apparently the energy barriers between the different conformations are larger for 
ZnMeOEC with fewer dynamic changes of the macrocycle. 
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A Time-resolved Resonance Raman Study of the Ti State of Free-base 
Tetraphenylbactenwhlorin 

Milton E. Blackwood Jr., Ranjit Kumble, Ching-Yao Lin, Thomas G. Spiro 

Department of Chemistry, Princeton University, Princeton, NJ 08544 

The Ti excited State of free-base tetraphenylbacteriochlorin (H2TPBC) has been 

studied by nanosecond time-resolved transient absorption spectroscopy (”A) and 

resonance Raman spectroscopy (TR3). The TA spectrum shows a red-shift in the Soret 

transition as seen for the 3(x,7c) states of other porphyrins and hydroporphyrins. Ground 

state spectra of natural abundance (NA), meso-C-13, phenyl-D20, and pyrrole-Dg 

isotopomers of H2TPBC were acquired with 397 nm excitation from a Nd:YAG laser 

(Raman-shifted third harmonic in D2) and are shown in figure 1. Assignments of ground 

state vibrations were made based on a empirical normal coordinate analysis. Spectra for 

the first triplet state of H2TPBC are shown in figure 2 for the same isotopomers. To 

obtain the difference spectra shown a probe only spectrum (397 nm) was subtracted from 

a pump/probe spectrum (532 nm pump). The probe pulse was delayed by 25 ns in the 

spectra shown but experiments at longer delays were performed to insure that singlet state 

features were not being observed. 

Large shifts are seen in vibrational modes associated with skeletal stretching modes in 

the Ti spectrum of H2TPBC. These changes suggest that sigruficant structural distortion 

is occurring in the Ti state. Modes associated with CaCm bond stretching show different 

shift patterns; v i0  and v28 both upshift while v1g downshifts. Bond order changes 

expected for the formation of the triplet state show that the C&, bonds adjacent the 

pyrrole rings contract and those next to the other two pynole expand suggesting some 

m d e  localization for these bonds in the T1 statel. Also v4, a C,Cp and CaN stretching 

mode downshifts in the Ti state consistent with the expected bond order changes. 
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Isotope shift patterns, though mostly War, differ somewhat in the T i  state compared 

to the ground state. This suggest that the mode composition of H2TPBC changes in the 

Ti state. Also, no enhancement of phenyl substituent vibrations are observed in the Ti 

state in contrast to tetraphenylporphyrins (TPPs). 

I 1 
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Figure 1: Ground State RR of H2TPBC figure 2: RR Spectra of TI state of H2’I”BC 

1. Sekin, H., Kobayashi, H., J. Phvs. Chem. 86 (9), 5045-5052 
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Femtosecond Transient- Absorption Spectroscopy of the Solvated 
Electron in Alcohols 
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We present direct femtosecond near-infrared pump-probe transient experiments on the 
equilibrated solvated electron in alcohols. Excess electrons are generated with an ultraviolet (UV) 
pulse by photodetachment from solutes such as iodide or a-naphtholate. After relaxation to the 
ground-state and equilibration, s-state electrons are promoted to the excited p-states via a pump 
pulse (780 nm). The subsequent spectral dynamics are probed with a tunable pulse (400 nm - 
1100 nm). 

The A0.D. spectrum of the solvated electron in methanol is presented in Figure 1 at various 
delays between the pump and probe pulses. Throughout the spectrum, large changes in optical 
density are observed in a subpicosecond time scale. Additional evolution occurs with a time 
constant of 8-10 ps. Finally, a permanent bleach is observed at all wavelengths, caused by the 
reaction of excited-state excess electrons with the solvent. 

We have investigated the dynamics of excess electrons in the alcohols methanol, ethanol, 
propanol, butanol, octanc!, and ethylene glycol. In each of these solvents the data displays a fast, 
-0.5 ps component, followed by a longer component, which becomes longer in slower relaxing 
solvents. The time constant of the latter component is roughly proportional to the longitudinal 
relaxation time in each solvent, and is ascribed to diffusive solvent motion.[ 13 These results 
support a previously proposed model in which an excess electron initially promoted to the p-states 
undergoes rapid internal conversion, followed by ground-state solvation and/or cooling. [2] If this 
is the case, then ahhough the excited-state lifetime of the excess electron is much shorter than the 
time scale for diffusive solvation, internal conversion from the excited-state results in energy 
deposition into these slow relaxing modes. 

Transient absorption anisotropy measurements of the solvated electron in ethanol are displayed in 
Figure 2 probing at 700 nm, 820 nm, and 950 nm. Close comparison of the transients obtained 
with parallel and orthogonal polarization of the pump beam relative to the probe beam reveals an 
anisotropic component to the dynamics (Figure 3). At 700 nm the magnitude of the initial bleach is 
-17% smaller in the perpendicular transient. At 950 nm, a similar phenomenon is observed: the 

4 
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Figure 1. Transient A0.D. spectrum of the solvated 
electron in methanol, showing the spectral evolution 
after excitation to the p-states and subsequent 
radiationless transition and equilibration in the ground 
state. The time delays are given in the figure. 
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Figure 2. Pump/probe transients of the 
solvated electron in ethanol with the 
polarization of the pump parallel (left) 
and orthogonal (right) to that of the. probe. 
The probe wavelenghts are given in the 
figure. 

I 
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Time (ps) 
Figure 3. Comparison of the temporal 
evolution of the pump/probe transients 
displayed in Figure 2. The parallel 
tiansient corresponds to the one with the 
largest initial bleach or absorption at 
each wavelength. 

initial increased absorption is smaller in the perpendicular transient relative to parallel excitation. 
Finally, at 820 nrn the initial bleach is also greater for parallel excitation. However, as this initial 
bleach recovers and overshoots to become an increased absorption, the amplitude of the absorptive 
component is greater for the perpendicular data. This establishes the presence of a negative 
anisotropy at this wavelength. These observations are qualitatively similar to the results obtained 
for the solvated electron in water probing at similar regions of the ground-state spectrum.[3] 

The presence of an anisotropic component to the dynamics of the solvated electron in ethanol 
demonstrates that the solvent cavity in which the excess electron resides (which defines the 
energetics of the orthogonal s-p transitions) is asymmetric (assuming that electronic dephasing is 
complete).[4] A negative anisotropy at 820 nm suggests the presence of an electronic transition 
orthogonal to that of the actinic pulse at this wavelength. Overall, these results show that 
anisotropic solvent fluctuations piay an active role in the dynamics of the solvated electron in 
ethanol. 
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Ultrafast Measurement of the Electron-Transfer Dynamics in 
Mixed Valence Metal Dimers 

P. J. Reidl, C. Silval, L. Karki2, J. T. Hupp2, and P. F. Barbara1 
IDepartment of Chemistry, University of Minnesota, Minneapolis, MN 55455, USA 

2Department of Chemistry, Northwestern University, Evanston, IL 60208 

Recent interest in condensed-phase electron-transfer has focused on the dynamical effect 
of both nuclear and solvent motion.[ 13 Mixed valence metal dimers represent an ideal class 
of compounds in which to develop electron-transfer (ET) theories which incorporate both 
effects in predicting electron-transfer rates. [2] Here we report the results of femtosecond 
pump-probe experiments on the back-electron transfer in both Ruthenium-Iron (RuFe) and 
the Ruthenium-Ruthenium (RuRu) dimers. [3] The chemistry of these compounds 
(represented by RuRu) is as follows: 

hv 
(NH&-Ru(III)-NC-Ru( 11)-( CN); (NH~)~-Ru(II)-NC-Ru(III)-(CN)~ 

b-ET 
Photoexcitation initiates the migration of an electron between metal centers with internal 
conversion from the excited state to the ground state resulting in the back-electron transfer 
(b-ET). The transient pump-probe signal obtained for RuRu in H20 with the 20 fs output 
from a Ti:Sapphire oscillator is presented in Figure 1A. The large, symmetric feature 
centered at zero time is the coherence coupling signal. This signal follows the instrument 
response and the ratio of the amplitude of this component to the longer-time features was 
insensitive to change in the pulse-width suggesting the electronic-coherence decay is 
extremely rapid (e20 fs).[4] Closer evaluation of the transient (Figure 1B) reveals the 
presence of a ground-state bleach that evolves into an absorption at later times. 
Assignment of these components is in accord with our previous analysis.[5] 

I 
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Figure 2. Fourier transform of residual 
in Fig. 1B. 

Figure 1. A. Transient absorption of RuRu 
in H20. B.Expansion of A with residual 
difference between the data and fit at the 
bottom. C. RuRu in D20. 



The ground-state bleach results from photoexcitation with recovery due to internal- 
conversion from the excited state (Le. the back-electron transfer). The later-time 
absorption and decay corresponds to solvation on the ground-state surface following 
internal conversion to reestablish the pre-excitation equilibrium distribution. Best fit to the 
data with a biexponential convolved with the instrument response resulted in a b-ET time of 
85 -t 10 fs and an absorption decay time of 880 2 160 fs. Experiments in D 2 0  (Figure IC) 
revealed that the absorption decay time is identical to that in H 2 0 .  However, the b-ET time 
increases to 122 k 18 fs. Further experiments were performed which assigned the origin 
of this deuterium isotope effect to the solvent.[3] Finally, experiments on RuFe in H20 
and D20 demonstrated that the b-ET transfer time and solvent deuterium isotope effect are 
almost identical to that of RuRu.[3] These data provide information on the nuclear and 
solvent motions coupled to the b-ET. The 85-fs b-ET in RuRu coupled with the solvent 
deuterium isotope effect demonstrate that ultrafast solvent motions are coupled to the b-ET. 
In particular, the rapidity of the b-ET suggests that the inertial component of the solvation 
is of mechanistic importance in this electron transfer reaction.[6] 

The coherent nuclear response of RuRu is observed in residual difference between the fit 
and the transient (Figure IB). Figure 2 presents the Fourier transform of this residual. 
The frequencies determined from this analysis agree with pervious measurements of the 
post-resonance Raman spectrum of RuRu demonstrating that this response originates from 
the solute.[7] This observation combined with the absence of an excited-state absorption in 
this spectral region indicates that the oscillatory response is due to a displaced ground-state 
population created by resonant impulsive-stimulated Raman scattering (RISRS). To 
ascertain the time-scale for vibrational dephasing, the residual was modeled with three 
components with frequencies corresponding to 170, 280 and 480 cm-l with separate 
dephasing times. An average vibrational dephasing time of -300 fs was determined in 
agreement with the Raman linewidths.[7] If we project a similar vibrational dephasing time 
in the excited state, the back-electron transfer occurs in a vibrationally coherent fashion 
consistent with the conclusions of previous time-resolved infrared absorption studies.[8] 
This result combined with the ultrafast decay of the coherence coupling signal suggests that 
the electron transfer in RuRu occurs in an electronically incoherent, but vibrationally 
coherent fashion. 
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Photo-initiated Electron Transfer Reactions Studied by TR3 Spectroscopy 
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Electron transfer (et) processes are of paramount importance in chemistry and in nature, and 

1 

2 

the enhancement of oxidation potentials in electronically excited states of molecules makes 
excited state electron transfer of especial interest and relevance to a range of diverse fields, 
ranging from photosynthesis to imaging technologies. To date much experimental work has 
been devoted to understanding the dynamics of photoinduced et reactions. The et pathway 
involves the formation of several intermediates, in particular the exciplex and the geminate ion 
pair. The general mechanism involves interactions between the excited state acceptor/donor 
and ground state donor/acceptor molecules which eventually leads to solvated fiee ions or, as 
is more often the case, the intermediates relax by returning to their initial states. We have 
successhlly applied ns-TR3 to elucidate the structure of the geminate ion pair and quantified 
the energetics for the formation of solvated fiee ions from this species'*2. This work studied 
the geminate ion pair formed within the reaction of triplet anthraquinone (AQ) and 1,2,4- 
trimethoxybenzene (TMB) in a medium polar solvent (1,1,2,2 tetrachloroethane,TCE); 

and showed that the ions within the ion pair are not solvent separated. The centre-to-centre 
interionic distance is 7.5 A and the activation barrier for ion separation is 0.04 eV. This 
corresponds to the amount of energy required to overcome electrostatic stabilisation and 
increase the distance between the ion pair to 9.5 8, allowing a solvent molecule to penetrate 
between the ions. We are now continuing this work by investigating other donor/acceptor 
geminate ion pairs and moving into the ps time domain. The faster time resolution will not 
only test out et. theories in the more polar environments but also investigate singlet state et 
reactivity and intramolecular et reactions. The latter being of particular interest in determining 
whether or not there are any structural differences in the intermediates produced from 
excitation of a ground state charge transfer complex and a difision encounter complex. 
Benzophenone (BP) and 1,4-diazabicyclo[2,2,2]octane (DABCO) have been well studied by 
transient absorption spectroscopy and we present preliminary ns and ps TR3 results for this 
system. 

3AQ + W + 3 ( A Q  - - m ) + 3 ( A Q * - - - m B * + )  se~urur'm > AQ -- + liMB *+ 

Nanosecond TR3 The following reaction was studied in both acetonitrile and TCE; 
j3(BP-- - - DABCO *+) + BP.- -t DABCO .+ 

In acetonitrile no time dependent spectral band shift was observed. However, in TCE, 
illustrated in Fig. 1, the c. 1390 cm'l band does show a slight shift from 1386 cm", to 138 
cm-' respectively at 0 and 30 ns pump/probe delay times. It is of particular note that the peak 
shifts from high to low wavenumbers with increase in time delay as this is what is also 
observed in the AQ/TMB system. We tentatively assign this band as the CO stretch based on 
the band intensity, the electron being localised on the carbonyl oxygen and Raman spectra of 
BP.3 The spectral identification of BP.' was confirmed by obtaining B P  fkom the addition of 
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sodium to a solution of BP in tetrahydrofiran which gave a similar Raman spectnrm as that 
illustrated in Fig 1. 

Picosecond TR3 Fig 2 shows the ps 
TR~ spectra obtained fiom photolysing 
an acetonitile solution of BP and 

show the Raman spectrum of B P  to be 
formed with a grow in time of 140 ps 
and this indicates that we are observing 

3BP and DABCO. Ifthe reaction was 

a 

I* DABCO. These preliminary results 
m 

a -  
Z I I  

I* collisional electron transfer between 
an 

II *I) i im ia 811) I- nu nm ia occurring fiom 'BP then we would 

II 

- 
Wauenurnm /ad expect to see a substantial yield of BP' 

Figure I: n+TR3 spectrum Of BP'.; BP ( 2 ~ 1 0 ' ~  M) at times earlier then 50 ps, i.e. &e t h e  
and D B C O  (0- 1 M) in acetonitrile- The pump (360 taken for intersystem crossing to occur 
nm) and probe (670 nm) time delay was 0 ns. The 
spectra were accumulated from 6000 laser shots. 

firom 'BP.  hi^ would also be so ifthe 
was beman a donor/ 

acceptor complex. Experiments with improved S/N and resolution are necessary to investigate 
the subtle peak changes already observed using ns time resolution. 

CONCLUSIONS 

Our initial findings for 
% - BPDABCO indicate that the 

structure to the AQ/TMB system 
Le. a loose ion pair (probably not 
solvent separated), the peak shift 
indicating a change in BP' 
environment as the ion changes 

geminate ion pair is of similar 't 
I 

fiom within the geminate ion pair to 
solvated ions. This conclusion is 
different fiom that obtained for BP 
and dimethylamine (Mataga et all4 
and BP and DABCO in acetonitrile 
(Peters et aZ.)' who concluded, from 
ps ff uorescence and transient absorption studies that the geminate ion pair is solvent separated. 
We are confident that we can now apply ps TR3 to investigate electron transfer reactions and 
are currently modifying the setup to investigate the BP and DABCO system in TCE where the 
quantum yield of solvent separated radical ion formation will be much less and require higher 
sensitivity/resolution. 

1500 1300 1100 90 
wavenumber /CUI'' 

Figure 2: ps TR3 spectrum of BP' obtained fiom 
pnomiysing a solution of BP (0.16 M) in the presence of 
DABCO (0.4 M) in acetonitrile. The pump and probe 
wavelengths were 328 and 655 nm respectively. 
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The Role of Conformation in the Ordering of Excited Electronic States: 
Picosecond Transient Raman Studies of Diphenyibutadiene and Its Structural Analogues 

Daniel L. Morris, Jr., and Terry L. Gustafson 
Department ofchemistry, The Ohio State University, 120 West 18th Avenue, Columbus, OH 43210 

One ofthe hndamental issues in chemistry is the relationship between chemical structure and 
chemical reactivity. We are using picosecond transient Raman spectroscopy to probe the way that 
structure affects chemical reactions in the excited state.[1,2] In particular we are studying the 
photoisomerization of diphenylbutadiene (DPB) in the first excited electronic state. The 
photophysics of DPB provides a unique probe of how state ordering and conformation influence 
chemical reactivity. The two lowest excited states in DPB, the 2’Ag and I1BU states, are believed to 
be virtually degenerate. One- and two-photon absorption studies suggest that the 2’Ag state ofDPB 
is the lowest excited singlet state. However, emission studies ofDPB indicate that the lowest excited 
singlet state is the l’BU state. The photophysics and S, lifetime ofDPB are dependent on temperature, 
solvent viscosity, and solvent polarity. On the basis ofthe solvent and temperature dependence of the 
transient absorption spectra of DPB and rigid s-cis and s-trans analogs, Wallace-Williams et al. 
propose that s-cis rotamers contribute significantly to the excited state spectra of DPB when excited 
at the extreme red edge ofthe ground state absorption band.[3,4] They also demonstrate the absence 
of anomalous rise time variations across the transient absorption spectrum, indicating that only one 
electronic state gives rise to the transient absorption spectrum of DPB in solution. 

We 4ave recently presented picosecond transient Raman spectra of 1,4-diphenyl- 1,3- 
butadiene (DPB).[1,2] We observe bands that arise from both the 2’Ag and 1’B”states and suggest 
that we are observing a 
“mixed state” (Le. a single 
electronic state that exhibits 
both 2’Ag and l’Bu character). 
We also observe unusually 
broad (>50 cm-I) features in 
the 1250 and 1650cm-I re- 
gions of the transient Raman 
spectra. In Figure 1, we plot 
the S, Raman spectra of DPB 
in the linear alkanes from 
pentane to dodecane using a 
630 nm probe at a 20 ps delay. 
We observe systematic 
changes in the relative intensi- 
ties of the 1250 and 1650 cm-I 
regions as the solvent is varied 
from pentane to dodecane. 
The feature at 1250 cm-l 
contains several overlapping 
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Figure 1: SI Raman spectra of DPB in the linear alkanes, (A) 
Pentane, (B) Hexane, (C) Heptane, (D) Octane, (E) Decane, and 
(F) Dodecane. Pump: 305 nm; Probe: 630 nm; Delay: 20 ps. 
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bands. We have fit this feature to a 
minimum of three Lorentzian bands at 
-1238, -1269, and -1294 cm-’ and 
assigned them to motions involving the 
olefin portion ofthe molecule. We also 
assigned the 1650 cm-’ entity to a Co=Co 
stretch. We suggest that the changes in 
the relative intensities of the 1250 and 
1650 cm-I regions in SI DPB as the 
solvent is varied reflects a viscosity- 
dependent distribution of s-tram con- c 

to 
W 
t- 
Z 

formers that ultimately affects the Z 
mixing of the 2’Ag and 1 IBU states. 

- 
In order to test this interpreta- 

tion, we have obtained the SI Raman 
spectra of several analogues of DPB, 
including 1,4-diphenyl- 1,3-cyclo- 
pentadiene (DPCP), a “stiff’ s-cis 
analogue. In Figure 2 we compare the 
SI  Raman spectra of DPB and DPCP in 

Probe: 670nm I 

Probe: 630nm 

hexane at two probe wavelengths at a 
delay of 20 ps. We note that excitation 

state S - t r a m  conformers. We note the Figure 2: S I  Raman spectra of DPB and DPCP in 
absence of any broad features in the hexane. pump: 305 nm; Delay: 20 ps, 
DPCP spectrum and conclude that the 
broad features in the DPB spectra arise from a distribution of s-tram conformers in solution. These 
results have also been confirmed by examining the spectra ofother phenyl substituted and “stiff’ DPB 
analogues, including tetraphenylbutadiene and tetraphenylcyclopentadiene. 
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Resonance Raman Investigation of the Radical Cation of 1,3-Butadiene 
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Department of Environmental Science and Technology, Risg National Laboratory, 

DK-4000 Roskilde, Denmark 
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Institut de Chimie Physique, Universid de Fribourg, PCrolles, 
Fribourg, Switzerland 

INTRODUCTION 

Apart from general scientific interest, the properties of radical ions in condensed media are 
also important in the context of materials science and technology [1,2]. Polyene radical cations 
have been in the focus of research related to the conductivity of polymers, especially of 
polyacetylene. Butadiene radical cation, being the smallest member of the family of linear 
conjugated polyene cations, serves as the prototype of such ions. In the present study we applied 
the method of radiolytic generation of radical cations in a frozen Freon glass together with 
resonance Raman spectroscopy to contribute to the characterization of the butadiene radical 
cation. 

EXPERIMENTAL AND THEORETICAL METHODS 

, Solutions of 1,3-butadiene in the Freon mixture were frozen to form transparent glasses at 77 
K, irradiated by 6oCo y-rays and then transferred to a liquid nitrogen cryostat to perform the 
optical measurements. Resonance Raman spectra were excited at 550 nm in the first absorption 
band, in resonance with the allowed 12A, t 12B, electronic transition. Geometry optimizations 
and the calculation of vibrational frequencies were performed by density functional theory 
employing unrestricted open-shell wave functions and nonlocal exchange-correlation functionals 
(UB-LYP level), using the 6-31G' basis. 

RESULTS AND DISCUSSION 

The Raman spectra of 1,3-butadiene solutions in FM at 77 K prior to y-irradiation showed 
several bands due to the matrix material and the neutral ground state of the solute butadiene. 
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Following y-irradiation 16 new bands appeared in the Raman spectra of samples of butadiene 
in the region 200 to 2250 cm-'. 

Of the 16 bands observed in the spectrum, 14 could be assigned as fundamentals, overtones 
and combinations of totally symmetric normal modes of the s-trans rotamer. The remaining two 
bands are identified as fundamentals of the s-cis rotamer. This is the first experimental 
observation of the s-cis rotamer of the butadiene radical cation. The assignment was assisted by 
theoretical calculations of harmonic vibrational frequencies (DFT UB-LYP/6-3 IC*), which yield 
excellent agreement with the experimental values. 

The spectrum of the s-trans rotamer shows the characteristics of Franck-Condon scattering, 
allowing us to draw some conclusions regarding the distortion of the excited state relative to the 
ground state potential energy surface. The main geometric distortions accompanying the electronic 
transition under consideration are identified as C-C-C bending and C=C stretching, while no 
evidence of out-of-plane deformations has been found. 

For the s-trans rotamer a SQM force field, based on IR active fundamentals of six 
isotopomers, is available from the literature [3]. It is, however, expected that inclusion of the 
Raman active fundamentals observed in the present work in the scaling procedure would improve 
the resulting force field. Therefore Resonance Raman spectra of three deuterated isotopomers of 
butadiene radical cation have also been recorded, and these data are currently used in the fitting 
of a force field based on both infrared and Raman spectra. 

Owing to the sensitivity and selectivity provided by the resonance effect, resonance Raman 
spectroscopy is a very well suited method for the investigation of radical cations, which usually 
absorb at longer wavelengths then the corresponding neutrals. We have further demonstrated the 
power of this technique by applying it to the study of the butadiene radical cation. 
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Anti-Stokes Picosecond Time-Resolved Resonance Raman Spectroscopy in the Study of 
Singlet Excited trans-Stilbene 
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2 

INTRODUCTION 

Mode-specific, solvent-dependent changes in the time-resolved resonance Raman (TR3) 
spectrum of photoexcited S 1 trans-stilbene, IS, occurring on a c. 10 ps timescale following 
photoexcitation, have recently been reported by ourselves and others 113. We now report 
measurements of the anti-Stokes (AS) spectrum of S1 t S  up to the band arising fiom the 
C=C olefinic stretching mode of t S  at c. 1570 cm". Further details have been reported 
elsewhere [2]. An independent observation of AS SI tS spectra has also been reported by 
Jean et al. [3]. 

RESULTS AND DISCUSSION 

The apparatus has been described earlier [l]. The AS TR3 spectra of SI IS in methanol 
(Fig. 1) shows several bands which are prominent at the early time delay, but which decrease 
in relative intensity at later times (Le. 1570, 1240 and 1180 cm-'). The time dependence of 
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Figure 1: AS TR3 spectra of photoexcited 
SI t S  (1 mM) in methanol (16 "C) at 
different pump/probe time delays. The 
pump and probe wavelengths were 305 and 
6 10 nm, respectively. 

2 1566 

s 
E 1567 
H 
0 .- 4 ." 
v) & 1568 
rn 

2 1569 

9 * 1570 

B 
2 

1565 

1571 ' 

0.1 

0.08 

0.06 

0.04 

0.02 

0 

-0.02 

ii- a 
e. 

Fi z 
u" 
L. 

n m 

.j 
e 

0 10 20 30 40 50 60 70 

Time delay (PSI 

Figure 2: Comparison of the time 
dependencies reported earlier for the SI t S  
Stokes 1570 cm-' band position with the 
newly observed normalised 1570 cm" AS 
band intensity. Pump/probe wavelengths 
were 295/590 nm; tS (1 mM) in n-hexane. 
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I 
The AS spectra indicate the formation of 
vibrationally excited (v > 0) SI t S  at short pump- 
probe delay times. However, the populations of the 
excited vibrational levels at early times cannot be 
deduced directly fiom the changes in the AS/S 
intensity ratios between earIy and late times because 
the Raman excitation profiles may change during the 
relaxation process. This may contribute to the 
anomalous effect demonstrated in Fig. 1, where the 
1570 cm-' band is not observed in the AS spectrum 
at 50 ps but the neighbouring 1530 cm-' band is 

the AS 1570 cm-' band intensity normalised to the integrated area of the c. 1530 and c. 
1570 cm" Stokes bands is seen to decay with a characteristic timescale of c.10 ps and 
relaxation is virtually complete by 50 ps. This is similar in behaviour to the band position 
and bandwidth changes observed earlier in the Stokes region (see Fig. 2) [ 13. Similar AS 
spectra were also observed in n-hexane, carbon tetrachloride, acetonitrile, and 
trichlorotrifluorethane, and with perdeuterated t S .  Measurements in n-hexane and methanol 
showed that the AS 1570 cm" band position is temperature dependent (see Fig. 3). 
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' seen. We estimate the AS/S intensity ratio of the 
'OoC l2O0 '40' l6O0 1530 cm-' band at 50 ps to be at least 150 times 

greater than that calculated fiom Boltzmann factors. 
Figure 3: AS TR3 of SI t S  (1 mM) Whatever its precise origin, the magnitude of the AS 
in d ~ e x a n e  at 5 PS time delay at signal and its rapid change with time requires a re- 
temperatures (a) -60 "C and (b) 16 examination of the mechanism producing the time- 
"c showing the position change of dependent changes in the Stokes spectrum reported 
the 1570 cm-' band with earlier [l]. In the case of modes having significant 
temperature. The pump and probe anharmonicity, true band position and bandwidth 
wavelengths were 305 and 610 nm, changes in the Stokes spectrum will result in part 
respectively. fiom the superposition of time-dependent Stokes v = 
1 to v = 2 hot bands which might reasonably be supposed to have intensities similar to those 
of the AS v = 1 to v = 0 bands since both sets of bands arise fiom population of the v = 1 
level. A detailed analysis of the 1570 cm" region of the Stokes spectrum suggests that a 
part of the time-dependent effects seen previously may arise from this cause [2]. However, 
another mechanism is required to account for the temperature dependent shift in the 
position of the 1570 cm-' AS band shown in Fig. 3. This shift is comparable to the 
temperature-dependent shift in the SI Stokes spectrum reported previously [ 11. Smaller 
temperature-dependent shifts have also been observed in ground state spectra of t S  [4]. 
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Resonance Raman Spectra from Non-Stationary States: 
Picosecond Transient Raman Spectra of fmns-4,4'-Diphenyistilbene 

James D. Leonard, Jr., Lisa A. Huston, and Terry L. Gustafson 
Department of Chemistry, The Ohio State University, 120 West 18th Avenue, Columbus, OH 43210 

We and others have shown that picosecond transient Raman provides information about 
solute-solvent interactions [ 11. An advantage of time-resolved Raman spectroscopy is that it 
provides mode-specific information about the probe molecule so that solvent induced structural 
effects may be observed. Two types of effects are observed in these studies. "Static" effects are 
manifested as changes in the bandwidth, peak position, and relative intensities of certain bands in 
different solvents. "Dynamic" effects are changes in bandwidth, peak position, and relative intensity 
that are observed as the time delay is varied. The transient spectra provide sensitive vibrational 
markers for these interactions. It is now well established that the dynamical changes in the peak 
position and bandwidth arise from vibrational relaxation [2]. Dynamical changes in relative 
intensities, beyond those associated with population relaxation, are observed only in certain 
molecules. One molecule that exhibits dynamical changes in relative intensities is tram-4,4'- 
diphenylstilbene (DPS) [3]. In order to probe the origin of the relative intensity changes, we have 
obtained the time-resolved resonance Raman spectra of S, DPS at several different pump/probe 
wavelength combinations. 

In Figure 1 we compare the S ,  
Raman spectra of DPS in dioxane and 
methylene chloride pumped at 3 10 nm and 
probed at 630 and 660 nm. These spectra 
have been normalized to the 1185 cm-' as 
described previously [3]. We note that the 
relative intensities of several bands are 
enhanced in the 660 nm spectrum relative 
to the spectrum acquired with a probe 
wavelength of 630 nm. We have 
observed that the peak position shift with 
delay is independznt of probe wavelength, 
but it does depend on the pump 
wavelength. This is consistent with the 
interpretation that peak position change 
with delay is evidence for vibrational 
relaxation. Changes in the relative 
intensities with delay are observed in DPS. 
We have assigned this to conformational 
relaxation in the molecule. The relative 
intensity changes are only slightly 
dependent on the pump wavelength for 
certain bands, but are strongly dependent 
on the probe wavelength. We attribute the 
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Figure 1: Probe wavelength dependence of the S, 
Raman spectra of DPS. 630 nm probe (dashed line); 
660 nm probe (solid line). 
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change in relative intensities to a 
change in the Franck-Condon 
overlap between S, and S, as the 
nuclear coordinates relax to their 
optimum geometry in S,. In other 
words, the resonance enhancement 
of the SI vibrational bands changes 
with time as the S ,  potential energy 
surface evolves with time delay. 
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In Figure 2, we demonstrate 
that thedynamics of the intensity 
changes for the olefin band of DPS 
is comparable to the vibrational 
relaxation dynamics when examined 
with a probe wavelength of 660 nm 
(Plot A). However, we note that at 
a probe wavelength of 630 nm the 
relative intensity dynamics do not 
follow those of the peak position 
change (Plot B). The picture that 
emerges is that there is a 
connection between the dynamics 
of the vibrational relaxation and 
the conformational dynamics that 
OccLlr on the s, potelltial energy 
surface. We suggest that modes 
involved in exchanging vibrational 
energy with the solvent involve the 
same nuclear coordinates along 
which geometric relaxation occurs in SI DPS. These are likely the torsional coordinates involving 
the phenyl-phenyl twist in DPS. These studies demonstrate the power of having independently 
tunable pump and probe wavelengths for unraveling the dynamical processes in transient Raman 
spectroscopy. 

Figure 2: Comparison of the vibrational and conformational 
relaxation rates for the olefin stretch of S ,  DPS. Peak 
position shift (m, left axis) and relative peak intensity (0, 
right axis) versus time delay at probe wavelengths of 660 nm 
(A) and 630 nm (B). Pump wavelength: 257 nm. 

References 

1602 

1600 

1.1 
0 10 20 30 40 50 60 70 

DELAY (ps) 

1. 
2. 
3. 

H. Hamaguchi and T. L. Gustafson, A111711. Rev. Phys. Chem., 45 (1994) 593. 
K. Iwata and H. Hamaguchi, J Mol. Liq. (1995) in press. 
R. M. Butler, M. A. Lynn, and T. L. Gustafson, J. Phys. Chent., 97 (1993) 2609. 

258 



Jet-Cooled Fluorescence Spectra and Potential Energy Surfaces 
of Stilbenes and Cyclic Ketones 

J. Laane, W.-Y. Chiang, P. Sagear, and J. Zhang 
Department of Chemistry, Texas A&M University, College Station, TX 77843-3255 - U.S.A. 

The jet-cooled fluorescence excitation spectra (FES) and dispersed fluorescence spectra of 
trans-stilbene’ (t-S), 4-methoxy-trans-stilbene (MOS), and 4,4’-dimethyl-trans-stilbene (DMS) 
have been recorded and analyzed. The high-temperature vapor-phase and liquid phase Raman 
spectra of these molecules and cis-stilbene have also been recorded, and these were critical for 
making the vibrational assignments. In each case the primary interest was in identifying the low- 
frequency vibrational modes, with a particular emphasis on the two phenyl torsions and the 
ethylinic internal rotation. The latter vibration primarily governs the photoisomerization process. 
For t-S sufficient data were collected to determine the two-dimensional phenyl torsion potential 
energy surface and the one-dimensional carbon-carbon double bond torsional potential energy 
function for both the So and Sl(a, a*) states. Several computer programs were written in order 
to rigorously determine both the kinetic energy and potential energy functions. The barriers to 
simultaneous phenyl rotation are 3100 cm-’ for the ground state and 3000 cm-’ for the excited 
state. The data for the C=C torsion are consistent with a trans + cis barrier of 48.3 kcal/mole 
for the So state and a trans + twist barrier of 2000 to 3500 cm-’ for the SI state. Figure 1 shows 
these potential energy surfaces. The depth of the well for the twisted structure in the S1 state 
can not be determined from these data but has been estimated (Lit). For the methoxy compound 
(MOS) the barrier to simultaneous phenyl torsion for both the So and SI state is 2860 cm”. The 
C=C torsional barrier for MOS in both the So and S, states is approximately 10% higher than 
that of t-S. The spectroscopic studies of DMS are still at a preliminary stage. 

Figure 1. Potential energy functions for the C =C torsion of trans-stilbene. 
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The jet-cooled laser-induced fluorescence excitation spectra of seven cyclic ketones have also 
been recorded and the carbonyl wagging and out-of-plane ring modes have been analyzed in each 
case. The barrier to inversion and the wagging angle in the S,(n,r*) excited state have been 
found to increase with the ring strain. The molecules studied and their carbonyl inversion 
barriers are: 2-cyclopentenone' (2CP), 0 cm"; 3-thiacylclopentanone (3TCP), 659 cm-' ; 
cy~lopentanone~*~ (CP), 672 cm-'; bicyclo[3.1 .O] hexan-3-one' (BCHO), 860 cm-'; 
3-cy~lopentenone~ (3CP), 939 cm-'; 3-oxacyclopentanone (30CP), 1 15 1 cm-'; and cyclob~tanone~ 
(CB), 2149 cm". Figures 2 and 3 show the fluorescence excitation spectrum and carbonyl 
wagging potential function for the S, state, respectively, of 3TCP. 
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Figure 2. FES of 3TCP 
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Figure 3. C =O wagging function for the SI state 

The asymmetry of the potential function for BCHO was found to be surprisingly small. For 
2CP the ring-puckering potential energy function becomes more floppy in the S1 state while for 
3CP, BCHO, and CB it becomes considerably stiffer. Two-dimensional potential energy 
surfaces for the ring-bending and ring-twisting modes of CP in both the So and S, states have 
been determined4 and found to be fairly similar although in the excited state the energies of the 
bending saddle points have been substantially lowered. 
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The study of conformations of 1-phenyl- and 2-phenyl-naphtalene in the 
triplet state by transient absorption and Raman spectroscopies. 
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The isomers 1-phenyl-naphthalene ( I ) and 2-phenyl-naphthalene ( I1 ) are known from 
spectroscopic data (absorption, fluorescence and phosphorescence spectra) and semi- 
empirical calculations to have different equilibrium geometries in the ground and excited 
states because of the different steric hindrance experienced by the phenyl ring.I1] Semi- 
empirical calculations predict that in isomer I the phenyl and the naphthalene planes form an 
angle of 50" in the ground state and of 30" in the first excited singlet and triplet state. In 
isomer II the planes form a smaller angle (23") in the ground state and the molecule becomes 
almost planar in the S and T states. 

It can be expected that the different 
geometries in the TI state can cause 
appreciable differences in the dynamics of 
the excited states. Therefore a study by 
transient absorption and transient Raman 
spectroscopic techniques with nanosecond 
resolution[*] of the two molecules in various 
solvents has been undertaken to investigate 
in more detail the conformation and the 
relaxation dynamics of the triplet states. In 
parallel semi-empirical calculations by the 
QCFFPI method131 have been performed in 
order to estimate the oscillator strength of 
the T, +TI transitions and the vibrational 
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10 Cr frequencies in the T1 state. 

Transient absorption spectra have been 
recorded in the 350 - 700 nm interval and in 
the 0-60 ps time range and are shown in Fig. 
1. The isomer I shows a structureless 
absorption band with a maximum around 480 
nm while the isomer II shows a more 
complex spectrum with maxima at 610 nm 
and 430 nm. This last band shows a well 
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Fig. 1 Transient absorption spectra 
recorded at different delay times 
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Fig. 2 Transient Raman spectra recorded 1 ps 
after excitation. 

defined progression (see Fig. 1). The 
dynamics is well reproduced by a double 
exponential with the first time constant 
of 4.2 ps for isomer I and 6.8 ps for 
isomer 11. In isomer I1 it is also possible 
to observe in the first 200 ns the 
contribution of the transient absorption 
from the S1 state. 

Transient Raman spectra have been 
measured in the 300 - 1800 cm-l range 
with the probing field in resonance with 
the main peak of the transient absorption 
spectra. The transient Raman spectra are 
shown in Fig. 2. The Raman spectra of 
the two isomers are similar in the 
ground state while they show appreciable 
differences in the T1 state. The 
differences in intensity can clearly be 
ascribed to the resonant character of the 
spectra in the triplet state. However, the 
frequency shifts observed for isomer I1 
arise from the different geometry 
compared to the ground state. 

In order to clarifjr this point we have undertaken some semi-empirical calculations using 
the QCFF/PI method.[3] The calculations include the evaluation of Franck-Condon factors 
for the most stable conformation and reproduce satisfactorily the transient absorption spectra 
of isomer I. The same kind of agreement is obtained for the transient absorption of isomer I1 
from the Si state. On the contrary the calculations are unable to reproduce the transient 
absorption of isomer I1 from the triplet state. This can be due to the fact that the rotational 
barrier in the latter case is less pronounced thus making the phenyl rotation almost free. The 
QCFF/PI method is known to give poor rotational barrier energies. Ab initio calculations are 
in progress to veri@ this hypothesis. 

Calculations of the ground and TI state vibrational frequencies show that modes of 
isomer I1 are rather different in the ground and excited state. The Duschinsky matrix contains 
big off diagonal elements in the region of the 1000 - 2000 cm-l and for the C-H stretching 
modes. This is in agreement with experiments. 
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Short-Time Photodissociation Dynamics of Haloiodomethanes 
from Resonance Raman Spectroscopy 

Wai Ming Kwok and David Lee Phillips* 
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INTRODUCTION 

Iodomethane has long been examined as a prototypical molecule for photodissociation taking 
place on a repulsive excited electronic state &ce.[l-3] While the major features of 
iodomethane photodissociation in the A-band absorption are fairly well understood, little is 
known about the photodissociation of closely related molecules like haloiodomethanes. 
Haloiodomethanes are interesting since one is able to investigate substituent effects on 
photodissociation dynamics by systematically replacing one hydrogen atom on iodomethane with 
a halogen molecule. Haloiodomethanes also allow the opportunity to examine weak to strong 
coupling of two chromophores in a molecule. Using the time-dependent wavepacket approach 
developed by Heller and co-workers [4] to describe the resonance Raman process, the short- 
time (-400 femtoseconds) photodissociation dynamics can be elucidated Grom interpretation of 
resonance Raman intensities. We have obtained resonance Raman spectra of chloroiodomethane 
and diiodomethane in cyclohexane solvent at several excitation wavelengths within the A-band 
absorption spectra in order to examine the short-time photodissociation dynamics of 
haloiodomethanes. 

RESULTS AND DISCUSSION 

Figure 1 shows the resonance Raman spectra excited within their respective A-band 
absorptions of chloroiodomethane and diiodomethane. These spectra show progressions of 
hdamentals, overtones, and combination bands of several Frank-Condon active modes for 
most of the Raman intensity: v5 (C-I stretch), v4 (C-Cl stretch), v3 (C€$ wag), and v2 (CH2 
scissor) for chloroiodomethane and v4 (I-C-I bend), v3 (EC-I symmetric stretch), and v9 (EC-I 
anti-symmetric stretch) for diiodomethane. The time-scale of GI bond breaking appears to be 
similar to the vibrational motions of the remaining halomethylene radical so that the short-time 
photodissociation dynamics of the haloiodomethanes probably cannot be considered 
psuedodiatomic like iodomethane A-band photodissociation. Simple replacement of one 
hydrogen atom on methyl iodide with a halogen molecule has a strong substituent effect on the 
short-time photodissociation dynamics. [5,6] Figure 2 shows a comparison of our 355 nm 
solution phase diiodomethane resonance Raman spectrum with a 355 nm gas phase spectrum. 
The gas and solution phase spectra display substantial differences indicating that solvation 
effects are very important for the short-time photodissociation dynamics. This strong sohation 
effect on the short-time photodissociation dynamics of diiodomethane is probably due to 
reduction of symmetry in solution of the two C-I bonds and/or a slower dissociation during 
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resonance Raman scattering is sensitive. [5] 
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Figure 1: Resonance Rarnan spectra of chloroiodomethane (282 nm) and diiodomethane (355 
nm). The nominal C-I stretch progressions are shaded black. The asterisks mark solvent 
subtraction arteficts. 
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Figure 2: Resonance Raman spectra of gas phase and solution phase diiodomethane with 355 
nm excitation. The nominal C-I stretch progressions are shaded black. The asterisks mark 
sohrent subtraction artefacts. 
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Hydrogen Transfer Photoreaction of ortho-Nitrobenzylpyridines 

Yoshiaki Watanabe and Hiroaki Takahashi 

Waseda University, Tokyo 169, Japan 
Department of Chemistry, School of Science and Engineering 

Benzyl compounds having a nitro group at the ortho-position are known to 
undergo reversible intramolecular hydrogen transfer of the methylene group 
by irradiation with UV light. In the case of ortho-nitrobenzylpyridines, 
such as 2-(2'-nPtrobenzy1)pyridine (2,2'-NBP), there are two possible 
hydrogen accepting sites in a molecule: an oxygen atom of the nitro group 
and the nitrogen atom of the pyridyl group. The former possibility would 
generate an aci-nitro acid isomer while the latter an N-€1 quinoid isomer. 

hv - 
7 

Y 

Stable form 
QCQ NO2 ~ A 

- 
Aci-nitro acid 

ocq H H  

NO2 

N-H quinoid 
Figure 1: Possible structures of the photolytically 
produced transient species of 2,2'-NBP. 

The purpose of this investigation is to clarify, using nanosecond time- 
resolved resonance Raman and absorption spectroscopies, which of the two 
possible hydrogen transfer process is actually occurring in the 
photoisomerization of ortho-nitrobenzylpyridines. 

Laser flash photolysis of 2,2'-NBP and 4.2'-NBP in methanol has revealed 
that two transients, a short-lived one with the band at 433 nm and a long- 
lived one with the bands at 588 and 366 nm, were involved in the case of 
2,2'-NBP, while three transients, a short-lived one with the band at 431 
nm, another short-lived one with the band at 392 nm, and a long-lived one 
with the bands at 544 and 368 nm, were involved in the case of 4,2'-NBP. 

Time-resolved resonance Raman spectra of 2,2'-NBP and 4,2'-NBP in 
methanol (Fig.2) indicated the following. (1) The 433 nm transient of 2,2'- 
NBP with the bands at 1513, 1503, 1448 and 1227 cm-=, and the 431 nm 
transient of 4,2'-NBP, are in the aci-nitro acid structure. Raman bands of 
the latter transient are not clearly seen in Fig. 2 because of overlapping 
by the bands of another transient. (2) The 588 nm transient of 2,2'-NBP 
with the bands at 1640, 1615, 1301 and 1166 cm-l, and the 544 nm transient 
of 4,2'-NBP with the bands at 1654, 1592 and 1543 cm-x take the N-H quinoid 
structure. (3) The 392 nm transient of 4,2'-NBP with the bands at 1512, 
1440, 1255 and 1104 cm-= is the aci-nitro anion. This transient is 
identical with that observed in strongly basic solution; of 4,2'-NBP. The 
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fact that the aci-nitro anion is involved in the photoreaction of 4,2'-SBP 
but not in that of 2,2'-NBP indicates that the aci-nitro acid of 4,2'-NBP 
is more strongly acidic than that of 2,2'-NBP. 

The spectral changes with time indicate that the hydrogen abstraction of 
the methylene group occurs in the Sr state. In the case of 2,2'-NBP a 
methylene hydrogen atom is abstracted by an oxygen atom of the nitro group 
generating the aci-nitro acid isomer, and then this hydrogen atom is again 
abstracted by the nitrogen atom of the 2-pyridyl group t o  produce the N-H 
ortho-quinoid isomer. On the other hand, in the case of 4,2'-XBP the 
firstly generated aci-nitro acid isomer is dissociated into the aci-nitro 
anion and a proton which is accepted by the nitrogen atom of the 4-pyridyl 
group to produce the N-H para-quinoid isomer (Fig. 3 ) .  

1 opts d =k 
I I I I I I I 
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Figure 2: Time-resolved resonance 

lOOns 
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l I 
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Raman spectra of 2,2'-XBP (left) 
and 4,2'-NBP(right) in methanol. Concentration, 2.5x10-= mol 
dm-=. Pump wavelength, 308 nm. Probe wavelength, 390 nm. 

Figure 3: Photochemical reaction scheme of 2.2'- and 4,2'-BBP. 
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Triplet State Raman Spectra of c60 and C,O 

Sunae Kim', Seong Keun Kim', Sae Chae Jeoung', and Dongho Kim2 
'Department of Chemistry, Seoid Naiional University, Seoul 151-742. Korea 
2Speclroscopy Laboratory, Korea Research Institute of Standards and Science 
Taejon 305-600. Korea 

The present study a i m  to obtain, and identify the features of the triplet state Raman spectra ol 
cbo and Cm in toluene. Since the increase in cw laser power to populate the excited states often 
causes the photodegradation as well as the local heating, we employed a nanosecond pump/probe 
technique to avoid these artifacts. 

Fig. 1 presents the time-resolved Raman spectra for the pentagonal pinch mode of & in toluene 
with 7 ns delay between pump and probe pulses. The pump pulse at 532 nm and the Raman probe 
pulse at 416 nm are in resonance with the ground state absorption band and the TI-T,, absorption 
band of Cao solution, respectively. Since the SI state lifetime of & solution is 1.2 ns at room 
temperature and the &-TI intersystem crossing dominates SI state decay processes [l], the 7 ns 
delay was sufficient to probe the triplet state Raman spectrum of Cao. The pentagonal pinch mode 
of the ground state % in toluene was observed at 1470 cm-' (Fig. 1A). The difference spectrum 
(Fig. IC) was obtained by subtracting the ground-state contribution (Fig. 1A) from the pump/probe 
spectrum (Fig. 1B). A Lorentzian curve fitting of this difference spectrum revealed that the main 
peak was composed of two Raman bands at 1461 cm-' and 1475 cm-' (Fig. IC). The intensity at 
1475 cm" was almost five times stronger than that at 1461 cm-'. 

Closs et al. [2] reported that the EPR spectrum of 3&f has nonvanishing zero-field splitting 
parameters indicating the loss of spherical symmetry in the triplet state. The symmetry change in 
the electronically excited molecules usually results in the emergence of silent modes and the 
splitting of degenerate modes in the ground state. Since the Raman band at 1470 cm" is totally 
symmetric and non-degenerate a, mode, the appearance of the side bands at 1461 cm" and 1475 
cm" is considered to be the activation of silent modes. Similar results have been obtained in G, 
substituted 60 such as Pt(PPh3)2(q2-&) and (T~~-CSH~)I~(CO)(T~~-&), intercalated & such as 
c60 * TDAE (tetrakis (dimethylamino) ethylene), and ' 3 ~ ' 2 ~ , ( n = l , 2 ) ,  in which the symmetry 
reduction provides more allowed vibrational inodes than in the ground state C,w. 

The intensity ratio of the component bands can possibly be explained in terms of the structural 
differences between the ground state & and 'c.3~'. & has an icosahedrs! geometry in the ground 
state, whereas 3&* is thought to have a squashed geometry akir. to the ground state Cm with DSI, 
symmetry. The pentagons located near the pole of 3Cm0 will have a larger surface curvature than 
those elsewhere. The larger curvature leads to stiffer vibrations along the surface normal and weaker 
vibrations along the surface tangent. Since the present pentagonal pinch mode is a purely surface 
tangential mode, we expect the pentagonal pinch motion at the pole area of '&* will be 
down-shifted, whereas upshift is observed elsewhere. It is also interesting that the intensity ratio of 
1 5  between these two bands may well correlate with the number of polar pentagons and pentagons 
elsewhere, i.e. 210, although the difference in the Raman scattering cross sections between these 
two classes of pentagons may alter the intensity ratio. 

Fig. 2 displays the time-resolved Raman spectra for CW in toluene. Two Raman bands at 1368 
cin-' and 1448 cin-' showed 15 cm" and 16 cm*' down-shifts upon excitation, respectively. Another 
weak Raman band at 1470 cm-' remained unchanged upon excitation. The overall down-shift in 
Raman frequencies for Cm triplet state is considered to be dominated by the increase in antibonding 
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character in the electronically excited state as observed in most aromatic molecules. 

c60 in Toluene 

Pump : 532nm 
Robe : 416nm 

I I 
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Raman Shift (cm") 
Figure 1. Time-resolved Ratnan spectra 
of 60 in toluene obtained with 532nm 
pump and 416mn probe pulses at 71x3 
time delay; (A) probe only spectrum, 
(B) pump and probe spectrum, and (C) 
difference spectrum (B-A) with a 
subtraction factor, Lorentzian curve 
fitting is also presented. 

Acknowlcdemcnts 

c70 in Toluene 

Pump : 504nm 
Robe : 416nm 

1432 

I 

1000 1800 1200 1400 1600 

Raman Shift (cm-') 
Figure 2. Time-resolved Raman spectra 
of C70 in toluene obtained with 504nm 
pump and 4161x11 probe pulses at 7ns 
time delay; (A) probe only spectrum, 
(B) pump and probe spectrum, and (C) 
difference spectrum @-A) with a 
submction factor. S denotes the peak 
due to solvent band subtraction. 
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Time-resolved Two-dimensional Vibrational Spectroscopy and its Application to High Explosives 

Xiaoyu Hong and Dana D. Dlott 
School of Chemical Sciences, University of Illinois, Urbana E 61801 

Vibrational dynamics of polyatomic molecules in condensed phases plays important roles in the 
fields of biology, chemistry, physics, and materials science. One of the most important practical 
applications where vibrational energy transfer is thought to play a dominant role is in the initiation 
and detonation of energetic materials. In this paper we summarize the first direct measurements 
of molecular vibrational energy transfer in a condensed phase high explosive, nitromethane (NM) 
[ 11, and also discuss measurements of intermolecular vibrational energy transfer between various 
small molecules and NM in polyatomic solutions [2]. 

A picosecond (ps) time resolved two dimensional vibrational spectroscopy technique [3] is 
used. A tunable mid-infrared ps laser pulse is used to selectively excite a specific higher fiequency 
vibrational level of a polyatomic molecule. Vibrational energy relaxation from this excited level to 
lower energy levels is monitored by probing the anti-Stokes-Raman scattering produced by a sec- 
ond, delayed ps laser pulse. The advantages of this technique are excitation selectivity and probe 
selectivity, which allow one to investigate intramolecular as well as intermolecular processes in 
polyatomic solutions. These difficult experiments were performed using a high repetition rate 
Nd:YLF laser and a mid-IR optical parametric amplifier (OPA). The second harmonic (527 nm) 
of the YLF laser is used to pump the OPA and as the anti-Stokes probe pulse. A synchronously 
pumped dye laser provides the signal input to the OPA. The system produces > 10 pJ pulses of 
-100 ps duration in the 2.5-3.5 pm range using LiIO3 crystals for the OPA process [l]. 

Figure 1 shows the basic idea of this experiment on neat NM. The mid-IR pulses are used to 
pump the v(CH3) vibration and the subsequent vibrational cascade is probed with a 527 nm pulse. 
Some representative data is shown at right. The v,(NO*) state is first pumped to a high level and 
then it subsequently decays to a plateau denoting the bulk temperature jump induced by the IR 
pump pulses. This phenomenon is termed “vibrational overheating” [ 11 and the overheating of the 
v,(NOz) state is direct evidence that the vibrational energy pumped into the v(CH) states has 
been transferred efficiently into the v,(NOz) state. 

In more recent work [23, we studied intermolecular energy transfer in NM solutions. We found 
pumping the v(0H) state of alcohols (0 - 3700 cm-’) in low concentration (-5%) results in effi- 
cient energy transfer to v s ( N O ~ ) ~ .  Such efficient intramolecular vibrational transfer has not been 
observed previously in polyatomics. In a series of experiments using deuterated NM and alcohol 
molecules, we determined that the dominant vibrational energy transfer process has the form, 

The surprising finding of efficient energy transfer to the ~ ( 3 7 0 2 ) ~ ~  state from impurities in the 
liquid NM suggests some intriguing possibilities for understanding energy concentration 
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mechanisms which might lead to accidental detonations, and for understanding why the NO2 
group is ubiquitous in secondary explosives [2]. 
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Figure 1. (left) Schematic level diagram for liquid NM. Mid-IR pulses pump the v(CH) transi- 
tion. Incoherent anti-Stokes Raman scattering probes lower energy vibrations such as v,(NO*). 
(right) The instantaneous anti-Stokes intensity is converted into vibrational quasitemperature. 
The data show a rapid rise to a peak, indicating rapid efficient energy transfer from v(CH) to 
v,(NO*). The bulk temperature jump induced by the mid-IR pulses is about 10 deg. 

In our most recent work, we have developed a diode-pumped mode-locked Nd:YLF laser 
which is used to seed the high-power YLF system with a much shorter duration 15 ps pulse. We 
have been able to improve the time resolution of the apparatus by a factor of -6. In the 2.5-3.5 
pm range, we have generated -10 pJ mid-IR pulses of -15 ps duration at a repetition rate of 
>600 pulses per second, using KTA as the OPA material. This greatly improved apparatus will be 
used to study energy transfer in a wide variety of energetic materials. 
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Picosecond time-resolved coherent Raman temperature-pressure jump spectroscopy. 

David E. Hare, Jens Franken and Dana D. Dlott 
School of Chemical Sciences, University of Illinois, Urbana IL 61801 

High speed mechanical processes involve large stresses and stress rates, and in many cases 
high heating rates and temperatures. Some important practical processes of this type include the 
initiation of energetic materials and laser ablation. We have developed a picosecond coherent 
Raman temperature-pressure jump spectroscopy (T-P jump CARS) to study the detailed dynami- 
cal properties of materials under extreme conditions. 

In our experiments, a typically 3.5 tun thick polymer film is doped with a near-IR dye. 
Pumping the dye with a ps-duration pulse from a Nd:YAG laser produces a sizable temperature 
jump of typically hundreds of degrees. When a sample is heated faster than it can undergo ther- 
mal expansion, a pressure jump is also generated. In our samples, the time for expansion is typi- 
cally a few ns, considerably longer than the -150 ps duration of our near-IR pulses. The magni- 
tude of the pressure jump in polymers is -1 MPa/K (10 atddeg). Even higher pressures are gen- 
erated if volatile polymer decomposition products are produced by fast heating. 

A Q-switched, mode-locked, cavity-dumped Nd:YAG laser synchronously pumps two cavity- 
dumped dye lasers. The dumped YAG pulse arrives at the sample first, jumping its temperature 
and pressure. After a variable delay up to 11 ns, two simultaneous pulses from the dye lasers 
arrive at the center of the heated volume to generate the CARS signal. One dye laser has a 
narrow bandwidth of < 1 cm-' while the second has a broad bandwidth typically > 200 cm". A 
multiplex CARS spectrum is obtained using a spectrograph and array detector. Often, the pump 
pulse produces destructive temperatures and stresses. Under such conditions, probing the heated 
volume sample is strictly a one-shot affair. Our thin film samples have a large surface area, and a 
precision motorized x-y translation stage continually translates the large area film so a fresh sam- 
ple volume is pumped and probed with each laser shot. 

Polymethylmethacrylate (PMMA) is used for most of our studies. We have investigated the 
dynamics of the -808 cm-' vibration, attributed to a pseudosymmetric stretching of the methyl 
ester. This vibration shifts in a well-characterized way with T and P. Increasing T gives a redshift 
and increasing P gives a blueshift, which we have measured accurately. Some experimental data 
are shown in Fig. 1. CARS lineshapes are shown in the upper corner. The time dependent peak 
shifi gives both T and P in a straightforward manner. The fast shift results from combined effects 
of T and P. After the ns time scale relaxation, the pressure has released back to 1 atm, and Tf can 
be easily determined fiom the peak redshift. An iterative method is then used to back-calculate TI 
and PI, which as shown can be on the order of hundreds of degrees and tens of kilobars [1,2]. 

In recent work, we have studied shock-induced dynamics of crystalline energetic materials by 
embedding 1 pm diameter crystallites in the PMMA. The pressure jump in PMMA compresses 
the crystallites very rapidly and their CARS spectra can then be measured. Some results obtained 
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Figure 1. Time-dependent frequency shift of 
the -808 cm-' transition in PMMA with ps 
pulse heating. The inset shows representative 
CARS lineshapes. Analysis of the displayed 
data at an incident laser fluence J = 1.5 J/cm2, 
yields Tf = 440 (BO)%, TI = 625 (&50)"C, 
and PI = 26 (+3) kilobars. The smooth curve 
through the points is a visual guide. 
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Figure 2. CARS spectra of 1 pm diameter 
TATB crystals during shock generation by pi- 
cosecond pulse heating of the surrounding 
polymer. The vertical lines denote the positions 
of two TATB vibrational transitions under am- 
bient conditions. At 300 ps, the particle com- 
pression is near maximum. At 1.4 ns, most of 
the shock unloading has already occurred. 

I on the totally symmetric stretch of the C-NHl group at 1168 cm" and the N H z  rocking mode at 
1142 cm-' of TATB (triamino-trinitro-benzene) are displayed in Fig. 2. Both vibrational 
transitions show a fast blueshift due to shock compression. As the high pressure unloads, the 
transitions shift back to the red. At - 1.4 ns, the residual shifts are interpreted to arise from 
shock-induced heating. This method shows great promise for studying the dynamics and 
chemistry of shock-induced processes occurring in energetic materials. In particular, it is very 
important to know how much heat is generated in a solid after fast shock compression. 
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Time-Resolved Resonance Raman Spectroscopy of Peroxidase 
Porphyrin n-Cation Radical and Ferry1 Intermediates 

James Terner and Charles M. Hosten 
Dept. of Chemistry, Virginia Commonwealth University, Richmond, VA 23284-2006 

J. Matthew Mauro, Mark A. Miller and Joseph Kraut 
Dept. of Chemistry, University of California, San Diego, La Jolla CA 92093 

A transient state known as compound I is a key physiological intermediate 
in the mechanism of peroxidases, and has beem implicated in the mechanisms of 
many other heme enzymes which play important roles in metabolic systems. 
Though evidence for such states in the cytochrome P-450 enzymes is accumulating 
[l], compound I intermediates of the peroxidases have been known and investi- 
gated for many years. 

The oxoferryl porphyrin n-radical cation structures of the compound I-type 
intermediates have been extensively modelled via chemical synthesis at low 
temperature, however the biologically occurring species possess attributes that 
remain unique to the protein environment. The orbital structures of compound I 
porphyrin n-cation radical intermediates have been longstanding topics [2]. 
The prevailing symmetry state assignment for enzymes such as horseradish 
peroxidase has been A(2u). By using excitation in the ultraviolet region we 
have been able to take advantage of the differing enhancement profiles of 
porphyrin n-radical cation intermediates and those of other enzymatic forms 
[3]. 
.rr-radical cation intermediates can be expected to exhibit a specific shifting 
pattern relative to the ferryl forms of the enzymes. The shifting patterns 
that we have observed in a number of these enzymes have been strongly 
indicative of the A(1u) rather than the expected A(2u) type. We have in fact 
found no evidence supportive of the A(2u) porphyrin n-radical cation type in 
peroxidase heme proteins. 

Model compound studies have indicated that specific bands of porphyrin 

At the present time developments in the field are being derived from X-ray 
crystal structures that are frequently becoming available. Resonance Raman 
spectroscopy is ideal as a sensitive probe of the dynamic aspects of these 
protein structures. A peroxidase for which the most extensive X-ray structure 
data are available is yeast cytochrome c peroxidase [4]. We have examined 
resonance Raman data for the ferryl intermediate o f  this enzyme, and find that 
the oxoferryl stretching frequency is much lower than has been previously 
reported. It is in fact 25 cm-l lower than in enzymes such as horseradish 
peroxidase. Examination of the crystal structures provides a rationale. The 
cytochrome c peroxidase active site has differences from those of other 
peroxidases, such as a tryptophan instead of a phenylalanine in the distal 
pocket. In order to characterize effects arising from differences in heme 
pocket amino acid configurations we examined oxoferryl structures of unstable 
ferryl forms of cytochrome c peroxidase with specific mutations on the heme 
distal side. We observed that the oxoferryl frequency shifts up by 
approximately 30 cm'l for certain distal substitutions. 

Chloroperoxidase is a heme containing glycoprotein secreted by the fungus 
Caldariomyces fumago. The unique structure and function of chloroperoxidase 
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relative to other peroxidases, and similarities in magnetic and spectroscopic 
properties with the cytochrome P-450 enzymes, have been attributed to strong 
electron donation by a heme-ligated cysteine thiolate. 
of this enzyme includes catalase activity and the ability to catalyze the 
halogenation of organic substrates by chloride, bromide, and iodide (but not 
fluoride) using H,O, as the oxidant. 
P-450 type mono-oxygenase reactions. 

The peroxidase activity 

The enzyme also catalyzes a number of 

The X-ray crystal structure of chloroperoxidase has very recently been 
obtained to 2.0 A resolution [ S I .  The active site of this enzyme has the 
greatest dissimilarities with respect to other peroxidases seen to date. 
was known prior to the crystal structure that the heme of chloroperoxidase is 
ligated by cysteine, similar to cytochrome P-450, as opposed to the histidine 
found in other peroxidases. However the distal side of the chloroperoxidase 
was expected to resemble the polar environment of peroxidase active sites as 
compared to the more nonpolar environment in cytochrome P-450. 
structure of chloroperoxidase shows that the distal heme pocket is polar but 
there are marked differences from the usual peroxidase distal constellation, 
sometimes termed the "catalytic triad", of phenyl a1 ani ne (or tryptophan), 
histidine and arginine [ S I .  In chloroperoxidase the heme distal position is 
occupied by a glutamic acid rather than a histidine, and the usual arginine is 
absent. 

It 

The crystal 

Resonance Raman spectra of the ferrous form of chloroperoxidase have been 
previously shown to display an abnormally low v, frequency. 
chloroperoxidase compound I1 also displays a markedly lowered v, frequency 
relative to other ferry1 hemes. Resonance Raman spectra of chloroperoxidase 
compound I showed upshifted v p ,  v l l  and v 3 7  frequencies relative to compound 
11, arguing for an A(1u) in preference to A(2u) ground state for the porphyrin 
n-cation radical [7].  This- behavior was similar to that previously observed 
fpr horseradish peroxidase compound I, though the magnitude of the shifts were 
somewhat different. Resonance Raman spectra of chloroperoxidase compound I 
also displayed a moderately strong anomalously polarized band at 1150 cm-l. A 
somewhat weaker anomalously polarized band at 1164 cm-l was seen in resonance 
Raman spectra of horseradish peroxidase compound I [8]. 

We have found that 
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Ultrafast Dioxygen Recombination in 
Hemoglobin Measured by Sub- 

Picosecond Time-Resolved Resonance 
Raman Spectroscopy 

Stefan Franzen, Laurent Kiger, Claude 
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ENSTA-Ecole Polytechnique 

9 1 120 Palaiseau, France 

One means of understanding 
differences in the electronic barrier to ligand 
rebinding to the heme iron for the diatomic 
ligands CO, NO, and 0 2  is to study ultrafast 
ligand recombination that occurs more rapidly 
than the decay of photophysical intermediate 
states. In the hemoproteins myoglobin (Mb) 
and hemoglobin (Hb), the photolyzed ligands 
0 2  and NO have a phase of rebinding to the 
heme iron that is as a rapid as heme 
photophysical decay (=3 ps l/e time) In a 
comparison of deoxy Hb, HbCO, and HbNO 
TRRR spectra we have previously 
demonstrated ultrafast heme iron 
displacement (0.4 %, in < 1 ps) following 
ligand photolysis by measuring the intensity 
and frequency of the Fe-histidine out-of-plane 
mode at =223 cm'I7. We have also shown 
that there is no ultrafast rebinding of CO in 
photolyzed Hb*CO. Photophysical studies 
based on transient spectra and TRRR with 
sub-ps time resolution have shown that a 
sequential decay of the heme through two 
excited states Hb*r (= 300 fs lifetime) and 
Hb*u (= 3 ps lifetime) 2~ *. The assignments 
of the electronic states are 1.) Hb*r is a charge 
transfer state that rapidly reactivates the 
initially formed 'Q state 2.) Hb*rr is a 
porphyrin ground state with an excited 
configuration of d-electrons on the heme iron. 
The similarity of Hb*rr with the porphyrin 
ground state indicates that Soret band shift 
relaxations on the =3 ps time scale can appear 
as ligand rebinding and therefore the true 
extent of ligand rebinding on this time scale 
should be reconsidered. Here we report 
measurement of ultrafast ligand rebinding in 
photolyzed Hb*NO and Hb*02 measured by 
time-resolved resonance Raman (TRRR) 
spectroscopy with sub-picosecond time 
resolution. The laser experimental apparatus 

consisted of excitation using 100 fs pulses at 
570 nm and Raman probe using 700 fs pulses 
at 435 nm 6*9. 

1300 1400 
. l  

Frequency (cm ) 

Figure 1: Raman spectrum of oxidation slilte marker 
modes and diffcrcnce Raman spcctra at 1 ps. 

A comparison of the Hb02, HbNO, 
and HbCO equilibrium ligated Raman spectra 
and difference Raman spectra at 1 ps are 
shown in Figure 1 for the oxidation state 
marker band. The shape of difference Raman 
spectrum shown at 1 ps is attributable to a 
decrease in intensity of the ligand bound state 
at ~ 1 3 7 0  cm-' and an increase in intensity of 
the deoxy Hb state at 1357 cm-'. In TRRR 
difference spectra the band shifts are larger 
than the equilibrium frequency difference 
because there are effects of unrelaxed 
conformational strain and photophysical 
relaxations on the time scale of 0-10 ps that 
further lower the frequency of the oxidation 
state marker band 9. The relative intensity 
of the difference Raman feature provides an 
estimate for the yield dissociated species in 
the respective species. Relative quantum 
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yields in Hb*CO were calibrated to an 
absolute intensity standard of 1 M ammonium 
sulfate and the change in intensity of the Fe- 
CO stretch at 505 cm-'. While Hb*NO and 
Hb*CO have similar Raman difference 
spectra at 1 ps, the magnitude of the 
difference Raman feature at 1 ps is 
significantly smaller for HbO2 than for either 
HbCO or HbNO. It is unlikely that this 
difference is due to an excited heme electronic 
state in Hb*@. We interpret the difference in 
the intensity of the oxidation state marker 
band shown in Figure 1 as a ~ 2 5 3 0 %  
reduced yield of deoxy photoproduct at 1 ps. 
The presence of a rapid phase (~300 fs) in the 
Hb*02 recombination kinetics suggests that 
the photolysis yield is unity and that the 
process observed in the TRRR signal is 
ultrafast geminate 0 2  rebinding that is not 
present in either Hb*NO or Hb*CO. 

The nature of the barrier to 
recombination of 0 2  with the heme iron is 
significantly different from that of the more 
frequently studied CO lo-'*. The electronic 
configuration of CO is a singlet while oxygen 
has a ground state 3c configuration. 
Recombination with the heme iron is spin- 
allowed for CO only if the heme iron is in a 
low spin S=O spin configuration. By 
contrast, ground state oxygen can recombine 
with the heme iron in an S=l state in a spin- 
allowed process giving rise to an electronic 
structure in which a bond is formed between 
the dz2 orbital of the iron and an oxygen p 
orbital and a second bond is formed between 
the d, orbital and the three-electron p system 
of the 0 2  ligand. The heme-02 complex is 
diamagnetic and therefore the heme iron must 
be in an S=l state that is significantly 
displaced from the heme plane due to core 
size effects. Consistent with this hypothesis, 
the geometry of the heme iron complex in six 
coordinate Mb02 consists of a significant 
=O. 19 A out-of-plane distortion of the heme 
iron unlike the planar geometry in MbCO 1 3 9  

14. These factors suggest that both 
intermediate spin configurations (S=l) and 
out-of-plane heme geometries are accessible 
to 02, but not CO. Thus, if the excited state 
Hb*I has charatenstics of an S=l  state with 
significant heme out-of-plane displacement, 
ultrafast ligand recombination is possible for 
02, but not CO. 
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It is interesting to note that studies of 
ligand rebinding to myoglobin at cryogenic 
temperature have noted an apparent smaller 
quantum yield for oxygen photodissociation 
15. The overall yield of about 0.7 at 
cryogenic temperature is roughly equivalent 
to the apparent yield on the ps time scale at 
room temperature. If the same electronic 
states are populated at cryogenic temperature, 
the explanation given here for the differences 
between CO and 0 2  are consistent with this 
observation as well. These observations 
suggest that 0 2  rebinding to the Hb*I state is 
essentially bamerless, unlike other ligand 
recombination pathways seen in 
hemoproteins. 
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Time-Resolved Step-Scan FT-IR Spectroscopy of Halorhodopsin 

Susan E. Piunkett, Andrei K. Dioumaev, and Mark S. Braiman 
Department of Biochemistry, University of Virginia Health Sciences Center, Charlottesville, VA 22908 

INTRODUCTION 

Halorhodopsin (hR) is a transmembrane protein found in halophilic bacteria. It functions 
as an electrogenic chloride pump, transporting anions from the external medium into the 
cytoplasm. The amino acid sequence is -30% homologous with bacteriorhodopsin (bR), 
a transmembrane proton pump found in the same species. The 3-dimensional structures 
of these 2 proteins are also closely related. A detailed structural understanding of the 
mechanism of hR should be germane to an array of other ion transport proteins. To this 
end, the development of sensitive sub-millisecond spectroscopic probes is necessary to obtain 
detailed structure/function information about the binding and translocation events. 

APPROACH 

The hR photocycle intermediates have been defined based on changes in the visible ab- 
sorption maxima of the retinal chromophore. While UV-vis spectroscopy is useful for deter- 
mining the changes in the retinal chromophore, it provides no direct information regarding 
the protein itself. FT-IR spectroscopy uses a broadband probe source and an interferometer, 
and the spectral multiplex advantage inherent to Fourier transform techniques allows the si- 
multaneous detection of a broad range of wavelengths of light. Step-scan FT-IR spectroscopy 
allows the collection of time-resolved spectra as the moving mirror is kept stationary while 
the sample is perturbed and the transient changes sampled.’ This technique has developed 
to the point where very small changes (AA= 1 x attributable to single amino acids can 
be followed coherently in time with commercially available instrumentation. 

EXPERIMENTAL 

A 3ruker IFS 66 step-scan FT-IR spectrometer was used with a Quanta-Ray GCR- 
11 mode-locked Q-switched Nd-YAG laser (532 nm, 5 Hz, 30 mJ/sec), which was used to 
initiate the photocycle and trigger the spectrometer to begin data collection. ThehIt sample 
(prepared from a genetically-engineered overproducing strain of Halobacterium salinurium) 
was a membrane pellet (pH=7, -1M KC1) squeezed to a thickness of -10 pm between CaF2 
plates at room temperature. An MCT detector (Belov Technologies, #92503) with an AC- 
coupled preamplifier board (Nicolet, #9107031) was used to detect the transient IR signal 
induced by the optical perturbation. The spectrometer’s 16 bit internal analog-to-digital 
converter (ADC) sampled and digitized the detector output at  selectable time intervals down 
to 5 ps. Then the time-resolved transients at each mirror position were re-sorted into a set 
of interferograms, each at a specific time after the laser perturbation. The interferograms 
were phase corrected using a modified Mertz routine that limits the phase spectrum to f7r/2 
radians.2 Absorbance difference spectra were calculated as AA = -Zog(l + (AI/Io)), where 
AI, is the single-beam intensity difference spectrum and I ,  is the reference single-beam 
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intensity spectrum of the same sample, collected using a normal continuous-scan method. 
The data collection parameters were: 6 cm-'spectral resolution, 70 laser flashes (coadditions) 
per mirror position, 50 ms mirror settling time, and 5 ps time resolution. A low-pass optical 
filter (dielectric on Ge) limited the throughtput to 1974 cm-', allowing for undersampling at 
4&Ne. The total data collection time was 2.5 hours. Fourier processing parameters were: 
2 orders of zero filling and 64 cm-I resolution for phase spectra. 

RESULTS AND DISCUSSION 

While time-resolved step-scan FT-IR has previously been used to study bR3 and car- 
bonmono~ymyoglobin~, this is the first report of this technique applied to hR. Figure 1 is a 
representative AA spectrum of a single 5 ps time slice corresponding to 10 ps after photolysis. 
Positive bands are due to photoproduct, while negative bands are due to depletion of hR. 
The band positions agree well with slower time-resolved FT-IR difference spectra of the 
photoreaction (measured using a stroboscopic technique) .5 Kinetic analysis of the spectrum, 
and assignment of vibrational bands to specific amino acids, will provide further information 
on the structures of the different functional intermediates. 

Figure 1. Difference spectrum of hR measured 10 ps after photolysis. 

CONCLUSION 

Further improvements in sensitivity could be gained by amplifying the signal before dig- 
itization to fully utilize the full 16 bit/20 V dynamic range of the ADC, and by further 
purifying and concentrating the sample. Nevertheless, the signal-to-noise ratio here already 
in&c:cies thzt even faster time-resolvec! spectra could be obtained with useful noise levels. 
Sub-nanosecond time resolution will require a faster IR detector (photovoltaic HgMnTe), 
preamplifier, and digitizer. All of these are now in our lab and are currently being imple- 
mented. 
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Picosecond Time-Resolved Resonance Coherent Anti-Stokes Raman 
Spectroscopy of Bacteriorhodopsin: Experimental Challenges 

and the K-590 Spectrum 

L. Ujj, A. Popp, F. Jager, R. Ligon and G.H. Atkinson 

Department of Chemistry and Optical Sciences Center, University of Arizona, Tucson,Az 85721 

Elucidating the vibrational degrees of freedom in the reactive intermediates found during chemical 
and biochemical reactions requires high S/N data that merit quantitative analyses. Although 
spontaneous resonance Raman (RR) spectroscopy has been used extensively for such measurements, 
it is limited by low efficiency scattering and background fluorescence. 
This paper describes coherent Raman techniques that have been used successfilly to obtain high 

quality vibrational data from the room temperature photo-reaction of the trans-membrane proteins 
bacteriorhodopsin (BR) and rhodopsin (Rh). Attention is given to the challenging experimental 
methodologies required to record high S/N resonance coherent anti-Stokes Raman spectra (CARS) 
fiom an intact protein in water solution and to the third-order non-linear susceptibility (f)) analysis 
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Fig. 1 A. PNCARS spectrum of BR-570 measured 
close to the "turn over" point of the 1527-cm-' band 
(unfilled circles) together with fit (solid line). 

needed to extract quantitative information from 
these data. 

Multiplex CARS with picosecond time resolution 
(PTR/CARS[ 1 I) is used to measure the vibrational 
spectra of BR-570 (ground state) and K-590 
(intermediate) in the BR room temperature 
photocycle. The wavelength of the o1 laser pulse 
( 663 nm, 7-ps FWHM ) is selected to satisfy 
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Fig. 2 A. Geometrical interpretation o f f )  on the 
complex plane. The spectrum in Fig. 1 is the square modulus 
of f l  via Raman shift (v). As the shift increases, the 
complex susceptibility vector turns counterclockwise and 

B. Residual function between the flfitting function and 
the experimental data. 

the endpoint IuIls over the cucve. B. ~ ~ g n i f i e d  ~ e B  ofA. 
Each loop represents a vibrational band. 
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a "negative peak" preresonance condition for BR-570 (the vibrational phase is 93"). In this case, the 
concentration of BR-570 in water solution (optical density 1.43/cm) can be adjusted to almost cancel 
the signal of the most intense vibrational band (C=C stretching, 1527 cm-') using the nonresonant 
scattering originating from water. Fig. 1 shows the measured picosecond resonance CARS 
(PWCARS) spectrum of BR-570 over the 13 10 - 1675 cm" region. The $3) fitting result is also 
shown (solid line). The third order susceptibility of the sample, obtained by assuming complex 
Lorentzien vibrational band shapes[2], is drawn on the complex plane ( Fig. 2) to illustrate the 
cancellation of the 1527 cm-' contribution. 

The BR photocycle is monitored 50 ps 
after optical excitation (3-ps pulse at 570 
nm) in order to kinetically ensure that only 
two BR species are present viab supra. 
The concentration of BR-570 and the 
power of the excitation laser pulse are also 
adjusted in order to eliminate the C=C 
stretching vibrational band of BR-570 
fiom the reactive mixture. Picosecond 
transient absorption (PTA) traces are 
recorded in order to determine 
independently the concentrations of the 
BR intermediates (namely, K-590). 

The resulting spectra (i) allow an 
independent band analysis (with respect to 
the fiequency, bandwidth and amplitude) 
for BR-570 via a line shape function 
usually assumed to quantitatively analyze 
the CARS spectra in terms of i3) 
relationships[2]. As a consequence of the 
excellent (-3%) fit, the validity of the 
theoretical model fbnction can be 
confirmed. (ii) The K-590 vibrational 
bands appear clearly in the spectra. The 
spectra of K-590 are compared to those 
recorded at different wavelengths and 
analyzed by the nonlinear fitting procedure 
which permits a quantitative separation of 
the contributions from each species[3]. 
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Fig. 3 PWCARS spectra of BR sample. A,B, and C are 
experimental data (unfilled circles) and fitting curves (solid lines), 
D is background f i e  spectra of K-590 and BR-570. The origins 
of the major bands are indicated by arrows. 
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Picosecond Resonance CARS Spectroscopy: Vibrational 
Spectra of the Deionized Form of Bacteriorhodopsin (Blue Membrane) 

R. Ligon, L. Uj, A. Popp, F. Jager, and G.H. Atkinson 

Department of Chemisfry and Opfical Science Center University of Arizona, Tucson, Az. 85721 

1. INTRODUCTION 

Investigations of the deionized or acidified form of bacteriorhodopsin (BR), blue membrane, can 
significantly advance our understanding of the mechanisms of proton pumping in a trans-membrane 
protein. Previous studies have shown that the blue membrane undergoes a restricted photocycle 
attributed to ionization changes at or near the Schiff-base counterion of the retinal chromophore. 
It has been shown that ground-state blue membrane contains two structurally-distinct retinal 
chromophores (13-ci.s and all-trans) [1,2]. The presence of two retinal isomers has been supported 
by resonance Raman (RR) spectra recorded from ground-state blue membrane [3,4]. It also has 
been reported that it is the all-frans retinal species that has a restricted photocycle while the 1 3 4 s  
has no photocycle [2]. RR spectra recorded fiom the blue membrane mixture (using cw laser 
excitation) have been used to identify marker bands for specific intermediates within the restricted 
all-frans photocycle [4]. 

0.41 " 
, ' , ' , ' I . , '  

1150 I200 1250 1300 1350 140 
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Fig.1 PWCARS spectrum of the ground state in 
the C-C stretching region.(*indicates band 
positions assignable to blue membrane that are 
previously unreported) 

The presence of two structural isomers in 
the blue membrane creates a variety of 
experimental and interpretative challenges. 
Chemical isolation of one of the species fiom 
the mixture is the ideal situation for finding 
the exact contribution of each to vibrational 
spectra, but this procedure has yet to be 
successhl. Alternatively, a high SM 
spectroscopic method such as picosecond 
resonance coherent anti-Stokes Raman 
spectroscopy (PWCARS) provides an 
opportunity to identie the spectral 
components assignable to each isomer [SI. 
The coherent interference of the CARS 
signals from each isomer creates an unique 
situation. A 35 nm shift between the 
maxima of the absorption spectra assignable 
to the two species causes the electronic 
phase factor of each to be different. The 

resultant PWCARS spectrum can be best fitted via third-order nonlinear susceptibility ( x 3 )  
relationships by assuming two vibrational phase groups for the observed bands. 

283 



2.EXPERTMENTA.L 

Two synchronously-pumped picosecond dye lasers are used to probe the blue membrane sample 
via the four-wave mixing technique, PWCARS. The 663-nm (7 ps FWHM) is selected to have a 
narrow bandwidth (a cm-') while the second laser operates over a broad (1 0 nm) wavelength range 
(centered either at 723 run or 736 nm) to provide access to the C-C stretching (1 100-1400 cm") and 
C=C stretching (1 3 50- 1650 cm-') regions respectively. Together, the two beams generate a 
broadband ( ~ 3 0 0  cm-') PWCARS signal by arriving simultaneously at the sample. The resulting 
signal is detected by a multichannel array camera after dispersion in a triple monochromator. 

3. RESULTS AND DISCUSSION 

* , . , . , . , ' , . I . .  ., 
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Fig. 2 PWCARS spectrum of the ground state in 
the C=C stretching region.(*indicates band 
positions assignable to blue membrane that are 
previously unreported) 

Previous studies have shown that the 
1 170-1200 cm-' region of the blue membrane 
vibrational spectrum is similar to that 
observed from a dark-adapted, native BR 
sample [3,4]. In general, the results 
described here confirm that conclusion, but 
specifically provide a more complete and 
detailed characterization. Fig. 1 shows band 
positions at 1183 cm-' and 1207 cm-' which 
have C-C counterparts in BR-548 [ 5 ] .  
Similarly, in the C=C region, the 1533 cm" 
band position (Fig.2) has its counterpart in 
the BR-548 spectrum. As importantly, there 
are several bands in both regions that have 
not been reported previously , but are 
evident here due to the high S / N  in the 
PWCARS data. A x 3  fit of these features 
demonstrates that two electronic phase 
factors are needed. The difference in the 

phase factors suggests that these bands originate from species with different chromophore structures. 
A wr.dengtli dependence study should provide a more detailed c;haracterization, by decreasing the 
contribution of one of the species relative to the other. An accurate fit of the ground state is essential 
for the next step, determination of the "K" intermediate of blue membrane. 
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A Picosecond Time-Resolved CARS Investigation on the 
Isotopically-labeled 15C,,-13C,, Bacteriorhodopsin 
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Bacteriorhodopsin (BR), the light driven proton pump, has been intensively under 
investigation since its discovery by Osterhelt 1973 [ 11. 

It is well established that the ground state of BR (BR-570) contains an all-tram retinal 
chromophore which, upon illumination, is believed to undergo isomerization to a 13-cis 
geometry as an early step in the room-temperature (RT) BR photocycle. There has been 
considerable disagreement among several authors, however, as to whether a 13-14(or 13-15)- 
dicis geometry of the retinal is involved either before or instead of the isomerization from all- 
frans to the 13-cis geometry [2,3]. Up to now, isotopic labeling at selected positions of the 
retinal together with resonance Raman (RR) and Fourier transform infrared (FTIR) spectra 
recorded from low (77 K) temperature (LT) BR samples have not been able to resolve this 
issue. LT vibrational data using cw or single pulsed excitation are either not able to detect 
transient species or may influence the structural properties of the transients. These 
experiments, therefore, are limited to approximate conclusions. The technique of picosecond 
time-resolved coherent antistokes Raman spectroscopy (PTR/CARS) has overcome these 
limitations [5]  to provide high signal to noise ratio data which permit the utilization of small 
quantities of BR e.g., isotopically-labeled samples. As part of a detailed analysis of 
several isotopically labeled BR samples [lo], results are presented here from BR where a 13C- 
label is located at both the C14 and C15 position. 

It has been shown recently that the PTR/CARS 
methodology can be successfully applied to BR and 
rhodopsin [4-71. The PWCARS spectra are 
recorded here in the spectral region from 1050 cm-' 
to 1400 cm-' (fingerprint) in H20 and D20 solvents 
in order to investigate changes of the C-C single 
bond stretching vibrations of the retinal. The Cl4- 

1182 
1172 

- - 
I150 - 

1101 - 
C,, stretching frequency is especially sensitive to Table 1: c c stretching frequen- 14- 15 the geometry of the retinal and the magnitude of ties according to model compound 
the shift of the C,,-CI5 band position from BR-570 calculations [9] 
to the intermediate K-590 is believed to be an 
indication whether the geometry is 13-cis or 13-14-dicis. Specifically the c14-c15 band 
position would be expected much lower in the former than in the latter geometry within this 
model (Table 1). Furthermore, deuteration should increase the C14-cl5 frequencies only 
slightly in the C14- tr~~~ ,  while in the C14-cis configuration it should increase substantially [9]. 
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The spectral results of the measurements of BR-570 and the excited-state mixture BR- 
57OK-590 in H,O (both probed with low energy pulses (<2 nJ>) are presented in Fig. 1. A 
detailed analysis of these 
isotopically substituted 
retinal data based on the 

third-order nonlinear 
fitting procedure is 
described elsewhere [ 101. 

While the BR-570 
spectrum is in very good 
agreement with the 
published RR data [8], 
there are significant 
changes observed in the 
RT PWCARS data of 
K-590 compared to the 
LT RR data (Table 2). 
There are three major 
bands found in the f3) 

analysis of the 
PTR/CARS data, while 
RR data contain only two 
bands [8,9]. Furthermore, 
PTR/CARS data 

Ranranshift [ m-l] 

Figure 1: Ground-state (BR) and 7 exited state (BR/K) spectra ofthe 
13C,4/13C,5 labeled BR sample. 

recorded from BR-570 in D,O show essentially no 
changes (except for the disappearence of the NH rock at 
1345 mi*) when compared to the BR-570 results in H,O 
(data not shown). The absence of changes is in agreement 
with LT RR data [8,9]. By contrast, a comparison of the 
respective spectra of the K-590 data (H20 vs D20) 

1 I70 

1189 

1167 

1187 

I- 1197 

Table 2: Selected C-C stretching 
fiequencies of the 13C14/13C15 BR: 
RR data from [8] and PWCARS 
data (this work) 

reveals substantial changes in the fingerprint region. These 
changes directly contradict LT RR data [8-101 (data not shown). 
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INTRODUCTION 
Oscillations in the kinetics of stimulated emission in bacterial reaction centers (RC) have 

previously been shown to reflect coherent nuclear motion in the P* excited state'[l,2], the 
precursor of physiological electron transfer (ET). The involved vibrational modes, that are 
activated by the P+P* optical transition, maintain phase correlations on the timescale of primary 
ET in functional RCs and are candidates for the modes that assist ET. The origin of the observed 
damping and information about the essentially unknown identity of these low-frequency modes 
warrants experiments on genetically modified RCs. Here we report experiments on 
chromatophores containing RCs of R. sphaeroides mutated at position M210 and L18 1, which 
are known to modify the electronic properties of the chromophore system. 

EXPEK'MENTAL 
Significant technical immovements have been imdemented. First. the data were collected 

with ;EG&G OMA4 CCD camera with a readout &me fast enough to allow shot-to- shot 
normalization (at 30 Hz) of the test and reference beam. This allowed determination of the time 
evolution of the entire stimulated emission band with a high signal to noise. Second, the probe 
pulse compression was improved and the probe pulse was essentially chirp-free (<20 fs) over 
a wavelength range of 80 nm. Both developments are especially advantageous for studying 
series of mutants with a priori unknown emission profiles. The experiments were conducted at 
10K, but coherence is also maintained for more than 1 ps at room temperature [3]. 

---d 

0 1 2 3 
Time (ps) 

Figure 1: Transient absorption kinetics at IOKprobed at 940 nm after excitation at 880 nm. 
1: wild Vpe. 2: Y M210 W mutant. 
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RESULTS AND DISCUSSION 
A series of single residu-mutants, at position M2 10 and the symmetry-related position L 18 1 

was studied. These mutations change the time scale of primary ET over about two orders of 
magnitude [4] without major structural changes in the vicinity of P. Figure 1 shows the kinetics 
of stimulated emission in WT and a mutant in which tyrosine M210 is replaced by tryptophan, 
where P* decays in several hundreds of picoseconds. Clearly the dephasing of the oscillations 
is substantially longer in this mutant and phase correlations are observed up to at least 4 ps. We 
stress that the observed damping may be (partially) due to the fact that a manifold of vibrational 
modes is activated. Therefore the observed damping time can only be considerd as a lower limit 
of the molecular vibrational dephasing time. The faster damping in WT RCs is can be ascribed 
solely to the depletion of the P* excited state, in which these coherent motions take place. 
Experiments on three other single-residu mutants, in which tyrosine M210 is replaced by leucine 
or histidine and where histidine L18 1 is replaced by tyrosine, displaying both faster and slower 
ET than WT (not shown) confirm this conclusion. The ensemble of results also confirm the 
previous assignment of the oscillations to excited state vibrational motion. 

Fourier transform analysis of the data in Fig. 1 and corresponding data for other mutants 
demonstrate that the frequencies of the coupled modes are not strongly modified by the 
mutations, indicating that these mutants influence merely the electronic parameters of the 
cofactor system (redox potentials and electronic coupling) but not the light-induced relative 
motions of the cofactors. 
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Structure-Function Relationship in Hemoglobin (HbI) from Lucinu pectinutu 
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Introduction 

Lucinapectinata is a bivalved mollusc that lives in sulfide-rich coastal sediments on the 
south-west coast of Puerto Rico and houses intracellular chemoautotrophic symbiotic bacteria 
which provide organic carbon to the clam. Lucina pectinata contains three different 
hemoglobins: Hemoglobins I, 11, and 111. Hb I, the monomeric sulfide reactive species has, in 
the ferric state, an extraordinary affinity for sulfide, with fast combination and very slow 
dissociation dynamics. The other two hemoglobins, Hb 11 and Hb 111, do not bind sulfide and 
are oxygen transport proteins. Hb I reacts with hydrogen sulfide and oxygen to form the ferric 
sulfide complex needed to transport the sulfide to the bacteria symbiont of the clam. Hydrogen 
sulfide is believed to be released to the bacteria upon formation of the ferrous protein by electron 
transfer from a still unknown reductant. Hb I is probably the only heme protein that carries its 
function in the hydrogen-sulfide bound ferric state and in the dioxygen bound ferrous state.I The 
X-ray crystal structure of Hb I in the ferric form recently obtained by Rizzi et aL2 L. pectinata 
Hb I has a histidine in the proximal position to the heme. However the distal position E7 has a 
glutamine residue instead of a histidine, just as in elephant myoglobin. In addition to the 
Gln64(E7) residue, HbI has the unusual Phe29(B10) and the unique Phe68(Ell) residues. 
Furthermore, HbI has an array of nearly parallel aromatic amino residues around the heme 
pocket. Thus, the ligand binding properties of Hb I may be influenced by the low distal pocket 
polarity resulting from the array of phenylalanyl residues surrounding the heme. Studies on 
monomeric hemoglobins, such as Hb I, with extreme hydrophobic heme pocket environments 
can provide useful models for heme proteins to answer questions such as: how does ligand 
selection occur? How do the heme pocket aromatic residues contribute or modulate the 
association and dissociation ligand rate constants?. 

Results and Discussion 

The FTIR spectroscopic measurements for the HbI-CO complex at room temperature showed 
two main heme-CO conformers at 1964 cm-' and 1939 cm-', respectively. These frequencies are 
not significantly dependent of the pH and solvent (H20/D20) exchange. The decomposed FTIR 
spectrum of the HbICO showed the presence of the A3 main conformer occurring at 1936cm" 
(61%), and a shoulder of & at 1960 cm" (30%). A minor component, the 
at 1950 cm-' (9%). The high intensity band of the HbI-CO complex is 8 cm-l lower in energy 
than the 1944 cm" found in SW-Mb. Since the distal histidine in heme proteins has been 
assigned the role of modulating the ligand reactivity towards the heme centers, it is not clear 

conformer occurrs 
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why the natural His64(E7)-+Gln substitution in HbI-CO complex showed lower vc0 frequencies. 
Positive electrostatic potentials, for example hydrogen bond or charged amino acids near the 
oxygen atom of the heme-carbon monoxide complex, stabilize the resonance structures of the 
FeCO moiety which mainly contribute to the formation of the AIy2 and A3  conformer^.^ 
However, these positive fields should be weaker for the glutamine residue in elephant Mb and 
HbI than for histidine residue and therefore can not explain the much lower vc0 frequencies 
observed in elephant Mb and HbI. The positive field increase due to a nearby phenyl multipole 
of a phenylalanine has been proposed to decrease the CO stretching frequency. Both elephant 
and HbI have a phenylalanine at position 29(B 10) and therefore show lower CO frequencies than 
SW-Mb which has leucine at that p~s i t ion .~  The single and double mutants with phenylalanine 
at positions 29(B 10) and /or 68 (E 1 1) show low VCO frequencies, but the triple mutant 
(His64(E7)+Gln64(E7), Leu29(B10)+ Phe29 (BlO), Va168(E1 l)+Phe68(Ell)) mimics HbI. 

Time resolved infrared spectroscopy was used to follow the 1939 cm-' conformer of the 
%IC0 moiety. The results showed that FeCO recombination time with a half-life of 25 ps. 
The rate constant for the recombination between HbI and CO was 8.33 pM%' . This value is 
higher than the rate constant reported for similar species and mutants. The HbICO association 
rate constant is in the order of magnitude of the recombination constant reported for the triple 
mutant of 3.1 pM%' using flash photolysis techniques. Nevertheless, a reported value of 0.78 
pM%' was determined previously for HbI using the same technique. Since time-resolved 
infrared spectroscopy is a more accurate technique in establishing the precise nature of the CO 
kinetics, our measurements suggest that a association constant of 8.33 pM"s" for the HbI and 
CO reaction is acceptable. This indicates that the triple mutant not only mimics the FeCO 
vibrational frequency, but also mimics the CO association rate constant. This suggests that the 
functionality of the Gln64(E7), Phe29 (BlO), and Phe68(E11) in HbI increases the CO 
association rate relative to SM-Mb which lacks this aromatic environment in the heme pocket. 
This indicates that the synergistic action of both phenylalanines accounts for the observed low 
CO frequencies of HbI. Therefore, it seems that the aromatic nature of the heme pocket in HbI is 
the main factor contributing to the observed conformers and ligand dynamics. 
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Rebinding and Concomitant Protein Relaxations of CO-Myoglobin 
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Myoglobin represents an ideal model system for studying protein dynamics, structural 
changes associated with ligand binding and structure-function relationship. It has been 
studied extensively by various techniques including W-vis spectroscopy, resonance Raman 
spectroscopy and infrared spectroscopy[ 1-31. 

Up to now there is little information available about more general structural changes 
during the rebinding of the ligand after flash photolysis, Le. about the structure associoated 
with the different conformational substates. In order to study this question, we used two 
techniques of time- resolved FTIR-spectroscopy : the step-scan technique was used to 
monitor ligand rebinding at ambient temperature with a time resolution of 500 ns, while the 
rapid-scan technique shows processes in the ms time range at low temperatures. 

Measuring FTIR-difference spectra in the whole spectral range between 2220 cm" 
and 900 cm-' enables us to obtain simultaneously information on different parts of the 
protein: there are the well known difference bands monitoring the ligand in free and bound 
state in the spectral range above 1900 cm-',. bands in the amide-I and amide-II region reflect 
possible alterations of the protein backbone in addition to those of amino acid side chains; 
further bands between 1300 cm-' and 1100 cm-l can probably be assigned to the heme ring. 

Fig. 1 shows results of our time-resolved measurements. The six difference spxtra 
on the right hand side were obtained with the step-scan technique. They represent the &..e 
of the molecule at different times after laser flash photolysis (we used a Nd:YAG-laser with 
a pulse energy of 5 mJ in a 7 mm diameter spot). One can clearly distinguish the CO- 
stretching band at 1945 cm-' with a sholder at 1965 cm-*. The slight increase of this band 
before the decay is probably due to a photoselection effect followed by rotational diffusion. 
This effect may also cause some alterations of the amide-I difference bands. The bands in 
the amide-I and amide-I1 region (1700 cm" to 1500 cm-') reflect alterations of the proteine 
backbone. Other caracteristical bands, assigned to the heme ring, appear in the spectral 
range between 1300 cm-l and 1100 cm". 

The rapid-scan measurements were performed at 85 K where the rebinding of the 
ligand is slowed down by several orders of magnitude in time. The five difference spectra 
on the left hand side in Fig. 1 reflect the rebinding of CO with a time resolution of 2 ins. 
In addition to the spectra at room temperature, the band of the photoproduct can be seen at 
2130 cm-'. In The spectra shown, the shoulder on the 1954 cm-l -band does not appear. This 
is probably due to the faster rebinding kinetic of the &-band [4], which can't be resolved 
with the rapid scan technique. Another property of these spectra is the change in the relative 
intensities of the bands in the amide-I region and the band at 1545 cm-'. The developement 
with time of all difference bands is caracterized by a decrease that doesn't change relative 
intensities. 
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Fig. 1 FTIR-difference spectra of horse MbCO at different times after laser flash photolysis with a spectral 
resolution of 4 cm", measured with the step-scan technique (right, 5 mmol solution of Mb in phosphate buffer, 
pH 7, at room temperature, on CaF, windows with 5 p  spacer) and with the rapid-scan technique (left, 7 mmol 
solution in 3: 1 v/v phosphate buffer/glycerol at 85 K) 

In order to investigate in more detail the above results and to complete the data, a number 
of addtitional experiments have to be carried out. Measurements of deuterated samples will 
help to reduce noise in the amide-I region and could be helpful to assign the observed 
difference bands. Further step-scan measurements shold clarify spectral differences of the 
protein in the conformational substates. Also the evaluation of the kinetics of the 
caracteiistical difference bands shold yield information about relations between structure and 
function of the molecule. Finally, measurements using myoglobin mutants could reveal 
spectral differences relative to wild type samples and also help band assignment. 
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A Comparison of Time and Frequency Domain Resonance Raman Spectroscopies in Triiodide 

Alan E. Johnson and Anne B. Myers' 
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Sanford Ruhman 
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Vibrational spectroscopy has traditionally been performed in the frequency domain. While 
there are many transient vibrational spectroscopies which use a pump pulse to initiate a 
photochemical reaction prior to the measurement of the transient spectrum, the spectrum is still 
obtained by frequency resolving the absorbed or emitted radiation. However, with the recent 
proliferation of lasers with pulses shorter than vibrational periods, true time domain vibrational 
spectroscopies have been developed. In particular, Resonance Impulsive Stimulated Raman 
Scattering (RISRS) is a time domain vibrational spectroscopy involving a single pump pulse and a 
single probe pulse. Both RISRS and spontaneous resonance Raman (RR) spectroscopies can 
provide information about the structure and dynamics of the resonant excited electronic state. 
While it is often assumed that RISRS and RR spectra are essentially equivalent, our work [ 13 and 
that of others [2] demonstrate otherwise. In this paper, we present experimental and 
computational compzrisons of the RISRS [3] and RR [4] spectra of the triiodide ion, which 
undergoes ultrafast photodissociation to the diiodide ion and an iodine atom. 

Figure 1 compares the experimental RR spectrum [4] (bottom) and the Fourier transform 
of the experimental degenerate RISRS signal [3] (top) for triiodide in ethanol at nearly identical 
excitation wavelengths. The RR spectrum is dominated by a progression in the symmetric stretch 
and also shows some antisymmetric stretch activity. The RISRS spectrum is dominated by the 
fimdamental of the symmetric stretch and does not show overtone or antisymmetric stretch 
activity. The RR symmetric stretch linewidth also appears to be about a factor of two broader 
than the linewidths in both the RISRS spectrum and the preresonant spontaneous Raman 
spectrum. Extensive numerical simulations of RR and RISRS spectra using a common model 
indicate that the suppression of overtones and combination bands in the RISRS spectra is a 
general feature of two-pulse RISRS spectra and that it is not due to limited bandwidth or limited 
time resolution in the experiment.[ 11 This suggests that the seemingly large vibrational linewidths 
observed in the RR spectrum could be due to unresolved combination bands with low frequency 
solvent modes that are excited on resonance. This type of combination band has been resolved in 
the resonance Raman spectrum of ozonide in water. [5] 

Figure 2 shows the dependence of the calculated RR (bottom) and RISRS (top) lineshapes 
as a fbnction of the number of initial vibrational states populated (solid: ground vibrational state 
only; dash: assumes a temperature of 150K and includes ali states with energy < 261 cm-') 
assuming that the solvent contribution to the spectrum can be modeled as a single low frequency 
(10 cm-') harmonic oscillator with a linewidth comparable to the frequency. As the number of 
initial states included in the calculation is increased, the linewidth in the RISRS spectrum stays 
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almost constant, but the linewidth in the RR spectrum is seen to increase dramatically, due to 
contributions fiom the solvent mode. 

Upon initial inspection, the resonance Raman spectrum seems to  contain much more 
information, especially about the higher overtones of the triiodide symmetric stretch. In contrast, 
the RISRS spectrum is dominated by the symmetric stretch hndamental. At other laser 
wavelengths, the resonance Raman spectra look similar to the spectrum shown here,[4] but the 
calculated RISRS spectrum can show overtone activity, sometimes even in the absence of 
fundamental activity. [ 11 In general, the spontaneous resonance Raman spectrum contains all of 
the possible vibronic transitions, weighted by the appropriated Franck-Condon and thermal 
factors. The RISRS spectrum is a subset of this spectrum that has been projected out by the 
spectral and temporal properties of the pump and probe pulses. In the current case (60 fs pulses 
at 308 nm) the RISRS spectrum is dominated by the hndamental of the symmetric stretch at 112 
cm". The same vibronic information is potentially available in both experiments. However, 
interpretation of the frequency domain data may be clouded by the presence of many overlapping 
transitions, while in the time domain, high overtones may be difficult to excite in a simple two 
pulse experiment. 
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Optical-Heterodyne-Detection of Polarization-Selective 
Impulsive Stimulated Raman Scattering Responses by Liquids 

Yong Joon Chang, Peijun Cong and John D. Simon 
Department of Chemistry and Biochemistry & Institute for Nonlinear Science 

University of California, San Diego 
9500 Gilman Drive, La Jolla, CA 92093-034 1, U.S.A. 

The study of intermolecular interactions in the condensed phase is important for determining 
the medium's role in affecting the dynamics of a chemical reaction. In this regard, the use of 
time-resolved third-order nonlinear spectroscopic techniques such as polarization-selective 
transient grating impulsive stimulated Raman scattering (TG-ISRS) [ 11 and optical-heterodyne- 
detected Raman-induced Kerr effect (OHD-RIKES) [2] have been quite fruitful in studying the 
intermolecular dynamics in liquids. 

An important advantage of OHD-RIKES is that the heterodyne-detection allows the 
measurement of the optical signal that is linearly proportional to the material nonlineqr 
susceptibility response, xC3'( t); TG-ISRS measures the signal that is proportional to ]x'"( t)l . 
The linear signal detection allows the separate measurement of the real (dispersive) and 
imaginary (absorptive) parts of ~ ( ~ ' ( t ) .  The distinct advantage of TG-ISRS technique over 
OHD-RIKES is that the former is able to probe different x '~ '  tensorFlements t y  the choice2 of 
polarization combinations of the pump and probe fields (Le., Ixf:{,(t)l , Ixi:k2(t)l or Ix:;{,(t)l in 
isotropic medium); OHD-RIKES can only measure the depolarized component (Le., xi::,( t)) 
because of the cross-polarization geometry used for this experiment. 

The advantages of the two techniques have been brought together by the implementation of 
OHD in the TG-ISRS experiment [3]. This was achieved by introducing a Mach-Zehnder 
interferometer [3(b)] to the standard TG-ISRS experimental set-up to provide a local oscillator 
field, El,, that can interact coherently with the ISRS signal field, Es. Using phase-sensitive 
detection, the intensity linear in the signal field, Re(E, -E;,), and therefore linear in x ' ~ '  is 
measured. By controlling the relative phase relationship between E, and El, using a piezoelectric 
transducer, it is possible to selectively measure the real and imaginary parts of an arbitrary 
tensor element in either the time- or frequency domain. By coherently interfering the diffracted 
TG-ISRS signal with either the in-phase or 180" out-of-phase local oscillator, the real part of 
~ ( ~ ' ( t )  is selectively measured; the imaginary part is measured through interfering with the 90" 
out-of phase local oscillator. 

The in-phase heterodyne-detected and homodyne-detected x::;, (t) are compared for the 
liquids CS2 and benzene in Figures 1 and 2, respectively. As expected from the linearization of 
the ISRS signal, the relaxation times obtained from the single exponential decay fit of the long 
time rotational diffusion response differ by a factor of two between the heterodyne- and 
homodyne-detected ISRS responses. We are currently investigating the relationship between the 
polarized and depolarized components of f 3 )  responses to obtain a more complete picture of the 
molecular interaction potential that governs the ultrafast motions observed in these liquids. 

By being able to independently measure the compiementary polarized and depolarized 
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Figure 1. Comparison of heterodyne- and 
homodyne-detected TG-ISRS responsss for 
CS,. The solid lines are single exp. decay 
fits to the long time rotational diffusion 
response. The calculated time constants are 
1.3+/-0.1 ps and 0.7+/-0.1 ps for heterodyne- 
and homodyne-detected responses, respectively. 
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Figure 2. Comparison of heterodyne- and 
homodync-detected TG-ISRS responses for 
benzene. The solid lines are single exp. decay 
fits to the long time rotational diffusion 
response. The calculated time constants are 
1.9+/-0.1 ps and 1 .O+/-0. 1 ps for heterodyne- 
and homodyne-detected responses, respectively. 

components of the linearized material nonlinear optical response using OHD-TG-ISRS, a more 
comprehensive picture of molecular motions that occur in liquids and their effects on chemical 
reactivity should be attainable. The technique OHD-TG-ISRS promises to be an important 
spectroscopic tool for studying the details of molecular interactions that shape the overall 
condensed phase solution dynamics. 
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Direct Measurement of Polarized and Depolarized Raman Spectral Densities of Liquids 
using Femtosecond Stimulated Raman Gain Spectroscopy 
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Intermolecular interactions in the condensed phase give rise to collisional as well as dielectric 
friction that directly affect phenomena such as electronic/vibrational dephasing, energy flow, 
molecular diffusion, and chemical transformation. Traditionally, the low-frequency 
intermolecular motions in liquids have been studied using frequency-domain spectroscopic 
techniques such as spontaneous Raman scattering, far-infrared absorption, and microwave 
absorption. Recently, techniques such as femtosecond optical-heterodyne-detected Raman- 
induced Kerr effect (OHD-RIKE) [ 11 and frequency-resolved stimulated Raman gain (SRG)[2] 
have provided additional means to directly obtain highly accurate depolarized or anisotropic 
component of the low-frequency spectral density. 

In addition to the depolarized part of the intermolecular spectral density, it is desirable to be 
able to also accurately measure the complementary polarized spectral density. The critical 
comparison of these two spectral densities will give detailed insight into the nature of the 
intermolecular motions in terms of the underlying liquid structure and symmetry. Unfortunately, 
very little attention has been given to making these comparisons mainiy because of the difficulty 
in accurately measuring the polarized part of the intermolecular spectrum. 

We demonstrate the ability to directly obtain both the polarized and depolarized 
intermolecular Raman spectral densities using the electronically off-resonant, time-resolved 
stimulated Raman gain (TR-SRG) spectroscopy. The two-pulse TR-SRG measures the transient 
response of the imaginary part of molecular third-order nonlinear susceptibility, Im[x‘”(t)], 
following the impulsive stimulated excitation of the low-frequency Raman modes by a 
broadband, femtosecond pump pulse. By setting the polarization of the pump and probe beams 
to be parallel or perpendicular, the polarized ( Im[x,(iI, (t)]) or depolarized ( Im[x:i&(f)]) TR-SRG 
response can be selectively measured. A related technique, transient grating impulsive 
stimulated Raman scattering (TG-ISRS) [3], can also measure the different third-order 
susceptibility tensor element responses. Because TG-ISRS measures the squared modulus of 
~ ‘ ~ ’ ( t ) ,  the real and imaginary parts cannot be separated and the spectral densities cannot be 
routinely obtained. Recently, we have implemented optical heterodyne detection in the TG-ISRS 
experiment [4]. This enables the selective measurement of either the real or imaginary part of 
the zc3)(t) molecular response. The attraction for TR-SRG in comparison to OHD-TG-ISRS is 
the simplicity of the former experiment. 

The polarized ( Im[x::;, (t)]) and depolarized (Im[~&(t)])  TR-SRG responses for the liquids 
CS2 and benzene are shown in Figures 1 and 2, respectively. In Figure 1, the inertial lag of the 
nuclear responses with respect to the instantaneous electronic response (limited by the pump- 
probe cross-correlation full-width, half maximum of -30 fs) is clearly observable. It is also 
interesting to note that the sign of the nuclear response reverses with respect to the electronic 
response in going from the polarized to the depolarized Im[~‘~’(t)]. This sign relationship was 
also observed previously by Minoshima et al. [5] in  liquid CS2 using a femtosecond 
interferometric method. Using the data presented in Figures 1 and 2, the polarized and 
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depolarized intermolecular spectral densities can be directly obtained through a Fourier- 
transformation/deconvolution procedure. Preliminary results indicate that the profiles of the 
polarized and depolarized spectral densities are very similar if not identical within our 
experimental error for the liquids CS2 and benzene. This indicates that the intermolecular modes 
probed in these liquids are mostly anisotropic in nature. Similar experiments are being carried 
out for a class of more structured, hydrogen-bonding liquids to compare the complementary 
intermolecular spectral densities. 
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With femtosecond laser pulses, it is now possible to impulsively excite all of Raman-active 
intermolecular dynamics in a liquid sample. By using the femtosecond optical-heterodyne 
detected, Raman-induced Kerr effect spectroscopy (fs-OHD-RIKES) experiment, we have 
studied the intermolecular dynamics of toluene, benzyl alcohol, benzonitrile, cyclohexane, and 
methylcyclohexane in both the time and frequency domains [I]. The intermolecular dynamics 
may be broadly categorized as inertial, or underdamped motions, or diffusive, or overdamped 
motions. The underdamped motions include the intermolecular collisions, inertial rotations, and 
libration caging motions arising from torques caused by strong intermolecular electrostatic 
interactions. The slower diffusive motions that we observe are reorientational motions with the 
characteristics of Brownian motion. Because of the high signal-to-noise inherent with all OHD 
techniques, and because the OHD-RIKES signal is linear in the molecular response, we can 
analyze the third-order molecular response in both the time and frequency domains via Fourier 
transformation. The measured fs-OHD-RIKES birefringence transients for the five liquids are 
shown in Figure 1 over a four picosecond time window. 
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In all of the five liquids, a slower diffusive relaxation is observed on time scales ranging from 
1.5 ps in cyclohexane to 63 ps in benzyl alcohol. Though the five solvent molecules are similar 
in shape and volume, their diffusive reorientation times are related not only to symmetry, but are 
more strongly correlated with the intermolecular electrostatic interactions. Though methylcyclo- 
hexane and toluene have the same molecular symmetry and are of a similar volume, the longest 
time constants for diffusive relaxation are 2.64 ps and 5.90 ps, respectively. 

The frequency domain representation of the time domain OHD-RIKES data are shown in 
Figure 2. In the aromatic liquids, we observe intramolecular bending modes at about 200 cm-1, 
and a librational feature at about 70 cm-1 arising from strong intermolecular dipolar and quadru- 
polar interactions. The librational feature is absent in the cyclohexanes, as there are no strong 
intermolecular forces present in these non-polar liquids. Instead, a collision-induced band is 
clearly observed in cyclohexane and methylcyclohexane, peaked at about 40 cm-I. The sharp 
Lorentzian peak near 0 cm-1 observed for the aromatic liquids corresponds to the long rotational 
diffusion dynamics. This same feature is significantly broadened in the cyclohexanes because of 
the much shorter rotational diffusion time constants. 

To further understand the isolated molecule structure and electrostatic properties of these five 
liquids, ab inirio molecular orbital calculations were carried out at the restricted Hartree-Fock 
level of theory, followed by a density functional correction for electron-correlation and electron- 
exchange, using the 6-3 1G** basis set. To briefly summarize the results, we find that even in the 
most strongly dipolar liquid studied, benzonitrile (p-4.0 D), that the electrostatic interactions are 
dominated by quadrupole-quadrupole interactions. Thus, the similarities in the librational line- 
shapes fitted for toluene, benzyl alcohol, and benzonitrile, should not be surprising. 

The polarizability autocorrelation function, ca(t)a(O)>, was also generated for each liquid 
from the OHD-RIKES data. Utilizing the relationship between the dipole and polarizability 
correlation functions provided by the Gaussian Librational Caging model [2] and the connection 
between the reorientational dynamics of solvent molecules to solvation dynamics provided by 
the theoretical treatment of Maroncelli et al. [3], the solvation time correlation function, C,(t), 
was generated from OHD-RIKES data for liquids toluene, benzonitrile and benzyl alcohol. In all 
three cases, we observe a bimodal C,(t) response that contains the fast, inertial Gaussian-like 
relaxation and the slower, diffusive exponential response. For more than 100 relevant citations, 
and a much more detailed presentation, please see reference [I]. 
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Effect of pliotoisomerization 011 electronic and vibrational dephasing 

A. Kutn~i~row, A. Lau, L. Daliiie 
(Max-Boni-histitiit f i r  Niclitlirieare Optik und Kurzzeitspektroskopie, Rudower Cliaussee 6,  

D- 12474 Berlin, Geiinatiy) 

1. INTRODUCTION 
hi this paper we study optical depliasiiig of excited states by iucoliereiit light tecliniques. Poly- 

riietliirie dyes like all-~r.~/~~-bis-diiiietliylaniirio-liej~taiiietliiiiiiiiii are well known to isomerize upon 
pliotoexcitatioti into tlie lowest excited electroriic level of the pareiit ~i~olecule leading to meta- 
stable pliotoisoniers (most likely 2,3 mono-cis-lieptainetliiiie is formed [ l I). Pliotoexcitatiori was 
performed on the short waveleiigtli side of the absorptioii band of the pareiit molecule to avoid 
back-traiisfoIuiatioii of the pliotoisoiner. Tlie time interval between depltasiiig ineasuremetit arid 
the pliotoisoi~ieiization pulse was varied fioiu 411s (i.e. partial teniporal overlap) up to 2 0 ~ s .  

2. EXPERIMENT AND DISCUSSION 
Electroiiic depltasing was studied by forced light scalleriig (FLS) [2,3]. The waveleiigtli of 

the broadband laser used iii FLS was varied between 508 iiin and 585 iiin on the long waveleiigtli 
side of the absorptioii batid of the pareiit molecule (Fig. 1). For the relatively low dynamic range 
of measureinent available for experimeiits in the wings of tlie absorption bands, the formal de- 
scription with a Gaussian lineshapiiig fwictioti g(t)=exp(-AG2t2/2) suffice, were A(; is tlie modula- 
tioii stretigth. From time-resolved decay curves of the diffracted intetisity, A(; was deduced by 
decoiivolutiori (results giveti in Fig. I ). Decreasing modulation strerigtli i s  fourid for iiicreasiiig 
waveleiigtli of the broadband laser, for the paretit molecule a s  well a s  for the photoisonier. There 
was no iiifluerice of delay afler the yliotoisomeiizatioti pulse withiti error bars of *2THz, indicat- 
iiig that a pliotoisomer, wliicli is stable for rnicrosecoiids, behaves iiiucli like stable molecule. 

wavelength (nm) 

Figure I :  
Absorption spectra of 
all-rrarts-lieI>taiiiethine 
(yareat molecule) and 
its pliotoisorner (clie- 
mica1 structure shown 
as inset). Tlie numbers 
plotted 011 the absorp- 
tion curves give the 
measured A, (modu- 
latioil strength) in T€Iz 
measured at that puinp 
laser wavelength. 
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The same behaviour is observed in vibrational dephasiiig. A cliaracteristic vibration of the 
pliotoisomer is tlie 1072 cm-' mode, wlrich is formed immediately after pliotoexcitatiotl of tlie 
parent molecule [I]. Vibrational dephasing was studied by interferometi.ic coliereiif anti-Stokes 
Raman scattering (I-CARS, [4]). We were able to fit tlie time-resolved dephasing of the vibra- 
tion, measured by I-CARS, with the same inolecular parameters (complex susceptibilities) as 
used for frequency-resolved scaiiriing CARS, taking exponeiitially damped fiuictiotis for I-CARS 
aud Loreiitzian line shapes for scatining CARS (Fig. 2); the depliasing time was 7',=0.7 ps for 
v, = 1072 cni' and T,=0.9 ys for v, = 1122 cid'. Tlus indicates a lioniogetieously broadening of 
the Ratnaii lbies. 

It cau be coiicluded that the pliotoproduced isomer behaves siitiiiarly as the parent molecule. 
The increased modulation strength at tlie same wavelerigtli can be explained with tlie redsliiit of 
the absorption band. The iiew vibrational iiiode at 1072 ciii-' is tlie result of the modified molecu- 
lar structure, but its Rauiari line seem to be homogeneously broadened as are tlie lines of the 
parent nioIecule [ 5 ] .  
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Figure 2: 
I-CARS detunitig oscillation 
of the pliotoisonier for 
vibrational modes between 
850 CUI-' aiid 1140 cm-' 
(scanning CARS spectrum 
sliowi as inset for compari- 
son): ~>uiny laser: 585 mi 
(FWHM 10.2 nm); Stokes: 
62 I nrn; iiarrowband detec- 
tioti wavelength 550.57 nm; 
by 50 11s advanced isomeriz- 
ing pulse: 480 nm. Solid 
lilies are fits to the I-CARS 
and the scanning CARS ex- 
1) erimeii t using iden tical 
molecular parameters. 



Time-Resolved Higher Order Nonlinear Spectroscopy in Liquids: Overtone 
Vibrational Dephasing 
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1-N TI 
Vibrational spectra in solution are sensitive probes for intermolecular interactions and 

microscopic dynamics in liquids [1,2]. Dependences of vibrational band widths and peak 
frequency shifts on physical parameters such as density and temperature have been investigated to 
study microscopic details of liquids [2] .  A vibrational quantum number is another important 
degree of freedom to investigate solvent effects on vibrational transition and dephasing [3-71. 
Although analysis of spectral profile of the overtone would give more detailed information, such 
approach has been rather limited and the alteration of the spectral width has been a subject of 
discussion because of a relatively low signal level of the overtone signal, non-negligible 
contribution of the slit width to the spectral shape, so on. 

overtone (v=2) as well as fundamental in liquids with a good signal-to-noise ratio under non- 
resonant condition using femtosecond pulses. This method allows one to compare experimental 
results and theoretical predictions of the vibrational dephasing in a quantitative level. 

In this work we have developed a technique to observe time-profiles of vibrational dephasing of 

,RESULTS AN D DISCUSS ION 
Figure 1 (a) shows a dephasing of the overtone mode of the C-D stretching of CD3I together 

with that of the fundamental. Two femtosecond pulses centered at 592 nm, kl and kp, and one 
picosecond pulse at 679 nm, ks, are focused into the sample to generate fifth order response from 
the liquid, which corresponds to the overtone dephasing signal, kv=2. This signal appears at an 
angle which satisfies the following phase-matching condition; 

The signal is identified as an overtone signal from its right power dependences on the femtosecond 
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Figure 1. Time-profiles of vibrational dephasing of overtone and fundamental bands of (a) the C- 
D stretching of CD3I and (b) C=C stretching of C12C=CC12. 
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(third order) and picosecond (second order) pulses and its right wavelength at the maximum 
intensity of the scattered light. Since the spectral width of the femtosecond pulse is enough broad 
(-200 cm-I), the v=2 level can be coherently excited by this method even there is an 
anharmonicity. The polarization condition of the pulses and the signal is chosen so that the 
fundamental signal is rotational free. The intensity of the overtone dephasing is three to four- 
orders of magnitude weaker than that of the fundamental. Another examples for the overtone 
dephasing is shown in Figure l(b) for the C=C stretching of C12C=CC12. These vibrational 
modes are carefully chosen so that any combination bands do not contribute to the signal. 
Possible quantum path ways to generate the overtone signal based on the fifth-order nonlinear 
process are shown in Figure 2. 

The time profiles of both the fundamental and overtone dephasing are analyzed in terms of a 
couple theoretical models based on the stochastic theory developed by Kubo [9]. For example, 
one of them is a one-stochastic-mode model which assumes that the time correlation function of 
the deviation of the vibrational frequency from the average value, A(t), can be expressed by an 
exponential function, 

<A(O)A(t)> = D2exp(-t/z). 

Then, the time profile of the n-th overtone is given by [5] 

I(t;n) = exp{-2n2D2n[l - zit[] - exp(-tfz)]}] .  (3) 

This expression predicts that a vibrational band 
width of n-th overtone is proportional to n2 in 
rapid modulation limit ( D z  << 1) and to n in the 
static limit ( 0 2 ~  l), and has been used to interpret 
dependences of vibrational band widths on the 
quantum number [4,5,7,8]. However, we have 
found that there is no set of parameters, D and z, 
which simultaneously reproduces the observed 
time-profiles of both the fundamental and overtone 
dephasing. This result indicates that to describe 
the vibrational dephasing accurately we may need 
to consider more complicated effects such as 
anharmonicity, population relaxation, so on. 

1 
Figure 2. Possible quantum pathways for the 
overtone signal. 
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Picosecond Anti-Stokes Studies of Intramolecular Vibrational 
Redistribution in Solution 
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INTRODUCT'TO N 

Time-resolved emission studies of trans-stilbene(tS) and several of its derivatives have 
provided insight into the dynamics of intramolecular vibrational redistribution (IVR) in the S 1 
state under isolated conditions [ 11. At sufficiently high vibrational energy, the IVR process is 
dissipative with the microcanonical rate given by the Golden Rule expression, 
k(E)=22c<V*>p(E), where <V2> is the average anharmonic coupling between the initially 
populated level and the "dark" continuum and p(E) the density of vibrational levels that are 
effectively coupled to the "bright" state. In solution, solute-solvent interactions result in the 
eventual loss of excess energy to the solvent [2]. Several recent picosecond Stokes studies of 
vibrational cooling of tS have shown that the S 1 state thermally equilibrates with the solvent on 
the 10-15 ps timescale [3-61. In addition to its usefulness as a probe of the longer timescale 
cooling process, time-resolved resonance Raman scattering also provides a mode-specific probe 
of the IVR process. Here we present anti-Stokes studies of S i  tS and its torsionally-constraied 
derivative, 2-phenylindene (2-PI), which address the role of solute molecular structure, 
specifically large amplitude torsional motion, on the rate of TVR in solution. 

EXPERIMENTAL 

The resonance Raman spectrometer used in our studies has been described previously [3]. The 
pump and probe pulses ( 1-2 ps duration) are the second harmonic and fundamental of a 
modelocked dye laser amplified at 1 kHz in a multi-pass dye cell pumped by a diode-pumped, Q- 
switched Nd:YLF laser. The samples (5mM) were contained in a rotating cell at 295 K. 

RESULTS AND DISCUSSION 

The S 1 states of tS and 2-PI were prepared by pumping either -1600 cm'l or -3200 cm-l 
above the electronic origin, which is near resonant with the v'=l or v'=2 level of the strongly 
Franck-Condon active C=C mode seen in both the absorption spectrum and S 1 Stokes spectrum 
of botn moiecules (71. In the case of 6, this mocie is primarily ethylenic stretching motion (V7). 
Fig.1.a.-b. shows anti-Stokes spectra of tS and 2-PI in hexane as a function of delay time after 
pumping with 3200 cm-1 of excess vibrational energy. In the spectra of tS, we see substantial 
changes in the intensity of the C=C band at 1570 cm-1 during the first few ps. An intensity 
analysis has shown that these changes are inconsistent with the cooling of a thermalized 
molecule, strongly suggesting the short time spectra reflect the IVR process [8]. The absence of 
anti-Stokes scattering in  the C=C region of 2-PI suggests that IVR in this system is considerably 
faster than in tS, even though constraining the C=C and C-phenyl torsional motion substantially 
reduces p(E) at a given energy. Anti-Stokes spectra of tS obtained by pumping with 1600 cm-l 
of excess energy are shown in Fig. 1.c. The relative intensities and timescale of IVR are similar to 
the those obtained by pumping 3200 cm-1 above the origin, providing further evidence that the 
spectra at short times reflect nonthermal vibrational dynamics. 
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It is interesting to compare our results with those of Zewail and co-workers [ 1,9]. The IVR rate 
in tS at 1600 cm-1 in solution, -(4 ps)-l, is an order of magnitude faster than that observed under 
isolated conditions when pumped in a similar energy range. In addition, the effect of solute 
structural rigidity on the IVR rate in solution is op osite to that seen in the gas phase. Banares, 

compared to 33 ps for tS pumped with only slightly higher energy (1241 cm- ). Though the 
modes pumped in these two studies are different, we expect, based on previous studies [ 11, that 
the gas phase results would be qualitatively similar at higher energies. The faster IVR rate for 2- 
PI compared to tS in solution may be the result of increased anharmonic coupling as a result of 
constrained torsional motion. Alternatively, this effect may be the result of solute-solvent 
interactions. Fluctuations of solute energy levels induced by solvent collisions may be more 
efficiently transferred through the more rigid structure resulting in faster dephasing of the 
initially localized excitation. We are currently carrying out similar studies on a series of 
substituted napthalenes in various solvent environments to test this latter hypothesis. 

P et.al.[9] found that IVR in 2-PI pumped 1193 cm- f above the origin was com lete in 280 ps 

-800 -1200 -1600 -800 -1200 -1600 -800 -1200 -1600 
Wavenumber (cm-') 

Fig. 1. Anti-Stokes spectra at the indicated delay times. a. tS in hexane; 292 nm pump, 584 nm 
probe. b. 2-PI in hexane; 296 nm pump, 592 nm probe. c. tS in methanol; 305 nm pump, 610 nm 
probe. 
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Mode-Selective Vibrational Energy Redistribution in Model Fe Porphvrins 
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I 

2 

Vibrational energy redistribution may be important in regulating the function of hemes and related 
macrocycles. Recently, vibrational coherences have been observed in biological systems, including bacterial 
photosynthetic reaction centers [I], rhodopsin [2], and heme proteins [3]. These observations lend credence to the 
idea that the initial vibrational energy dynamics may affect the outcomes of biologically relevant reactions. 

Iron porphyrins are good subjects for study of intra- and intermolecular energy relaxation. These molecules are 
the active sites of enzymes with a variety of functions, and often their catalytic behavior can be photoinitiated. In 
addition, their large optical cross-sections make analysis by absorbance and resonance Raman scattering feasible. In 
these experiments, a steady-state approach is used to generate and detect a non-thermal vibrational energy 
distribution in the electronic ground state of Fe" octaethyl porphyrin - (2-methyl imidazole) (FeOEP-2MeIm) by 
exposing molecules to fairly intense nanosecond laser pulses in resonance with the Soret electronic transition. 
Interpretation relies upon a rapid (< 5 ps) recovery of the electronic ground state. Considerable evidence indicates 
that five-coordinate, high-spin iron porphyrins return to the ground state via non-radiative decay processes with 
appropriate rapidity [4]. The ratio of anti-Stokes to Stokes scattering intensities is used to probes the populations of 
porphyrin modes. If the 'temperature' is not the same for all modes, then the system is not at thermal equilibrium. 

Transient resonance Raman experiments previously revealed a non-Boltrmann vibrational energy distribution 
among heme normal modes in deoxyhemoglobin and protoporphyrin IX-(2MeIm) [5]. Our studies on five- 
coordinate iron porphyrin model compounds have been extended to Fe"0EP-2MeIm in CH,Cl,. Flux-dependent 
anti-Stokes peak positions, Stokes and anti-Stokes linewidths, and anti-Stokes:Stokes area ratios are found for some 
modes (v4, v3, 1259 cm-') but not others (v,) (Figure 1; Table 1). Under our incident flux conditions the solvent 
band (704 cm-I) is unaffected by increasing laser flux, and we observe no evidence of ground state saturation. We 
interpret these data to indicate that we are indeed monitoring vibrational energy relaxation on the ground electronic 
surface, and that this non-Boltzmann vibrational energy distribution persists for > 5 ps in this system. 

We previously reported that six-coordinate, low-spin iron porphyrins (PPIX-(Im),) respond in the same manner 
to laser flux as do five-coordinate, high-spin species. However, in studies of Fe"OEP-(Im)l we observe that the 
response of the spin-state marker band v3 to increased laser flux suggests photolysis of one ligand. As the flux is 
increased, the intensity of a -1465 cm" component grows relative to that of a -1490 cm-' band. Also, v., broadens 
to lower frequency. These results suggest that our previous conclusions were in error. We now conclude that our 
results are most consistent with efficient photolysis of the six-coordinate species, and generation and detection of a 
non-Boltzmann vibrational energy distribution within the newly created five-coordinate, high-spin species, 
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The Structure of Psoralen Triplet States: 
Time-Resolved Infrared Spectra and Quantum Chemical Calculations 

John P. Toscano, Christopher M. Hadad, Matthew S. Platz, and Terry L. Gustafson 
Department ofchemistry, The Ohio State University, 120 West 18th Avenue, Columbus, OH 43210 

Tetsuro Yuzawa and Hiro-o Hamaguchi 
Molecular Spectroscopy Laboratory, Kanagawa Academy of Science and Technology, 

KSP East 301, 3-2-1 Sakato, Kawasaki 213, Japan 

Psoralens have been widely used as photosensitizers in photochemotherapy of a variety of 
skin diseases, including psoriasis and vitiligo. Unfortunately, such treatment often results in harmful 
side effects, such as erythema, edema, and hyperpigmentation. [ 11 The photochemotherapeutic 
action of these molecules is thought to arise from the formation of cyclobutane type adducts with 
pyrimidine bases of DNA and/or from the formation of singlet oxygen.[2] For this study we have 
focussed on the structure of the triplet states of two psoralens, khellin and visnagin. Of particular 
interest is the role ofthe solvent on the 
photophysics of these systems. The QCH3 F) 
photobiological activity ofthe psoralens 
may vary considerably depending on 

address this issue we have obtained the 
time-resolved infrared spectra of the 
triplet states of khellin and visnagin in 
benzene, CD,CN, and CD,OD. 

C H; the local environment. In order to K o M 0 A  

Visnagiii 

The experimental approach that w 
using the time-resolved infrared 
apparatus developed by Yuzawa et 
al. [3 J For these experiments we used 
an excitation wavelength of 262 nm 
(20 pJ/pulse, 190 Hz). The sample 
concentrations were ca. 10 mM. The 
spectra were obtained over the region 
from 1800 to 1100 cm-I. We kept the 
sample free from oxygen by bubbling 
the sample with Ar gas in a sealed 
flowing sample cell. The ground state 
and triplet state spectra of visnagin in 
CD,CN are shown in Figure 1. The 
triplet spectrum was obtained by 
adding a fraction of the ground state 
spectrum to the raw difference 

hav aken is to ob ain the 

bCHj  

Khellin 

ructure of the triplet at S 

1800 1700 1600 1500 1400 1300 1200 1100 

Wavenumber 

Figure 1: The infrared spectra of the ground and triplet 
states of visnagin. 

311 



spectrum that is obtained in the 
measurement. All of the triplet state 
bands exhibited the same time 
dependence, with a lifetime ofca. 1 p. 
We verified that the spectrum was the 
triplet by observing a reduction in the 
lifetime when the solution was 
saturated with oxygen. In Figure 2 we 
show the ground state and triplet state 
spectra of khellin in CD,CN. The 
ground state spectra vary only slightly 
in the different solvents. The triplet 
state spectra of khellin and visnagin in 
benzene and CD,CN are nearly 
identical, but the triplet state spectra 
exhibit large band shifts in CD,OD. 

1800 1700 1600 1500 1400 1300 1200 1100 
Wavenumber 

Figure 2: The infrared spectra of the ground and triplet 
states of khellin. 

We have utilized semi-empirical and nb iiiitio molecular orbital calculations to rationalize 
some of the experimental results for visnagin.We have calculated the ground state geometries of the 
different rotamers ofvisnagin with the AMI, PM3, and restricted Hartree-Fock (HF) levels using the 
STO-3G and 6-3 1 G* basis sets. The AM1 and PM3 calculations are inconsistent with our ab initio 
results for the most stable ground state conformation of visnagin. The experimental ground state 
vibrational frequencies of visnagin are satisfactorily reproduced at the RHF/6-3 1 G* level after 
application of the usual scaling factors. We have begun to examine the triplet states ofvisnagin at the 
unrestricted HF (UHF) and restricted open-shell HF (ROW) levels using both the STO-3G and 
6-3 1G* basis sets. Our preliminary results thus far indicate that the carbon skeleton of visnagin is 
non-planar in the triplet state. This asymmetric distortion will have important ramifications in the 
TRIR experiments. We are also beginning to probe the unusual solvent effects on the ground state 
vibrational frequencies via nb iiiifio calculations with the self-consistent reaction field (SCRF) 
method. These calculations are now in progress. 
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A Computational S tudy  of Many-Dimensional Quantum 
Energy Flow and Localization: Spectra and Dynamics 

Sarah A. Schofield and Robert E. Wyatt 
Department of Chemistry and Biochemistry and Institute for Theoretical Chemistry 
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and 
Peter G. Wolynes 

Department of Chemistry 
University of Illinois, Urbana-Champaign 

Urbana, 11. 61801 

Knowledge of intramolecular energy flow is central to a comprehensive understanding 
of rates and microscopic mechanisms of chemical reactions [ 11. Here, quantum calculations 
of intramolecular molecular vibrational energy flow and localization in a model system of 
s = 6 nonlinearly coupled anharmonic oscillators are presented. The harmonic frequen- 
cies of the oscillators were chosen from a random distribution. Both spectra and survival 
probabilities, the probabilities for the wavefunctions to overlap their initial conditions, 
were computed for all initial conditions having five quanta shared among the oscillators. 
Previously, results showing that a t  a critical coupling strength the eigenstates localize in 
this system were presented [2]. The localization occurs with respect to the normal modes 
of the zeroth order anharmonic oscillators. The averaged survival probability, obtained 
by first computing individual survival probabilities and then averaging over initial con- 
ditions, shows a power law decay in time with an  exponent that varies with the degree 
of localization of the eigenstates, in agreement with theoretical prediction. This behav- 
ior results from the locality of the coupling and the homogeneity of the state space. In 
the strongly delocalized limit, the theory uses a semiclassical picture of diffusion on the 
constant energy surface in the space of the quantum numbers which describe the degree 
of excitation in the individual oscillators. Here it is shown that a predicted linear varia- 
tion of the rate of energy flow with coupling strength, in the limit of strongly delocalized 
eigenstates [3], is reflected in the average spectrum, as well in the average survival p rob  
ability [2], as depicted in Figure 1. It is also found that in this quantum system the 
procedures of averaging over initial conditions and of computing a survival probability 
from a spectrum using the usual Fourier transform techniques are not interchangable, as 
regards the detailed dynamics. This effect is weak in the strongly delocalized limit, when 
the semiclassical picture pertains. However, it increases with decreasing coupling strength 
and is pronounced near the transition to localized eigenstates, as Figure 2 demonstrates. 
This means that in this regime it is crucial to distinguish, when making comparison to 
theoretical calculation, which dynamical quantity is obtained by experiment. 
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Figure 1: Average survival probability and average spectrum (inset) in the strongly delo- 
calized limit. The ratio of coupling strength, 4, to predicted critical value is: lo3.* (solid); 
103-3 (long dashed); (short dashed), and D = 114 [2]. R is the average harmonic 
frequency. 
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Figure 2: Average survival Probability (solid) and the survival probability (dashed) as 
inferred from the average spectrum (inset), near to the localization transition. St is the 
average harmonic frequency. 
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Picosecond Time-Resolved Fourier-Transform Raman Spectroscopy 
of the Excited Singlet State of Anthracene 

Gouri S. Jas, Krzysztof Kuczera, Chaozhi Wan, and Carey K. Johnson 
Department of Chemistry, University of Kansas, Lawrence, KS 66045 

INTRODUCTION 
Time-resolved Fourier-transform Raman spectra of the first singlet excited state of 

anthracene and deuterated anthracene have been measured following photoexcitation at 355 nm. This 
method [ 1,2] utilizes Raman excitation in the near-infrared region to allow spectral separation of 
Raman scattering in the near-IR fiom fluorescence in the visible or UV regions. An ab initio 
calculation for the excited state at the CIS/6-3 1G level was carried out to generate a complete normal 
mode analysis of the ground and excited singlet states [3]. Good agreement between the 
computational and experimentally measured Raman frequencies is observed for both anthracene and 
anthracene d- 10. 

EXPERIMENTAL METHOD 
A detailed description of the time-resolved Fourier-transform (FT) Raman system has been 

published elsewhere [1,2j. Pump and probe pulses at 355 nm (35pJ, 1 kHz) and 1064 nm (175 pJ, 
2 kHz) were generated by a mode-locked, Q-switched Nd:YAG laser (Coherent Antares). 
Picosecond time-resolved FT Raman spectra of anthracene and deuterated anthracene were measured 
with a step-scan interferometer (Bio-Rad FTS 60A). The interferometer signal was processed by a 
lock-in amplifier referenced at 1 kHz to generate the difference interferogram induced by the pump 
pulses. The step rate of the Bio-Rad FTS-60A interferometer was 100 Hz. The spectral resolution 
was 8 cm-'. The ground-state concentration of the sample was 10-12 mM. 

RESULTS AND DISCUSSION 
Picosecond time-resolved FT Raman spectra of anthracene in cyclohexane are shown in 

Figure 1. Similar results have been obtained for anthracene in hexane, ethanol, and propanol. The 
1064-nm probe wavelength (9395 cm-') is resonant with the S,-S, transition of anthracene [4]. 
Strong positive and negative bands appearing in the spectrum decay with the excited-state lifetime 
for anthracene in cyclohexane. The observed and Raman frequencies are compared with calculated 
frequencies in the Table. The anthracene modes observed in the excited-state FT Raman spectra can 
be assigned to totally symmetric vibrations. The negative bands at 800 cm-', 1027 cm-', 1265 cm", 
and 1443 cm-' are solvent bands depleted as a result of excited-state absorption of the 1064-nm 
pulses following excitation of anthracene at 355 nm. The intensities of these bands recover with the 
same lifetime as the decay of the excited-state Raman bands. Picosecond time-resolved FT Raman 
spectra of deuterated anthracene in cyclohexane have also been generated (see Table). 
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Figure 1 : Time-resolved Fourier-transfiim Raman spectra of anthracene in cyclohexane. The 
interferometer was stepped at 100 step&. A total of 170 scans were summed at each time delay. 

Table. Excited Singlet State Anthracene Raman Frequencie5 

SI (- h IO) 

iaman Assignmenta 

386 12 

587 1 1  

730 10 

1242 7 

1389 6 

1497 5 
iK mode number. bG.S. Jas an( 

SI(-h,o) (CIS/6-3 lGb) 

Unscaled Scaled 

426 384 

680 612 

805 725 

1372 1235 

1493 1344 

1663 1497 

cm"). 
Normal modes 
s = stretching 
d = deformation 

sC-C (52) + dCCC (47) 

dCCC (96) 

sC-C (73) + dCCC (26) 

sC-C (65) + dCCK (33) 

sC-C (88) 

sC-C (49) + dCCH (44) 
K. Kuczera, companion paper in this volume. 
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Normal Mode Analysis of S, Excited States of Benzene, Naphthalene, and Anthracene from 
ab initio Quantum Chemical Calculatons 

Gouri S .  Jas and Krzysztof Kuczera 
Department of Chemistry, University of Kansas, Lawrence, KS 66045 

In this paper we present normal mode caiculations for the lowest singlet excited states SI of 
benzene (IB2,,), naphthalene (IBIu), and anthracene (I 6, ). The chosen molecules are of fundamental 
spectroscopic importance, and understanding their excited state vibrations is of significant experimental 
and theoretical interest. As the method of calculation we choose the Hartree-Fock CI Singles (CIS) 
approach [ 1,2] as implemented in the GAUSSIAN92 [3] program. The availability of the CIS energy 
gradient allows for geometry optimization by standard methods, while harmonic force constants are 
obtained by numerical differentiation of the gradient. The calculated vibrational frequencies are scaled 
by 0.9, the same factor used to correct for symmetric errors of Hartree-Fock ground-state frequencies. 

Optimized geometries and Cartesian harmonic force constants of the excited states were obtained 
from ab initio calculations at the CIS/6-3 1 G, CIS/6-3 1 G*, CIS/6-3 1 1 G, CIS/6-3 1 1 G* levels for benzene, 
and CIS/6-3 1 G and CIS/6-3 1 G* levels for naphthalene and anthracene. Normal mode analysis was 
performed in internal coordinates, using the program MOLVIB [4], yielding vibrational frequencies and 
normal modes for the parent molecules and their perdeuterated derivatives. The normal modes were 
analyzed by calculating the Potential Energy Distribution (PED) and displaying diagrams of atomic 
displacements. The results are compared with corresponding properties of the ground state So calculated 
at the Hartree-Fock level. To test the quality of the calculated results we compare the SI frequencies, 
S,-S, frequency shifts and hydrogen-deuterium shifts within the S I state with the available experimental 
data. The calculation results are accurate enough to augument the sparse experimental data on excited 
state vibrations of these molecules. 

The overall changes in molecular geometry and vibrational spectra upon S,-SI excitation of 
benzene, naphthalene, and anthracene are small. Most vibrational frequencies decrease upon electronic 
excitation, in agreement with intuition and experimental results. For benzene we find excellent 
agreement of the entire calculated S1 vibrational spectrum with experimental results [5,6]. The rms 
deviations between the calculated and observed frequencies are.67, 55, 59, 52 cm-I for the CIS/6-3 1 G, 
CIS/6-3 1G*, CIS/6-3 1 lG, CIS/6-3 1 1G* methods, respectively. Our calculations confirm the 
reassignments of the a2g mode v3 from 1246 to 1320 cm-' and e2g mode v8 from 1454 to 1520 cm-I based 
on empirical force field determination [5,6]. 

For naphthalene and anthracene our calculation provicie prediciions of SI frequencies and normal 
modes for the complete vibratonal spectra of these molecules. For naphthalene, we present the first 
theoretical calculation of the SI state vibrations. Our results are in good agreement with the 7 observed 
ag and 4 of the 5 observed b,,excited state frequencies (Table 1 ; rms deviation is 26 cm-' for CIS/6-3 I G* 
method [7]. The relatively large deviation for the b,, mode v6 (calculated: 993 cm-I, experimental 1 166 
cm-I) suggests that this frequency has been erroneously assigned in [7]. For anthracene our results are 
at the highest level of theory reported so far; two previous theoretical calculations of the SI state 
vibrations have been performed, using the semiempirical QCFFPI method IS] and the ab initio approach 
with a small basis set [9]. Our results are in good agreement with all the 9 observed a, and 6 of the 7 
observed b3g excited state frequencies (rms deviation is 49 cm-' for the CIS/6-3 1 G* method) [ 10,l I]. 
Comparison with the reported experimental spectra suggests a reassignment of the bjg mode vl 2 and 
reassignments of several bands previously considered to be combinations of fundamentals. 
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Normal Mode Analysis for the S ,  state of Naphthalene with PED, all frequencies are in cm-' 

CIS/6-3 1G CIS/6-3 1G* Obs. A( cal .)6-3 IG. A( o bs.) PED 

497 
72 1 

I027 
1164 
1321 
1453 
1532 

485 
715 

1020 
1137 
1302 
1444 
1533 

50 1 
700 
984 

1143 
1388 
1432 
1495 

3027 
3058 

303 1 
3058 

469 
915 

I055 
1220 

454 
890 
993 

1 I97 

43 5 
910 

1166 
1 I96 

1374 1370 

1430 1415 
3019 3022 
3037 3040 

1376 

- 1  1 
-33 
15 

-2 1 
9 

-2 8 
-72 

7 
10 

-1 1 
-63 
-4 1 

-1 
-36 
-19 
-84 

dCCC(65) +sC-C(34) 
sC-C(S6) + 1 1 )  dCCC( 
sC-C(74) + dCCH(24) 
dCCH(76) + sC-C(24) 
sc-C(90) 
dCCH(61) -t sC-C(34) 
sC-C(57) + dCCH(27) 
dCCC( 16) 
sC-H( 100) 
sC-H(99) 

-45 
-3 0 

-153 
-3 8 

-9 1 

-245 
7 
6 

-7 1 
-26 

-2 
-44 

-60 

dCCC(80) + sC-C(20) 
dCCC(80) + 1 7 )  sC-C( 
sC-C(76) + dCCH(22) 
sC-C(42) + dCCH(34) + 
dCCC(24) 

dCCC( 1 I ) 
dCCH(70) + sC-C( 19) + 

dCCH(70) + sC-C(26) 
sC-H( 100) 
sC-H( 100) 

s = stretching, d = deformation, A(cal.) = Cal,(S,-SJ, A(obs.) = Obs.(S,-SJ. PED = Potential Energy Dislribution 
obs. frequencies from Ref: 7 
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Unimolecular Reaction Dynamics of Methyl Isocyanide: Consistent Comparison of Classical 
Dynamical and Statistical Rate Coefficients Computed on the Same Potential-Energy Surface 

Thomas D. Sewell,a Harold W. Schranz,b and Sture Nordholmc 
a. Theoretical Division, Los Alamos National Laboratory, Los Alamos, New Mexico, USA 

b. Research School of Chemistry, Australian National University, Canberra, Australia 
c. Department of Physical Chemistry, University of Gothenburg, Gothenburg, Sweden 

INTRO DUCTION 

A longstanding question in the field of chemical dynamics is that of whether the unimolecular 
dynamics of methyl isocyanide (CH3NC) can be reconciled with the assumptions of statistical 
theories of unimolecular decay [l-61. The reaction that has attracted the greatest interest is the 
isomerization of CH3NC to yield CH3CN. There have been several theoretical studies of the 
problem. They consist primarily of RRKM calculations and classical trajectory simulations. 
Most of the results have focused on “apparent” nonstatistical behavior, i.e., mode specificity, and 
were performed for energies far beyond those accessible in the laboratory. 

What is missing from the studies performed in the past is the means of comparing the results 
of two independent theoretical methods, one explicitly dynamical and the other statistical, chat 
employ the same mechanics (i.e., classical or quantum), in order to investigate intrinsic 
nonstatistical behavior. Such a comparison is not possible if, for example, the results of classical 
trajectory calculations are compared to quantum mechanical RRKM calculations. The desired 
comparison can be accomplished, however, if the results of classical trajectory calculations are 
compared to those obtained using Monte Carlo variational transition-state theory (MCVTST); 
and we have recently completed such a study for CH3NC, using a new potential-energy surface 
which provides a qualitatively realistic description of the forces along the CH3NC-->CH3CN 
isomerization pathway as well as the effects of C--H and CHy-NC bond fission on the relevant 
bending potentials (one of which is the isomerization coordinate). Ours are the first dynamical 
calculations to yield rate coefficients for energies extending down into the experimental regime. 

Additionally, apparent mode-specific effects were considered by studying the effects of 
selective excitation of various modes of the system subject to the constraint of constant total 
energy. Changes in the total rate coefficient or shifts in the branching ratios for chemically 
distinct reaction channels will be observed if the system is exhibiting mode-specific behavior. 

COMPUTATIONAL METHODS 

The computational methods used here (classical trajectory calculations and MCVTST) have 
been described previously [7]. Ensembles of 500-1000 trajectories were used for each set of 
conditions considered. Typical MCVTST runs employed chains comprised of 2 . 5 ~  107 states. 
Total energies of 75, 100, 125, 150, and 175 kcal/mol were studied using both trajectories and 
MCVTST. Energies down to 50 kcal/mol and up to 250 kcaVmol were studied using MCVTST. 

RESULTS 

A plot containing a comparison between the isomerization rate coefficients obtained using 
classical trajectory methods and MCVTST is shown in Fig. 1. Also included in the plot are the 
experimental results reported by Reddy and Berry [ 13 and Snavely et al. [2]. There is roughly a 
factor of ten discrepancy in the rate coefficients computed using classical trajectories and 
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MCVTST; this is an indication of bottlenecks to intramolecular vibrational energy transfer. The 
factor becomes smaller at higher energies and larger at lower ones. Figure 2 contains the results 
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Figure 1. Comparison among statistical, dynamical, 
and experimental rate coefficients for CH3NC isomen- 
zation. “EMS” denotes microcanonical sampling. ‘ETZ’ 
indicates sampling only over the J=O subspace. “-TST’ 
suffu indicates MCVTST calculations. “Reddy” and 
“Snavely” are experimental data.. 

Figure 2. Plot demonstrating mode specificity 
in the isomerization of CH3NC. &repoint energy 
was assigned to each mode afterwhich the difference 
between the total energy and the ZPE was added to 
the mode indicated in the legend of the Figure. 

of calculations designed to probe for mode specificity at several total energies. In these 
calsuiations, zero-point energy (ZPE) was first added the molecule using normal modes, then &e 
difference between the ZPE and the total energy was added to the mode indicated in the legend. 
There is clear evidence for mode-specific behavior, as the rate coefficients depend fairly 
sensitively on the initial partitioning of the available energy. 

CONCLUSIONS 

Classical trajectory calculations and Monte Carlo variational transition-state theory 
(MCVTST) calculations have been used in a study of the unimolecular reaction dynamics of 
CH3NC. Both isomerization and bond fission channels have been considered. The calculations 
reported here are the first to provide the basis for a consistent comparison of the dynamical and 
statistical rate coefficients in  this system. The results indicate that CH3NC does behave 
nonstatistically, in both the apparent and intrinsic senses. There is roughly a factor of ten 
difference in the statistical and dynamical rate coefficients, indicating the existence of (possibly 
weak) bottlenecks to IVR. Mode-specific excitations of the molecule lead to rate coefficients 
which v s y  significantly for a fixed total energy. The calculated results are in reasonable 
agreement with experimental values, giving us increased confidence about the validity of the 
potential-energy surface used. A full description of this work, including many more aspects of 
the dynamics of this system, will be presented in forthcoming publications. 
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Theoretical Study on the Time and Frequency-Resolved Nonlinear Absorption 
in Molecular Aggregates 

T. Kat0 and Y. Fujimura 
Department of Chemistry, Graduate School of Science, Tohoku University, Sendai 980, Japan 

INTRODUCTION The excited state dynamics of molecular aggregates is a subject of current 
interest [ 1-31. Time and frequency-resolved nonlinear absorption spectra of molecular 
aggregates have recently been measured to observe one-exciton to two-exciton transitions and 
one-exciton state dynamics [4-71. In this paper, we formulate the time and frequency-resolved 
nonlinear absorption spectrum on the basis of the perturbative density matrix method. We 
clarify the effects of exciton-phonon interactions on the nonlinear absorption spectra by using 
the expression derived. 

EXCITON-PHONON INTERACTION Consider an aggregate system described by a I D 
homogeneous Frenkel exciton system, which is composed of N two-level molecules, phonons 
and their interactions. The exciton-phonon interaction is modeled by first derivatives of both 
intermolecular interaction er.ergy (GY))  and molecular transition energy (GY)) with respect to 
lattice distortion in the adiabatic approximation. In our model, exciton-phonon interaction 
parameters are given by ratio GY) / Gf' and Huang-Rhys factor S that is defined by the 
renolmalization adiabatic potential energy of one-exciton state3. 

We determine the vibronic states of the aggregate of N=100 by diagonalizing the total 
Hamiltonian matrix represented by our bases that are composed by a direct product of several 
hundred phonon states and three one-exciton states (k=1,2 and 3) or four two-exciton 
(kk'=12,13,14,23 and 24) states. These exciton states are taken to ensure proper dipole 
transitions between the ground and one-exciton, and those between one-exciton and two-exciton 
states, and to fill the lower energy edge of one- and two-exciton bands. 

TIME AND FREOUENCY-RESOLVED NONLINEAR ABSORPTION SPECTRUM When 
the probe light absorption is measured by using time-integrated intensity of transmitted light 
pulse, the time and frequency-resolved nonlinear absorption spectrum is expressed as, 

In Eq.(2), I(t,Q,,L?,,z) is the probe light intensity at time t, which is derived by the 4th-order 
solution of the density operator for the whole system (aggregate and light pulses) with respect to 
the aggregate-light pulse interaction. Q,(Q,) is the central frequency of the pump (probe) light 
pulse and T is the separation between two pulses. 

RESULTS Figure 1 shows calculated nonlinear absorption spectra (a) of molecular aggregates 
(N=l00) together with induced absorption component (b) and induced emission component (c) 
at T=20K. A dipole intermolecular interaction model is used and the magnitude of the nearest 
interaction is set to J = -600cm-I. The maximum frequency of the acoustic phonon (h=100) is 

32 1 

m 



100cm-' ,GY) / G;*'= - IO-' and mean value of S=O.Ol. The pulse duiation is lops and the 
central frequency of the pump pulse is taken to be resonant k=l one-exciton state ( left column) 
and to k=3 one-exciton state transition (right column). In Table 1, we summarize the effective 
number defined by 

N,ff = N(radiative damping rate) / (super radiative damping rate). 

We can see how i) the shape of nonlinear absorption spectrum depends on excitation 
wavelength, and ii) the effective number decreases as temperature, Huang-Rhys factor (S) and 
pump pulse frequency increase. This dependence on the excitation wavelength is due to mixing 
of k=l, k=2 and k=3 one-exciton states by the exciton-phonon coupling. 
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