
IS - 'I+-1 84 7 

Hole Burning with Pressure and Electric Field: a Window on the 
Electronic Structure and Energy Transfer Dynamics of Bacterial 
Antenna Complexes 

Wu, Hsing-Mei 

PHD Thesis submitted to Iowa State University 

Ames Laboratory, U.S. DOE 

Iowa State University 

Ames, Iowa 50011 

Date Transmitted: February 12, 1999 

PREPARED FOR THE U.S. DEPARTMENT OF ENERGY 

UNDER CONTRACT NO. W-7405-Eng-82. 



DISCLAIMER r 
1 imply its endorsement, recommendation, or favoring by the United States 

Government or any agency thereof. The views and opinions of authors expressed 
herein do not necessarily state or reflect those of the United States Government 
or any agency thereof. 

This report has been reproduced directly from the best available copy. 

AVAILABILITY: 

To DOE and DOE contractors: Office of Scientific and Technical Information 
P.O. Box 62 
Oak Ridge, TN 37831 

prices available from: (615) 576-8401 
FTS: 626-8401 

To the public: National Technical Information Service 
U.S. Department of Commerce 
5285 Port Royal Road 
Springfield, VA 22161 



DISCLAIMER 

Portions of this document may be illegible 
in electronic image products. Images are 
produced from the best available original 
document. 



... 
111 

TABLE OF CONTENTS 

ACKNOWLEDGMENTS 

ABSTRACT 

CHAPTER 1. INTRODUCTION TO LIGHT-HARVESTING COMPLEXES 
1.1 General Introduction to Photosynthesis 

1.1.1 Reaction centers 
1.2 Light-Harvesting Complexes 

1.2.1 Crystal structure of LH2 from Rps. acidophila (strain 
10050) 

1.2.2 A comparison of LH2 structures from Rps. 
acidophila and Rs. molischianum 

1.2.3 Projection structure of LH1 complex from 
Rhodospirillum rubrum 

1.2.4 Organization of photosynthetic complexes in the 
membrane of purple bacteria 

Application of Hole Burning Spectroscopy to Light-Harvesting 
Complexes 
1.3.1 

1.3 

Marriages of non-photochemical hole burning 
spectroscopies with high pressure and electric field 

1.4 Thesis Organization 
1.5 
1.6 References 

Other Published Work of the Candidate 

CHAPTER 2. MECHANISMS FOR EXCITATION ENERGY TRANSFER 
AND RELAXATION 
2.1 Introduction 

2.2 Forster Energy Transfer 
2.1.1 Energy transfer in photosynthesis 

2.2.1 Conventional Forster theory 
2.2.2 Implications and validity of assumptions made in 

conventional Forster energy transfer 
2.2.3 Kolaczkowski-Hayes-Small (KHS) theory for weak 

coupling energy transfer 
2.3 Energy Transfer via Electron Exchange Interactions 
2.4 Molecular Excitons 

2.4.1 Mott-Wannier and Frenkel excitons 
2.4.2 An excitonically coupled dimer - A simple example 
2.4.3 Extension from the dimer to molecular crystals and 

circular aggregates 

vii 

... 
Vl l l  

7 

16 

17 

18 

19 

19 
20 
21 
22 

26 
26 
27 
28 
28 

31 

33 
36 
38 
38 
42 

47 



iv 

CHAPTER 3. 4 

CHAPTER 4. 4 

2.4.4 Exciton-phonon coupling 
2.4.5 

2.5 References 

Inter-exciton level relaxation processes - Beyond 
the Condon approximation 

FEMTOSECOND AND HOLE BURNING STUDIES OF B800'S 
EXCITATION ENERGY RELAXATION DYNAMICS IN THE 
LH2 ANTENNA COMPLEX OF RHOQOPSEUDOMONAS 
ACIDOPHILA (STRAIN 10050) 
Abstract 
Introduction I 
Experimental 

Femtosecond studies 
Hole burning studies 
Materials 

Femtosecond studies (ambient pressure) 
Hole burning studies (ambient pressure) 
High-pressure-hole burning of chromatophores 

Forster B800 -+ B850 energy transfer 

Results 

Discussion 

Conclusions 
Acknowledgments 
References and Notes 
Tables 
Figure Captions 
Figures 

48 

52 
53 

57 
57 
58 
62 
62 
64 
65 
65 
65 
69 
71 
72 
73 
84 
86 
86 
89 
92 
94 

COMPARISON OF THE LH2 ANTENNA COMPLEXES OF 
RHODOPSEUDOMONAS ACIDOPHILA (STRAIN 10050) AND 
RHODOBACTER SPHAEROIDES BY HIGH PRESSURE- 
ABSORPTION, -HOLE BURNING AND TEMPERAT RE- 
DEPENDENT ABSORPTION SPECTROSCOPIES &yPwf 105 
Abstract 105 
Introduction 106 
Experimental 113 
Results 114 

Temperature dependence studies 116 
Pressure dependence studies 118 

Discussion 120 

126 
Temperature dependencies of the I2 absorption spectrum 121 
Pressure dependencies of the LH2 absorption spectrum 
Exciton and vibrational structure in the absorption spectrum 



V 

I 

of the LH2 complex 
Concluding Remarks 
Acknowledgments 
References and Notes 
Table 
Figure Captions 
Figures 

CHAPTER 5. EXCITON LEVEL STRUCTURE AND ENERGY DISORDER OF 
THE B850 RING OF THE LH2 ANTENNA COMPLEX? Ry~d+ 
Abstract 
Introduction 
Background on Electronic Structure of LH2 Complexes 
Results and Discussion 

Energy disorder and the B850 ring 
Satellite hole structure associated with burning of the B850 

band 
Concluding Remarks 
Acknowledgments 
References and Notes 
Table 
Figure Captions 
Figures 

CHAPTER 6. -? SYMMETRY-BASED ANALYSIS OF THE EFFECTS OF 
RANDOM ENERGY DISORDER ON THE EXCITONIC LEVEL 
STRUCTURE OF CYCLIC ARRAYS: APPLICATION TO 
PHOTOSYNTHETIC ANTENNA COMPLEXES 
Abstract 
Introduction 
Theoretical Background 

9PfFd 
Coupling selection rules 

. The participation number N 
Results and Discussion 

Localization or extendedness 
Cg and C16 ring systems 
Diagonal vs off-diagonal random energy disorder 
Energy disorder and the Stark effect 

Concluding Remarks 
Acknowledgments 
References and Notes 
Tables 

131 
134 
137 
138 
143 
144 
147 

157 
157 
158 
161 
164 
165 

174 
179 
182 
182 
185 
186 
189 

198 
198 
199 
201 
204 
204 
206 
209 
212 
212 
213 
215 
21 8 
219 
222 
225 



vi 

Figures 

CHAPTER 7. STARK HOLE-BURNING STUDIES OF THREE PHOTO- 

+fiyP)d SYNTHETIC COMPLEXES 
Abstract 
Introduction 
Experimental 
Results and Analysis 

BChl a antenna complex of Cb. tepidum 
LH1 only mutant chromatophores 
LH1 of wild-type chromatophores from Rb. sphaeroides 
B800 band of Rps. acidophila and Rs. molischianum 

825 nm band of the FMO complex 
LHl and LH2 antenna complexes 
Stark hole-burning and classical modulation spectroscopies 

Discussion 

Acknowledgments 
References and Notes 
Tables 
Figure Captions 
Figures 

227 

CHAPTER 8. CONCLUSIONS 

APPENDIX. SYMMETRY ADAPTED BASIS DEFECT PATTERNS FOR 
ANALYSIS OF THE EFFECTS OF ENERGY DISORDER ON 
CYCLIC ARRAYS OF COUPLED CHROMOPHORES 

235 
235 
236 
240 
24 1 
243 
245 
246 
246 
247 
247 
253 
257 
259 
260 
265 
268 
269 

274 

278 



vii 

ACKNOWLEDGMENTS 

I would like to take this opportunity to express my genuine thanks to those who 

assisted me during of my graduate research. 

I am indebted to my research advisor, Professor Gerald Small, for his guidance, 

patience and numerous discussions in the past few years. I am fortunate to benefit from his 

knowledge and insights in various subjects. 

Dr. Raja Reddy and Dr. Margus Ratsep deserve my sincere appreciation and much 

credit for the work presented in this dissertation. I am especially gratefbl to Dr. Ryszard 

Jankowiak for his assistance and expertise. I also would like to acknowledge Dr. John Hayes 

and Dr. Tbnu Reinot for providing their invaluable advice and experience. 

I would like to extend my thanks to Kathy Fitzgerald and all the group members, 

past and present, for the fun and jokes. I am particularly thankfit1 to Nick Milanovich and 

Kenny Roberts who spent hours proofreading my writing. 

My thanks also goes to Derek Brammeier for the laughter we shared during the 

course of writing this dissertation. 

Most of all, I would like to thank my parents and my brother. It was their constant 

love, support and understanding that kept me focused on completing my graduate studies. 

This work was performed at Ames Laboratory under Contract No. W-7405-Eng-82 

with the U. S. Department of Energy (DOE). The United States govenunent has assigned the 

DOE Report number IS-T 1847 to this thesis. 



... 
VI11 

ABSTRACT 

Light-harvesting (LH) complexes of cyclic (C,) symmetry from photosynthetic 

bacteria are studied using absorption and high pressure- and Stark-hole burning 

spectroscopies. The B800 absorption band of LH2 is inhomogeneously broadened while the 

B850 band of LH2 and the B875 band of the LH1 complex exhibit significant homogeneous 

broadening due to ultra-fast inter-exciton level relaxation. The B800+B850 energy transfer 

rate of (- 2 ps)-1 as determined by hole burning and femtosecond pump-probe 

spectroscopies, is weakly dependent on pressure and temperature, both of which significantly 

affect the B800-B850 energy gap. This resilience is theoretically explained in terms of a 

modified Forster theory with the spectral overlap provided by the B800 fluorescence origin 

band and weak vibronic absorption bands of B850. Possible explanations for the additional 

sub-picosecond relaxation channel of B800 observed with excitation on the blue side of B800 

are given. Data from pressure and temperature dependent studies show that the B800 and 

B850 bacteriochlorophyll a (BChl a) molecules are weakly and strongly excitonically 

coupled, respectively, which is consistent with the X-ray structure of LH2. The B875 BChl a 

molecules are also strongly coupled. It is concluded that electron-exchange, in addition to 

electrostatic interactions, is important for understanding the strong coupling of the B850 and 

B875 rings. The large linear pressure shifts of - -0.6 cm-l/MPa associated with B850 and 

B875 can serve as important benchmark for electronic structure calcu1,ations. The high 

pressure data obtained for the B800 band, which lead to compressibility values, indicate that 

the packing of the a, P-polypeptides in the LH2 complex of Rhodobacter (Rb.) sphaeroides, 

for which a structure is unknown, is looser than for Rhdopseudomonas (Rps.) acidophila 

whose LH2 structure has been determined. The looser packing is supported by temperature 

dependent data obtained for the B850 bands. Temperature dependent spectra establish that 

both the LH2 and LH1 complexes undergo a quite subtle and non-denaturing change near 
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150 K. Theoretical analysis leads to the conclusion that the nearest neighbor couplings of the 

B850 and B875 rings are stronger by about 40% for the low temperature structure. Zero- 

phonon hole action spectroscopy is used to resolve and characterize the lowest energy exciton 

level (B870) of the B850 ring of A symmetry. The action spectrum indicates that B870 lies 

200 cm-1 lower in energy than the El level which determines the position of the B850 band 

maximum. The B870 exciton level, which is forbidden in the absence of energy disorder, 

carries 3-5% of the total absorption intensity of the B850 ring. A novel theory for analyzing 

the effects of energy disorder on the exciton level structure of cyclic arrays is presented and 

used to interpret the experimental results on B870. The theory employs symmetry-adapted 

basis defect patterns (BDP) which constitute a complete basis set. It is shown that the effects 

of energy disorder, either diagonal or off-diagonal, on the exciton levels which contribute to 

the B850 band (including B870) can be largely understood in terms of a single BDP of el 

symmetry. Relative to ''brute force'' procedures for analyzing the effects of energy disorder, 

the new theory simplifies computations and, more importantly, provides far more physical 

insight. The first Stark hole burning results for photosynthetic complexes are presented. The 

dipole moment changes (f - Ap) associated with S,(Q,) t So transitions of B800 and B870 

of LH2, B896 (the lowest exciton level) of LH1 and B825 of Fenna-Matthews-Olson (FMO) 

complexes studied fall in the range - 0.5-1.2 D. Weak dependencies on laser polarization 

and burn frequency are observed. That all complexes investigated show linear Stark 

broadening implies there is a random contribution to Ap from the ''outer shell" of the protein 

matrix. The presence of Stark splitting, which is only observed in holes burned in B825 of 

FMO complex, suggests that there is well-defined contribution associated with the "inner 

shell" of the protein to Ap. Discussion about the consistently larger f . AP from classical 

Stark modulation spectroscopies (it is 3-4 times larger in the case of B850 and B875), as well 
as the differences between the two Stark techniques, is given. An explanation for the small 

hole-burning values of f . AP for the B870 and B896 levels associated with cyclic arrays of 
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strongly coupled BChl dimers is given based on structural, symmetry and energy disorder 

considerations. 



CHAPTER 1. INTRODUCTION TO LIGHT-HARVESTING 

COMPLEXES 

1.1 General Introduction to Photosvnthesis 

The beauty and complexity of photosynthesis go beyond what is indicated by the 

deceptively simple generalization of C02 fixation given by [ 1,2] 

nCO2 +2nH2A+hv+ n(CH20)+2nA+nH20. (1-1) 

Here, A is either oxygen or sulfur. Photosynthesis, which takes place in chloroplasts of 

higher plants and membranes of prokaryotes, involves delicate interplay between many 

proteins and pigments; the majority of pigments are either chlorophylls (Chls) or 

bacteriochlorophylls (BChls). (Figure 1.1 shows the structure of Chl a and BChl a.) After 

excitation by light, certain Chls (BChls) are able to initiate charge transfer; electrons are 

transferred to acceptors and subsequently an electrochemical potential across the 

photosynthetic membrane is created which drives the reactions which produce energy-rich 

compounds such as ATP and NADPH. 

The classic experiment by Emerson and Arnold in 1932 showed that production of 

every 0 2  molecule needed the presence of -2500 Chls in Chlorella cells under saturated 

illumination [3 3. Their observation led to the concept of the photosynthetic unit (PSU) in 

which light is first absorbed by hundreds of Chls or BChls (the light-harvesting or antenna 

complexes), as well as other minor pigments such as carotenoids. The excitation energy is 

then transferred to a specialized non-covalently bounded dimer of Chls (BChls) of the 

reaction center (RC), the so-called special pair, which initiates the electron transfer process 

after excitation [2,4,5]. For purple bacteria, a typical ratio of antenna BChl molecules per 

special pair ranges from about 100 to 250. That the Chls of RCs lie lower in energy than the 

light-harvesting (antenna) pigments enables efficient energy funneling to the RC trap. The 
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Figure 1.1 Structures of (a) chlorophyll a, (b) bacteriochlorophyll a, (c) the phytyl chain and 
(d) rhodopin glucoside. Rhodopin glucoside is the main carotenoid molecules 
found in light-harvesting complex 2 of purple bacteria Rhodopseudornonas 
acidophila. The phytyl chain is abbreviated as R in structures (a) and (b). The 

Roman numbers I to V label the rings of Chl and BChl adopted fiom the IUPAC 
system. On ring I, Chl a has a vinyl group while BChl a has acetyl. 
Furthermore, Chl a have one more unsaturated bonds located on ring I1 than 
BChl a, which contributes to the difference between their absorption band 
positions. Chl b or BChl b has one different side chain attached to ring I1 fiom 
Chl a or BChl a. Pheophytin or bacteriopheophytin molecules are also found in 
photosynthetic organisms. Their structures are the same as their corresponding 
Chl or BChl except that the central magnesium is replaced by two protons 
bonded to rings I and 111. 
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existence of light-harvesting pigments not only broadens the wavelength range of the light 

absorbed, but also keeps RCs running at an optimal rate. RCs are capable of cycling at a rate 

of 1000 Hz, while chlorophyll molecules can only absorb photons at a rate ranging from 0.1 

Hz in dim light to 10 Hz under direct illumination [5,6]. 

1.1.1 Reaction Centers 

An important milestone in photosynthesis research in the previous decade was the 

determination of the high-resolution crystal structure of the RC of the purple bacteria 

Rhodopseudomonas viridis and Rhodobacter sphaeroides [7-121 (see Refs. [13,14] for recent 

reviews). These structures represent one of the few obtained for membrane proteins which 

have been solved at atomic resolution. The essential components of the bacterial RC are two 

protein subunits (L and M) which are approximately related by C2 symmetry and bind the 

cofactors. In the bacterial RC, there are the special pair (the primary electron donor), two 

accessory BChls, two bacteriopheophytin (BPh) molecules and two quinone (Q) molecules 

which serve as secondary and tertiary electron acceptors, see Figure 1.2. Due to their QY 

absorption band maximum in nanometers, the special pairs of Rb. sphaeroides and Rps. 

viridis are named P870 and P960, respectively (P stands for pigments). The former contains 

BChl a, while the latter consists of BChl b as the main pigments. The initial electron transfer 

steps in photosynthesis takes place at very fast rate. The excited P870* transfers an electron 

to BPh in 3 ps to form P870'BPh-. The electron then moves to QA and subsequently to QB, 

in 200 ps and 60 ps, respectively, to further stabilize the charge separation (QA and QB &-e 

the quinone molecules associated with the L and M branches, respectively, see Figure 1.2). 

P870+ becomes active, again, after being reduced by a cytochrome. The same electron 

transfer process, beginning with excitation of P870, repeats till the fully reduced QB-2 is 

formed to combine with protons from cytosol to generate neutral quinol molecules (QH2). 

The re-oxidation of QH2 and electron flow back to P870 via the cytochrome-bcl and C-type 

cytochrome complex drive protons outward across the cell membrane, and hence produce 
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QB !h a 
Fe 

Figure 1.2 Structure of the RC of Rhodopseudornonas viridis [7,8]. P, B, H and Q label the 
special pair, the accessory BChl, bacteriopheophytin and quinone molecules, 
respectively. L and M denote the protein branches with which P, B, H are 
associated. For clarity, the phytyl chains of BChls and bacteriopheophytin 
molecules are not shown. QA and QB are the secondary and tertiary electron 
acceptors, respectively. Fe is a nonheme iron atom present in the reaction center. 
The figure was generated using the program RasMol [ 151. 
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a transmembrane electrochemical potential gradient. ATP synthase utilizes this proton 

gradient to form ATP. The entire electron flow process is cyclical [ 18,171. Though the L 

and M branches are homologous, the binding and orientations of their associated pigments 

are slightly different. Electron transfer occurs predominately along the L branch [ 181. The 

aforementioned electron transfer steps also apply to BChl b containing P960 from Rps. 

viridis. 

In plants and cyanobacteria, there are two types of RC, photosystem I1 (PS 11) and 

photosystem I (PS I) which work in series (Z scheme, proposed by Hill and Bendall in 1960 

[2]), in contrast to only one RC in purple bacteria [2]. Similar to P870 or P960 in bacteria, 

the primary electron donors of PS I and PS I1 are referred to as P700 and P680 due to the 

location in nm of their QY absorption bands. Currently, only medium resolution crystal 

structure (-4.5 A) of PS I RC is available [19], but protein sequence and other experimental 

data reveal that PS I and PS I1 share certain common structural characteristics with RCs of 

purple bacteria [8, 201. The strong oxidant produced by excited P680 is used to evolve O2 

from water, while the electron is transferred in several steps to P700+ to re-activate it. The 

excitation of P700 leads to the formation of NADPH. See, for example, Ref. [21] for more 

details. 

1.2 Liyht-Harvestin? Complexes 

As mentioned in the previous section, light-harvesting complexes broaden the range 

of solar wavelengths used and make the most of the fast RC cycling rate. Recently, advances 

in obtaining high resolution crystal structure have attracted a lot of research interest in 

understanding the structure and excitation transfer dynamics of antenna complexes and in 

developing applications such as artificial antenna and bio-sensors. 

To understand the mechanism of the efficient light harvesting and energy transfer 

processes of antenna complexes, it is essential to know the structures of the protein 
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complexes, the arrangements and bindings of the pigments in the complexes. The structure 

provides guidelines for quantum chemical calculations and interpretations of experimental 

data. Nevertheless, technically speaking it is non-trivial to purify and obtain high-quality, 

non-denatured 3-D crystals exhibiting good diffraction. 

In the mid-l970s, the water-soluble BChl a protein from green sulfur bacterium 

Prosthecochloris aestuarii (also known as the FMO complex), which transfers excitation 

energy from chlorosome to the core antenna of the RC, was shown by X-ray crystallography 

to contain three protein-pigments subunits arranged with a C3 symmetry. In each subunit 

there are seven symmetry-inequivalent BChl a [22]. Recently, the structure of the same type 

of complex from Chlorobium tepidum was solved at a resolution of 2.2 [23]. It was found 

that the main structural features of the FMO complex from Prosthecochloris aestuarii are 

conserved. As for plants and green algae, the structure of the isolated Chl d b  light- 

harvesting complex 2 trimers associated with PS I1 has been determined at a resolution of 

3.4 A, but this level of resolution was not sufficient to allow for differentiation between the 

Chl a and Chl b molecules [24]. 

Of all the photosynthetic protein complexes, antenna and RC complexes of purple 

non-sulfur bacteria have attracted the most attention due to their overall less congested 

spectral features. For purple non-sulfur bacteria, there are generally two types of antenna 

complexes, light-harvesting complexes 1 and 2 (abbreviated as LH1 and LH2). Due to their 

Qy absorption maxima in nanometers at room temperature, they are also referred to as B875 

and B800-850, respectively. Under different growth conditions, some bacteria, such as 

Rhodopseudomonas acidophila, are capable of having one additional type of antenna, LH3 

(B800-820), which absorbs at approximately 800 and 820 nm. Each and every RC is 

accompanied by one LH1 (B875), while the growth conditions, such as light intensity and 

temperature, wiII affect the amount of LH2 per RC. At room temperature, electronic 

excitation transfer from B800 to B850 occurs in 0.7 ps and is followed by ultra-fast inter- 
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exciton level relaxation processes within B850 which occur on a - 100 fs time scale. B850 

+ B875 energy transfer occurs in about 3 ps. Following inter-exciton level relaxation 

within B875, the excitation energy is finally transferred to P870 RC in 50 ps. Figure 1.3 

shows the low-temperature absorption spectrum of B800-850 and B875 and a summary of 

the excitation transfer dynamics. An exciting advance in photosynthesis research was the 

recently determined X-ray structure of LH2 from Rps. acidophila (strain 10050) at 2.5 A 
resolution [25,26]. The structure shown in Figure 1.4 has nine pairs of transmembrane 

spanning a, P-polypeptides arranged with a C9 symmetry. Each pair binds two BChl a near 

the periplasmic side which give rise to a Qy-absorption band at - 850 nm, while one BChl a 

bound near the cytoplasmic side absorbs near 800 nm, Figures 1.5 to 1.7. LH2 from another 

purple bacterium Rhodospirillum molischianum was shown to have similar cyclic 

arrangement [27], except it exhibits Cg instead of C9 symmetry. 

1.2.1 Crystal Structure of LH2 from Rps. acidoplzila (Strain 10050) 

The building block of LH2 is the a, P-polypeptide pairs, Figure 1.5. While the a 

apoprotein contains 53 amino acids, the p apoprotein consists of 41. Related to each other by 

Cg symmetry with the rotational axis perpendicular to the membrane surface, the nine pairs 

of the polypeptides are arranged in two concentric cylinders with radii of 18 A for the a and 

34 A for the p apoproteins, Figure 1.4. Both a and p helix axes run nearly parallel to the 

membrane normal, 2' and 15" respectively. A protomer, the smallest repeating unit of the 

LH2 structure, is defined as a radially related a, p pair and the associated pigments, which 

includes three BChl a and two carotenoid molecules (rhodopin glucoside, see Figure 1.1 (d) 

for its structure) [25]. 

The so-called B850 molecules, which are 18 BChl a coordinated to histidine residues 

of the polypeptide pairs (His3 1 of the a and His30 of the p), form a circle in the space 

between the a and the P cylinders (Figures 1.5 to 1.7). The molecular planes of those BChl a 

are parallel to the membrane normal and the central magnesium atoms are approximately 
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P870 (RC) 

-100 fs 

0.7 ps 
(-2 ps at 4.2 K) 

3 PS 

50 ps VL. 
-100 fs 

Absorbance (4.2 K) 
m 

I 

B800 (LH2) 

B850 (LEG!) 

Figure 1.3 Low temperature absorption spectrum of chromatophores of Rps. acidophila. At 
4.2 K, the B800, B850 and B875 bands are at 12445 cm-1(804 nm), 11495 cm-l 
(870 nm) and 11055 cm-1 (905 nm), respectively. At room temperature, the 
B850 and B875 bands are not resolved and lead to a single band at 11590 cm-l 
(863 nm). While the locations of the B850 and B875 bands depend strongly on 
temperature, the position of B800 is temperature independent. A simple energy 
level diagram is included on the left to show the transfer times (at room 
temperature) of different energy transfer steps from B800 to P870 RC. See text. 
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Figure 1.4 The cyclically arranged a, P-polypeptides of the LH2 complex fiom Rps. 
acidophila (strain 10050) [25,26]. a polypeptides are on the inner circle with a 
radius of 18 A (lighter gray tubes) while P are on the outer circle with a radius of 
34 A (darker gray ribbons). Part (a) shows the view looking down on the 
membrane fiom the periplasmic side. Part (b) is a view perpendicular to that of 
part (a) showing the helices going across the membrane. See text for more 
details. The figures were generated according to the crystallography coordinates 
using the RasMol program [ 151. 
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10 

Figure 1.5 Two digerent views of the protomer (excluding the carotenoid molecules) of the 
LH2 complex fiom Rps. acidophila, which is the repeating unit of the Cg 
complex. As in Figure 1.4, the lighter tube is the a-polypeptide, while the darker 
gray ribbon is the P-polypeptide. Figure (a) is a view fiom the Cg cylinder center. 
Near the cytoplasmic side (bottom of the figure) is the monomer-like B800 
molecule (shown with gray sticks). Near the other side of the membrane, there 
are two strongly coupled B850 molecules (shown as black wires and sticks 
respectively). Figure (b) is the side view of (a) with B800 and p-B850 in the 
foreground and a-B850 in the background. The figures were plotted with 
RasMol115J. 

. 
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Figure 1.6 Arrangement of the 27 BChls in LH2 of Rps. acidophila. The upper ring 
contains 18 B850 molecules, while the lower ring contains 9 B800 molecules. 
For clarity, all the side chains on BChls are omitted. The oval encloses the 
BChls belonging to the same polypeptide pair and the two B850 molecules are 
labeled by a and p to denote the polypeptides to which they bind. Double- 
headed arrows mark the Mg ... Mg distances between BChls. Note the alternating 
distances between B850 molecules around the ring. The shaded arrows are 
drawn to show the directions of Qy-transition dipole moments of the BChls. See 
text for more details. This figure was modified from the one made by the 
RasMol program [ 151. 
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p-BS50 a-B850 

- / 
B800 

Figure 1.7 (a) Arrangement of the 27 BChl a molecules in LH2 of Rps. acidophila viewed 
from the periplasmic side of the membrane. Figure (b) shows the BChls 
associated with five a, p polypeptide pairs in the lower part of (a) when viewed 
perpendicular to the Cg axis. All the side chains on BChls are omitted. In (a) 
and (b), the arrows show the Qy-transition dipole moments of I3800 and B850 
molecules , respectively. The direction of the Q,-transition dipoles, which is 
perpendicular to Qy-transition dipoles by pointing from the nitrogen atom on ring 
I1 to that of ring IV, is not shown. For clarity, B800, a-BS50 and p-B850 are 
used to label the three comformationally different BChl a molecules associated 
with one of the polypeptide pairs. The figures were generated by RasMol [ 151. 
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10 A fiom the presumed periplasmic membrane surface. The Mg.. .Mg distances for BChl 

are either 9.6 A or 8.9 A with the former being within the protomer, Figure 1.6. Within one 

protomer, B850 molecules overlap at rings I11 and V, while between adjacent protomers they 

overlap at rings I. Due to the Cg symmetry and the alternating distances, B850 can be viewed 

as a 9-mer of heterodimers [25,26,28-3 13. The relative orientation of the transition dipoles 

of the B850 molecules gives rise to strong Coulombic interactions. The angle between end- 

to-end QY dipoles of B850 within one protomer is 14" and it increases to 26" for neighboring 

B850 belonging to different protomers (Figures 1.6 and 1.7). The larger angle, however, is 

compensated by a shorter Mg ... Mg distance of 8.9 A when calculating transition dipole- 

dipole excitonic coupling which varies inversely as the third power of the distance. Such a 

short distance of - 9 8, and the head-to-head arrangement results in strong Qy-Qy coupling 

interactions (V - +300 cm-1) between neighboring BChl molecules [32]. 

The absorption band at - 800 nm is caused by the Qy-transition of the nine BChl a 

located between p apoproteins, Figures 1.5 to 1.7. Those pigments are held in place by the 

central magnesium ligated to the carboxyl oxygen of the N-terminal formylmethionine 

belonging to the a polypeptide [25,26]. The bacteriochlorin planes are parallel to the 

cytoplasmic membrane surface which is - 1 1 A away. As shown in Figures 1.6 and 1.7, the 

Qx and QY transition dipoles of B800 molecules deviate from the radius and tangent of the 

nonameric ring by an angle of 15". The Mg ... Mg distance of 21.2 8, makes B800 molecules 

monomer-like with relat'ively weak interaction of - -25 cm-l as suggested by spectroscopic 

studies [30,32-341. 

The Mg ... Mg distances between B800 and the nearest B850 molecules are either 

17.6 A (with the B850 fiom the a of the neighboring protomer) or 18.3 A, see Figure 1.6. 

The angles of the B800 and the B850 Qy-transition dipoles corresponding to these two 

distances are 43" and 105", respectively. With a separation of - 18 A and the unfavorable 
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angle, the largest B800-B850 interaction is 27 cm-1 [32], which is comparable to the weak 

B800-B800 coupling mentioned above. 

The much stronger couplings between B850 molecules are responsible, in part, for the 

red shift of the B850 absorption band relative to B800, but there are other factors which 

contribute to the different band positions [35]. The environment around B800 and B850 

molecules is quite different with the former in a relatively polar region and the latter in a 

hydrophobic region [25]. Besides, B800, a-B850 and p-BS50 (the prefixes a- and p- label 

the polypeptides to which the B850 molecules are bound) distort to different extent and in 

different ways, which can cause Qy-energy shift of up to several tens of nanometers [36,37]. 

a-B850 molecules show significant hybrid ruffling. Both B800 and f3-B850 molecules adopt 

a standard, slightly bowed conformation with the latter being more planar [26]. In addition, 

the ligation to Mg2' of B800 molecule is on the opposite face when compared with both 

types of B850 molecules [35]. There are hydrogen bonds formed between the acetyl oxygen 

of ring I of all BChls and the polypeptides. B800 has hydrogen bond to the p-Arg20 residue, 

while the two B850 are hydrogen bonded to a-Trp45 and a-Tyr44, respectively [35]. 

In addition to BChl a, there are also carotenoids which harvest photons in the region 

from 450 to 570 nm where there is no strong BChl absorption. The most important role 

played by carotenoids is to serve as the photo-protective agent by quenching the BChl excited 

triplet state. It is known that this triplet state can readily react with oxygen to produce singlet 

oxygen whose strong oxidizing power is destructive to the photosynthetic organisms [38, 391. 

The carotenoids found in LH2 of Rps. acidophila is rhodopin glucoside, see Figure 

1.1 (d) for its structure. Half of the carotenoid molecules have their glucoside head groups in 

the hydrophilic pocket in the cytosol region of the membrane, while the others start from the 

periplasmic side [26]. Their long conjugated hydrocarbon chains extend across the 

membrane, passing through the B800 and B850 region and making many close contacts with 

either the phytyl side chains or the main BChl planes, see Figure 1.8. Several contact 
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Rhodopin glucoside 

/ a-B850 

B800 
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Rhodopin glucoside 

Figure 1.8 The spatial arrangements of rhodopin glucoside, B800 and B850 molecules. The 
above figures correspond to Figure 1 S(a) and (b), respectively, except that the 
polypeptide pairs are omitted and the carotenoid molecules are included in Figure 
1.8. See text. The other carotenoid revealed in more recent analysis of the crystal 
structure was not shown in the figure [26]. The images were generated using the 
programRasMol[15]. 
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distances are as short as - 3.5 A, which may provide for a contribution to B800 + B850 

energy transfer from the electron exchange mechanism [26]. As pointed out by Freer et al. 

[26], the presence of carotenoids running across the membrane and making many close . 

contacts with B800 and B850 pigments introduces additional binding stability into the LH2 

skeleton. 

1.2.2 A Comparison of LH2 Structures from Rps. aciduphila and Rs. molischianum 

Shortly after the success of Freer et al. [26], a 2.4 A resolution crystal structure of 

LH2 from another purple non-sulfur bacterium, Rs. molischianum, was determined by 

molecular replacement using X-ray diffraction [27]. The architectural principles of the two 

LH2, Le. the cyclic arrangement of protein pairs and the pigments, are conserved. The major 

difference is that instead of possessing Cg symmetry, LH2 from Rs. molischianum is a C8 

arrangement of 8 polypeptide pairs [27]. As a result, the B800 and B850 rings of LH2 from 

Rs. molischianum are 8-mer of monomers and heterodimers, respectively. The overall 

construction of LH2 from Rs. molischianum appears to be more tightly packed. The 

diameters of the inner and outer cylinders formed by the a and p helices are 3 1 and 62 A, 
respectively. The a apoprotein consisting of 27 amino acids deviates from the membrane 

normal by 2", while the 34-residue-long p apoprotein is tilted away from the membrane 

normal by about 10". As in Rps. acidophila, BChl a molecules are the major light absorbing 

pigments. For Rs. molischianum, however, lycopene and rhodopin are found to be the major 

and minor carotenoids, respectively [27,40]. The B800 BChl molecules sandwiched 

between p polypeptides are separated from each other by a Mg ... Mg distance of 22 A. The 

Mg ... Mg distances between nearest neighbor B850 molecules are 9.2 A within the protomer 

and 8.9 A between nearest protomers, as compared with 9.6 and 8.9 A in Rps. acidophilu. 

The Mg ... Mg distances between B800 and the nearest B850 molecules are either 19.1 A (with 
the B850 from the a of the neighboring protomer) or 20.2 A. The angles between the Qy- 

transition dipole moments of B800 and the nearest B850 molecules are 13.1" and 151.5", 
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respectively. The longer B800-B850 distances observed in LH2 of Rs. molischianum are less 

favored for Forster energy transfer than Rps. acidophila , but are compensated by larger I C ~  

values, see Eqs. (2.3) and (2.4). 

The most apparent difference between these two LH2 complexes is associated with 

B800 binding and orientation. B800 molecules of Rs. molischianum are bound to an 

aspartate residues of the a-apoprotein, instead of formylmethionine residues as observed for 

Rps. acidophila. For LH2 of Rs. molischianum, the B800 macrocycles deviate from the 

membrane surface by 38" (though the Qy-transition dipole moments are parallel to the 

membrane plane to within 1 OO), which is nearly twice the angle (1 So) observed in Rps. 

acidophila. From the superposition of the a, p pairs fiom these two LH2 [27], a roughly 90" 

rotation has to be applied in order to overlap the projection of Qy-transition dipoles on the 

membrane. Consequently, for Rs. molischianum and Rps. acidophila, the Qy-transition 

dipole of the B800 molecule is approximately parallel and perpendicular to that of the a- 

B850 molecule in the same protomer, respectively. 

Although the binding and the orientation of B800 molecules in Rs. molischianum and 

Rps. acidophila are quite different, the absorption properties and B800 + B850 energy 

transfer time are very similar, see Refs. [30,41]. 

1.2.3 Projection Structure of LH1 Complex from Rhodospirillum rubrum 

In 1995, Karrasch et al. reported a projection map of the LH1 (B875) complex of 

purple non-sulfur bacterium Rhodospirillum rubrum at a resolution of 8.5 A [42]. LH1 is the 

only antenna complex of Rs. rubrum. The data indicate that the cyclic arrangements seen in 

LH2 exist in LH1 but LH1 possesses a larger ring size than LH2. The building block is an a, 

P-polypeptide pairs with 52 (a) and 54 (P) amino acid residues. 16 polypeptide pairs 

aggregate to form a C16-ring with an outer diameter of 116 A and an inner diameter of 68 A, 
which is large enough to house RC within. LH1 complex exhibits a single Qy-absorption 

band at 880 nm which exhibits significantly homogeneous broadening due to inter-exciton 
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level relaxation processes [42]. The locations of pigments in the complex are not clearly 

resolved due to the limited resolution of 8.5 A. Based on the LH2 structure, the conserved 

histidine residues and spectroscopic properties , the BChls which contribute to the 880-nm 

band are believed to lie edge-on between a and p polypeptides as in the case of the B850 

molecules of LH2. The density observed in the projection map suggests that B875 BChls are 

strongly interacting with neighboring B875 with an estimated nearest Mg ... Mg separation of 

- 7.5 A [42], which is also similar to B850 molecules. 

1.2.4 Organization of Photosynthetic Complexes in the Membrane of Purple Bacteria 

It is generally accepted that RC is located inside the LH1 ring. However, the exact 

arrangement of the LH2 complexes around the LH1-RC unit in the natural membrane is 

unknown. Several models have been proposed. For example, Monger and Parson proposed a 

clustered model with an aggregate of several LH1-RC surrounded by LH2 [43]. Recently, 

Papiz et al. suggested a building unit of one LH1-RC enclosed by eight cyclically arranged 

LH2 complexes [44]. They argued that their model has the flexibility of accommodating 

other membrane proteins and it can give an ordered and hexagonally-packed units of sixfold 

symmetry in accordance with the low resolution electron microscopic data [45]. See Ref 

[44] for further discussion. 

Recently, Hu and Schulten [46] employed molecular dynamics simulations and 

energy minimization to model the structure of LH1 of Rb. sphaeroides with its RC located 

inside the ring. Taking advantage of the high degree of homology of the a, P-polypeptide 

pairs of LH1 of Rb. sphaeroides to those of LH2 of Rs. molischianum, the structure of the 

former complex is modeled as a 16-mer by using the Cg arrangement of the latter as a 

template. The conserved histidine residues, a-His32 and P-His39, are the binding sites for 

B875 BChl a molecules. The shortest Mg ... Mg distance between B875 BChl a molecules 

and the RC special pair (PL or PM) is 42 A, while it is 35 A between the B875 and accessory 

BChl molecules. The planes of tryptophan residues in the LH1-RC complex and the LH2 
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complex are used to align the pigment-protein complexes of the basic PSU, which is one 

LH2 complex in contact with one LH1-RC unit. The B850 BChls of LH2 and the B875 

BChls of LH1 are exactly coplanar, which is the optimal arrangement for excitation energy 

transfer to the RC. See Ref. [46] for more details. 

1.3 Amlication of Hole Burnin? Spectroscopv to LiEht-Harvestinp Complexes 

This dissertation presents the results of the candidate's original studies on light- 

harvesting complexes by high pressure- and Stark-hole burning as well as theoretical results 

on the effects of energy disorder using symmetry-adapted basis defect patterns. 

1.3.1 

Pressure and Electric Field 

Marriages of Non-Photochemical Hole Burning Spectroscopies with High 

After the pioneering works of Kharlamov, Personov, and Bykovskaya [47] and 

Gorokhovskii, Kaarli and Rebane [48] in 1974, persistent spectral hole burning in crystalline 

and amorphous solids has proven to be one of the most powerful frequency-domain 

spectroscopies. Excellent general reviews on hole burning may be found in Refs. [49-5 11. 

Later, non-photochemical hole burning proved to be an unrivaled frequency-domain tool for 

the study of photosynthetic protein complexes since it provides information on Qy-electronic 

structure, structural heterogeneity and inhomogeneous spectral broadening, distributions of 

donor-acceptor energy gap values, electron-protein phonon coupling, CN (BChl) vibrational 

frequencies/Franck-Condon factors and transport dynamics from zero-point level. See Refs. 

[52,53] and references listed in Ref. [51]. 

Following the success of Small and coworkers [54,55] in applying hole burning with 

high pressure to study photosynthetic reaction centers and the FMO complex, the same 

combination is further employed to investigate antenna complexes from purple bacteria, 

which is the main focus of the candidate's work. The beauty of the high pressure experiment 

is the ability to continuously tune spectroscopic properties via the pressure-induced changes 
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in relative orientations of pigments and their separation as well as changes in pigment-protein 

distances. In a sense, a new "mutant" of the complex is obtained at every pressure. Thus, a 

much more systematic approach to understanding electronic structure and transport dynamics 

becomes available. 

Recently, Stark hole burning was performed successfully for the first time on 

photosynthetic antenna complexes [56,57]. Information such as the dipole moment changes 

associated with the transitions from the ground to excited states and charge transfer 

interactions can be extracted from the data. Due to the narrowness of zero-phonon holes, 

only moderate electric field strength is required for Stark hole burning as compared with the 

classical Stark modulation experiment performed on the whole absorption band. 

Hole burning, high pressure, and Stark experimental setups are given in Refs. [58], 
[54] and [57], respectively, as well as in the related chapters of this dissertation. 

1.4 Thesis Orcanhation 

Chapter 1 gives a general background on photosynthesis and light-harvesting 

complexes. The emphasis is placed on the description of high resolution crystal structures of 

antenna complexes from purple bacteria. Chapter 2 is a short review on mechanisms of 

excitation energy transfer and relaxation including theories of Forster energy transfer, 

electron exchange and molecular excitons. Chapter 3 to 7 are selections of published or 

accepted papers of the candidate. In Chapter 3, high-pressure hole burning and femtosecond 

pump-probe spectroscopies are used to study B800+B850 energy transfer kinetics of LH2 

complex from Rps. acidophila (strain 10050). Comparisons of LH2 from Rps. acidophila 

and Rb. sphaeroides are given in Chapter 4 using different combinations of absorption or 
hole burning spectroscopies with temperature or pressure. The studies related to the effects 

of energy disorder on the B850 exciton level structure and spectroscopic properties are 

contained in Chapters 5 and 6. The former is aimed towards understanding B850's exciton 
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basis defect patterns to account for the 

experimentally observed oscillator strength and energy splittings of the exciton levels. The 

latter deals with the effects of energy disorder on exciton level localization and the 

implications of localization on the interpretation of Stark hole burning data. Chapter 7 

describes and discusses the Stark hole burning results obtained for three types of antenna 

complexes from photosynthetic bacteria. The shortcomings of classical Stark modulation 

spectroscopies are also discussed in Chapter 7. General conclusions are given in Chapter 8. 

The appendix provides detailed derivations of the theoretical equation used in Chapters 5 and 

6. 

1.5 Other Published Work of the Candidate 

The following are titles of papers not included in this dissertation in chronological 

order: 

High Pressure Studies of Excitonically Coupled Photosynthetic Antenna Complexes [59]. 

Pressure Dependence of Energy and Electron Transfer in Photosynthetic Complexes [60]. 

High Pressure Studies of Energy Transfer and Strongly Coupled Bacteriochlorophyll 

Dimers in Photosynthetic Protein Complexes [34]. 

A Comparison of the LH2 Antenna Complex of Three Purple Bacteria by Hole Burning 

and Absorption Spectroscopies [41]. 
I Direct Observation and Hole Burning of the Lowest Exciton Level (B870) of the LH2 

Antenna Complex of Rhodopseudomonas acidophila (Strain 10050) [28]. 

I Symmetry Adapted Basis Defect Patterns for Analysis of the Effects of Energy Disorder 

on Cyclic Arrays of Coupled Chromophores [29]. 

Stark Hole Burning Spectroscopy of a Photosynthetic Complex: LH2 of Purple Bacteria 

~561. 
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H Hole Burning iind Absorption Studies of the LH1 Antenna Complex of Purple Bacteria: 

Effects of Pressure and Temperature [61]. 
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CHAPTER 2. MECHANISMS FOR EXCITATION ENERGY 
TRANSFER AND RELAXATION 

2.1 Introduction 

Understanding electronic excitation energy transfer in photosynthetic antenna 

complexes is of very considerable importance. It is the process which precedes primary 

charge separation process in RC. Energy transfer is often treated in two limits, strong and 

weak coupling between the donor (D) and acceptor (A) molecules (states). An important 

criterion for weak coupling is that the interaction between D and A is small relative to their 

electronic energy gap. When this gap is small, the homogeneous broadenings of the D and A 

levels due to dephasing must be small relative to the D-A energy gap. The Forster theory of 

electronic energy transfer [ 1 , 21 is a weak coupling theory developed to understand energy 

transfer between donor and acceptor molecules in liquids. The interaction between D and A 

was taken to be of the transition dipole-dipole type. Later, Dexter extended the theory to 

include exchange coupling involving two-electron exchange integrals and higher multipole 

interactions [3]. Nevertheless, the Forster-Dexter theory is a weak coupling theory whose 

energy transfer rate expression stems from the Fermi-Golden rate expression with the 
"trigger" being the static intermolecular potential energy. Furthermore, the theory was not 

designed for solids such as photosynthetic complexes whose optical absorption and 

fluorescence kansitions suffer fi-om significant inhomogeneous broadening, vide in$-a. 

Forster-Dexter theory, which has been widely applied in photosynthesis, is 

inappIicable when one is confronted with an array of strongly coupled and identical 

(chemically) Chl molecules [4,5]. Strong coupling means that the nearest neighbor Chl-Chl 

interactions are much larger than the homogeneous width of the Chl optical transition. 

Strong coupling, with static lattice approximation, means that the Hamiltonian which 

determines the excitonic wavefunctions and energies already includes the static 
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intermolecular potential energy. Thus, relaxation between exciton levels is induced by 

phonons which modulate the intermolecular pigment-pigment interactions. The B 850 and 

B875 rings of BChl molecules are prime candidates for such a situation, although the effects 

of energy disorder from structural heterogeneity must be taken into account. That is, if the 

disorder-induced splittings between the exciton levels are much larger than the nearest 

neighbor coupling, the exciton levels will no longer be delocalized on individual molecules. 

In this case, weak coupling energy transfer theory would become applicable and energy 

transfer thought of as an incoherent hopping process [6]. 

As discussed in Chapter 3, the interactions between the B800 and B850 molecules of 

the LH2 complex are weak enough for B800 + B850 transfer to be describable by a 

modified Forster theory which takes into account structural heterogeneity, vide inJFa. 

2.1.1 Energy Transfer in Photosynthesis 

Energy transfer consistent with the Forster mechanism has been observed in various 

types of donor-acceptor systems in solutions or solids. Of particular relevance to this 

dissertation is the mechanism for B800 3 B850 transfer in the LH2 complex which has been 

extensively studied by ultrafast pump-probe and hole burning spectroscopies [7-131. The 

LH2 structure which yields a nearest neighbor B800-B850 distance of 17.6 A and a dipole- 

dipole orientation factor K of 0.78 [ 141 results in a weak coupling of 27 cm-l [ 151. This 

favors Forster-type energy transfer. The Dexter-type electron exchange mechanism for 

B800 + B850 transfer is unimportant because of the large separation distances. However, it 

provides the route for both the deactivation of triplet BChl, which is harmful to the bacteria, 

by a triplet carotenoid state [ 16, 171 as well as symmetry-forbidden singlet-singlet energy 

transfer from the 21Ag state of carotenoid to the BChl a Qy state [2,18-201. The nearly co- 

linear arrangement of adjacent B850 Qy-transition dipoles (IC =1.67 and 1.19) and the short 

nearest neighbor B850-B850 separation distance (- 9 A) gives rise to a strong excitonic 

interaction, - 300 cm-1 according to Sauer et al. [ 151. Hole-burning studies have indicated a 
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fast relaxation among exciton levels (- 100 fs) and have been used to characterized the 

spectroscopic properties of the lowest exciton level of strongly-coupled B850 BChl a 

molecules [ 1 1 , 2 1-24]. 

The three types of energy transfer mechanisms mentioned above are discussed 

separately in the remaining part of this chapter. In addition, a modified Forster theory for 

energy transfer developed by Small and coworkers [25] which is based on the Fermi-Golden 

rule is also presented. This theory has been successfully applied to explain the resilience of 

B800 3 B850 energy transfer rates to pressure and temperature [13,26] as well as to species 

and mutations which changes the B800-B850 energy gap by several hundred wavenumbers 

[27,28]. 

2.2 Forster Enerc  Transfer 

2.2.1 Conventional Forster Theory 

Forster transfer between the excited state, D*, of donor molecules and acceptor 

molecules (A) in dilute solids or liquids where the average D-A separation distance is 2 20 

A has been thoroughly studied [ 13. (The trivial mechanism of reabsorption by A of the 

photon emitted by D* is easily distinguished from Forster transfer since it does not lead to a 

shortening of D*'s lifetime [29].) 

In the limit of weak coupling between D and A molecules, the transition rate fiom the 

initial state ID*A) to the final state IDA*) is given by the Fermi-Golden rule [30]: 

k,, = ~ ~ ( D * A I ~ l D ~ * j ~ Z p ( E ) ,  2 n  

where Vis the molecular interaction between D and A and p( E )  is the density of final states 

isoenergetic with the initial D* levels. p( E )  is referred to as the Franck-Condon factor 

weighted density of states associated with vibrations when the Condon approximation is 

employed, which is an excellent approximation for strongly allowed electronic transitions. 
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Strictly speaking, p (  E )  depends on temperature. Forster theory assumes that thermalization 

of the molecular vibrations and bath phonons occurs on a faster time scale than energy 

transfer. Y can be expressed by a multipole expansion [2,3 11. In Forster theory, the dipole- 

dipole approximation is employed so that the matrix element in Eq. (2.1) is 

Ydd = 41LDIICLAI/R3Y (2.2) 

where R IR,l is the distance from the center of molecule D to that of molecule A and 

and F A  are the electronic transition dipoles of D and A, respectively. K is the orientation 

factor defined as K =  f i D  . P A  - 3 ( p D  *kDA)(RDA - P A ) ,  which can range from -2 to 2. The ~. cy, ' * 

circumflex symbol * denotes the unit vector associated with its corresponding vector, D, 

and RDA, respectively. Figure 2.1 shows several relative iD-iA orientations and the 

corresponding K values. For a random distribution of dipole moments, 2 = 2 / 3. The 

neglect of higher order multipole interaction terms is justified except when the electronic 

A 

transitions of D and A are only weakly allowed. 

Forster showed that Eq. (1) can be expressed as [l, 291 

k,, = z;(& I R ) 6 ,  (2.3) 

where zr is the empirical fluorescence lifetime of the non-interacting donor. & is the 

critical molecular separation defined by Forster [29] as 

Here, & is the quantum yield of the donor, n is the refractive index of the solvent, N is the 
Avogadro's number, v is frequency in wavenumber, fD ( v) is the spectral distribution of the 

donor fluorescence and ( v) is the molar decadic extinction coefficient of the acceptor. 

The integral in Eq. (2.4) defines the spectral overlap between the donor's fluorescence and the 

acceptor's absorption, which is equal to 1 for perfect overlap. When R equals &, energy 

transfer time equals the fluorescence lifetime of D*. Based on experimental data, Duysens 
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Figure 2.1 Examples of donor-acceptor arrangements and their corresponding orientation 
factors K, which ranges fiom -2 to 2. The solid straight lines are the vectors of 
transition dipole moments (ED and E,), while the dashed lines shows the vector 
(R DA) connecting the donors and the acceptors (marked by the solid circles at one 
end of pD or P A  vectors). Here GD, p A  and RDA are assumed to be in the same 
plane for illustration purpose, however, this assumption does not generally hold in 
real systems. 
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[32] reported that & - 60 A for chlorophyll a, which is generally larger than the values (1 0 

to 50 A) for typical dye molecules in solution. 

2.2.2 Implications and Validity of Assumptions Made in Conventional Forster Energy 

Transfer 

Forster-type energy transfer for weakly coupled D and A molecules is expected to be 

dominant when the transitions involved are dipole-allowed. Due to the dipole-dipole nature 

of the coupling, the transfer rate is inversely proportional to the sixth power of the donor- 

acceptor distance R, Eq. (2.3). (Spin-flip energy transfer is not taken into account in Forster 

theory.) Fulfilling of the co-linear and the resonance conditions will optimize the transfer 

rate. The former condition is easily understood by examining Figure 2.1 and Eq. (2.4), which 

is proportional to ~ 2 .  When the transition dipole moments of the donor and the acceptor are 

in line, either head-to-head or head-to-tail configuration, ~2 is the largest with a value of 4. 

The meaning of resonance condition is demonstrated in Figure 2.2. The value of the spectral 

overlap integral, which defines the magnitude of overlap between donor fluorescence and 

acceptor absorption spectra, ranges from 0 to 1. The value of 1, which is the optimal value 

for Forster transfer, corresponds to perfect overlap. Since Forster theory assumes that the 

"hot" excited donor must undergo vibrational relaxation before energy transfer, the best 

spectral overlap will occur when the excitation energy transfers downhill from donor to 

acceptor, Figure 2.2 (a). That is, the energy transferred from D* to A is less than hv, the 

excitation energy of D. The difference in energy is lost in the thermalization process with the 

surrounding medium. 

Long-distance energy transfer, however, has been observed in systems with forbidden 

transitions, either resulting from symmetry- or spin-forbiddenness. These transitions can 

become weakly allowed by mixing with proper molecular vibrations and with states having 

different multiplicities, respectively. 

If the system has allowed-donor and forbidden-acceptor transitions, R, will be small 
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D* 
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dipole-dipole coupled transition 

energy - 
energy e 

Figure 2.2 (a) A simplified energy level diagram showing the fulfillment of the resonance 
condition between the donor and acceptor. Following the excitation of energy h v, 
the donor molecule undergoes vibration& relaxation with the surrounding medium 
as shown by the wavy arrows. The energy is transferred to the acceptor which is 
in resonance with D* via the dipole-dipole coupling. For easy comparison, the 
ground states of D and A are offset to the same energy. (b) An illustration of the 
resonance condition by the spectral overlap (shaded area) between the donor's 
fluorescence (dashed line) and the acceptor's absorption (solid line). (c) A plot of 
the spectral overlap fiom (b). Due to the partial overlap as demonstrated in the 
figure, the value of the spectral overlap integral is between 0 and 1. 
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and energy transfer can be triggered by higher-order Coulombic coupling terms. As the 

donor-acceptor distance R decreases, the higher-order interactions plays more and more 

important role in the donor-acceptor coupling. As demonstrated by Dexter [3], to describe 

the energy transfer dynamics for this situation it is now necessary to include terms such as the 

dipole-quadrupole interaction which results in an inverse eighth power dependence on R. 

This type of energy transfer may be observed in systems which have dipole-forbidden 

transitions and R larger than the van der Waals radius (When the donor and the acceptor are 

within the van der Waals contact, energy transfer usually occurs via electron exchange, which 

is described in Section 2.3). 

In Forster theory, after the donor is optically excited, vibrational relaxation, which 

takes place in - 1 ps, occurs prior to the transfer of energy to the acceptor. This assumption 

is not valid for energy transfer processes which occur on a sub-picosecond time scale. Again, 

Forster-Dexter theory is questionable for strongly coupled arrays of chromophores. As 

already mentioned, Forster theory is not applicable to systems in which the D and A optical 

transitions suffer from signific’ant inhomogeneous broadening fiom structural heterogeneity. 

The structural heterogeneity leads to a distribution of D-A energy gap values which can result 

in dispersive (non-single exponential) kinetics for the D*+A energy transfer process, see the 

following subsection. For example, the inhomogeneous broadenings of the Qy-absorption 

transitions of photosynthetic complexes are - 100-200 cm-1. (For example, the B800 and 

BS50 bands of LH2 fiom Rps. acidophila exhibit an inhomogeneous broadening of 120 cm-1 

at 4.2 K [21].) 

2.2.3 Kolaczkowski-Hayes-Small ( K H S )  Theory for Weak Coupling Energy Transfer 

In 1994, Small and coworkers developed a theory ( K H S )  which takes into account 

dispersive kinetics of energy transfer [25]. They took into account both the inhomogeneous 

and homogeneous broadening of the optical transitions in order to properly describe the 

excitation transfer kinetics observed in photosynthetic protein complexes. The theory allows 
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for calculation of energy transfer rates without having to resort to experimental spectra for 

the spectral overlap factor of Forster theory which, in any event, is a questionable thing to do 

when the spectral bands are inhomogeneously broadened. What is required for calculations 

with KHS theory are experimental values of Franck-Condon factors for pigment 

intramolecular vibrations and protein phonons, the width of the distribution of D-A energy 

gap values and the homogeneous and inhomogeneous contributions to the widths of the 

relevant spectral transitions. The electronic coupling matrix element must be calculated. The 

theory is valid for finite temperature. KHS theory has been shown to be in good agreement 

with electron transfer rates in photosystem I1 [33], energy transfer in light-harvesting 

complexes 2 from bacteria [13,26,27]. For brevity, only key equations involved in the 

derivation are included in this section. One can start by writing down the rate constant for 

adiabatic energy transfer as [34,35] 

k ,  (Q) = Y* Jm -m e- imf( t>  dt , (2.5) 

where C2 and Vare the adiabatic electronic energy gap and the appropriate electronic coupling 

matrix element between the donor and the acceptor states. Note that circular frequency is 

chosen to be the energy unit here. The kernal f ( t )  has the form of 

f ( t >  = J ~ J  G(Q) eim . (2.6) 

In Eq. (2.6), G(C2) is the thermally averaged nuclear factor and its form depends on whether 

the phonon is localized or delocalized$. By working %6thin the' Condon approximation and 

being guided by hole burning data, the appropriate form off(t) for delocalized phonons is 

f ( t >  = exp(-S> exp{S exp(-dt2/2) [ ( 2 ~  + 1) cos(~,,,t) + i sin(w,t)3}, (2.7) 

$ If the participation of high-frequency intramolecular vibrations is required due to a large donor-acceptor gap, 

the phonon contribution to the nuclear factor retains the form of Eq. (3) of Ref. [25] as for the delocalized 

phonons. 
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where E = [exp(Aw,, / kT) - 11-’ is the mean thermal occupation number for the phonons. In 

arriving at Eq. (2.7), a Gaussian function carrying a width of -2ois used to approximate the 

one-phonon profile having a mean frequency of 0,. S is the Huang-Rhys factor at 0 K which 

characterizes the electron-phonon coupling strength. In the mean phonon frequency 

approximation employed, 

= S ~tnh(hw,,/2kT). (2.8) 

The Franck-Condon factor for the zero-phonon process is in fact exp(-S) . f ( t )  is further 

approximated by expanding Eq. (2.7) in terms of t  and anything higher than quadratic terms 

is neglected. This approximation is valid for ( w , ~ , , , ) ~  < 1 where t1,2 = wn,-’[2S(2Z+ 1)]1’2, 

and it is expected not to break down at temperatures much lower than - 50 K (see the 

argument presented in Ref. [25]). As discussed in Ref. [25], the zero-phonon process only 

plays a minor role in energy transfer for inhomogeneously broadened systems such as 

photosynthetic protein complexes. As a result, it will be of little consequence if the 

contribution from zero-phonon lines is deleted by introducing the multiplicative factor 

[l - exp(-S)] into f ( t )  . By taking the Fourier transform, the expression for energy transfer 

rate is obtained as 

1 kDA(n2,n = 2zv2(1- e-’>[(2&($ + w ~ , ) ) - ” 2 e - ( R - S ~ ~ ) * / 2 ’ ( ~ + ~ ~ )  

where the electronic energy gap Q = w,, - 0, > 0. 

Since the system considered is inhomogeneously broadened, it is necessary to average 

Eq. (2.9) with a proper distribution functionfn for $2 to address the problem of dispersive 

kinetics. IffQ adopts a Gaussian form, the averaged rate becomes 

( k D A ( ~ ) )  =2nv2(1-8)[211(r2 tB(d t W ~ J I -  112 e - (R~-SW,, , )* /~[~*  +S(d + W ~ I  (2.10) 
Here 

respectively, associated with inhomogeneous and homogeneous broadening. If the following 

condition 

is the variance forfQ. As pointed out in Refs. [25,36], r2 and s( 2 + mi,) are, 
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(2.1 1) s(0Z +of) >> r2 
is satisfied, (k, ( T ) )  M k ,  (R = R, , T )  . That is, the energy transfer kinetics is non- 

dispersive. 

Eq. (2.9) and (2.10) can be modified to account for the electronic dephasing by 

substituting, everywhere, s( d + mf,) by C2 ( T )  = (F / 2)2 + s( d + of,). Here F denotes the 

homogeneous broadening contribution from dephasing. Therefore, Eq. (2.10) is now 

(2.12) 2 -112 - ( ~ , - ~ 4 ~ / 2 ( r ~ + ~ ~ )  ( k , ( ~ ) )  t c 11 e 

Analogous to Eq. (2.1 l), the criterion for non-dispersive kinetics becomes 

c2 = (F 1 2 ) ~  + S(d + ~ f , )  >> r2. (2.13) 

There are experimental data indicating that high frequency Franck-Condon modes can 

play significant roles in energy transfer by fulfilling the necessary spectral overlap 

requirement of Forster theory [13,26]. Eq. (2.12) of KHS theory may be modified to include 

the contributions from intramolecular vibrations by writing it as 

( k , ( ~ ) )  = 2 n  y2(1 - e - " ( 2 ~ ~ , , ) [ 2 ~ r *  + ~2)1-*'2e-(~,-ru,~-~ru,)'~(T'+Z') ? (2.14) 

where olOC and FC;,, are the frequency and Franck-Condon factor for the intra-molecular 

vibration modes involved in the energy transfer [ 13,261. 

2.3 Enery Transfer via Electron Exchance Interactions 

When the donor-acceptor separation is small, there will be an appreciable charge 

distribution overlap. Multipole expansion in the interaction energy V, which is used to 

evaluate the matrix elements in the Fermi-Golden Rule expression, Eq. (2. l)? is no longer a 

good approach. The matrix element part in Eq. (2.1) has to be replaced by 

I 12 

(2.15) 
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where the summation is carried out over all pairs of charges on D and A. By substituting the 

antisymmetrized spin-orbital functions into expression (2.15) and simplifying using the 

Condon-Slater rules and assuming that the ground and excited states on the donor molecule 

differ by only one spin-orbital (u,, # ut,,), and similarly for the acceptor molecule (vi, # v',,), 

one obtains 

d n i  
(2.16) 

where each spin-orbital function uk or v k  equals the product of a space function +k and a spin 

function crk (either as spin up a or spin down p). The numbers 1 and 2 are dummy indices 

denoting the positions of the two electrons. The two terms in Eq. (2.16) represent the matrix 

elements resulting from the Coulombic and the exchange couplings. The former reduces to 

Forster theory in the dipole-dipole coupling approximation. The conservation of spins on 

both donor and acceptor molecules in Forster energy transfer is clear by examining Eq. 

(2.16), since the Coulombic term will vanish unless d,, = a,, and d,, = on,. Nevertheless, for 

exchange coupling, both d,, = oil and d, = on, have to be satisfied during the energy 

transfer. Thus, energy transfer by electron exchange can occur when the spins of the donor 

and the acceptor are interchanged simultaneously during the process. This provides the 

mechanism for the triplet-triplet energy transfer, such as the deactivation of excited triplet 

BChl a by triplet carotenoid molecules. 
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The distance (R)  dependence of ( (2) (1) I l / ~ , ~  I (1) qYnI (2)) is rather 

complicated, but generally speaking it dies off rapidly as R increases. Following Dexter [3], 

the energy transfer rate can be expressed as 

k,, = K-J.exp(-2R/ L ) .  (2.17) 

Here K is a constant related to the specific interaction involved, J is the normalized spectral 

overlap between D and A and L is a constant of the order of the molecular size. 

Figure 2.3 is a simple pictorial diagram showing the Dexter energy transfer via 

electron exchange, as well as the diagram for energy transfer via Coulombic interactions. As 

shown in Figure 2.3 (a), the exchange interaction induces the simultaneous jumps of 

electrons 1 from D* to A* and 2 from A to D, which is different from Figure 2.3 (b) for 

Coulombic coupling where electrons remain in the same molecules. Actually the electron 

exchange coupling is a pure quantum mechanical property which rises from the 

indistinguishability of electrons in the presence of appreciable wavefunction overlap. Unlike 

Forster energy transfer which is feasible with R as large as tens of angstrom, Dexter type can 

only occur when the donor and the acceptor are in close contact (usually 5 5 A). 

2.4 Molecular Excitons 

2.4.1 Mott-Wannier and Frenkel Excitons 

As mentioned in Section 2.1, the excitation is delocalized in the strong coupling limit 

and is often referred to as an exciton, which is a term now widely used in photosynthesis. 

The term exciton, which originally derives from solid state physics, is introduced to denote 

its quasi-particle nature - the wave-like properties of delocalization and the particle-like 

properties of effective mass, definite momentum and energy. 

The Mott- Wannier exciton, which is commonly observed in covalent solids such as 

Ge, Si and CdS and ionic crystals with large dielectric constants (such as CuzO), is actually 

an electron-hole pair weakly bound by an attractive electrostatic force, see Figure 2.4 (a). 



39 

i2 
2 w 

T 

Figure 2.3 Schematic representation o'f excitation energy transfer via (a) electron exchange 
He, and (b) coulombic interactions H,. The orbitals of the donor and the 
acceptor are depicted qualitatively by two-level systems with two electrons in 
each molecule. The active electrons are shown by open circles labeled as 1 and 2. 
The solid circles represent the inactive electrons whose interactions with others 
are nearly unaffected by the energy transfer processes. As shown in (a), exchange 
coupling induces simultaneous jumps of electrons 1 and 2 to the other molecules. 
In (b), the coulombic interaction makes electron 1 to return to the ground state 
and electron 2 is excited to the higher state. 
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(a) Mott-Wannier exciton 

Q 

Figure 2.4 Conceptual illustration of Mott-Wannier exciton (a) and Frenkel exciton (b). The 
shaded circles shows the lattice molecules, while e and h label electrons and holes, 
respectively. In (a), the exciton is a bound electron-hole pair which moves as a 
unit in the crystal. The electron-hole separation is large relative to the lattice 
constant. In (b), it depicts a tightly bounding electron-hole pair confined within 
one molecule, which corresponds to an excited molecule. Due to the coupling 
with other molecules, this Frenkel exciton is not localized on one molecule. To 
correctly describe it quantum mechanically, it is necessary to use a superposition 
of wavehctions of the entire lattice (i.e. in the Bloch wave form) due to the fact 
that there is equal probability for each molecule to be associated with the exciton. 
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The electron-hole separation is large compared with the lattice constant. Mott-Wannier 

excitons can propagate in the crystal to transport energy, but not electricity, due to the fact 

that they are charge-neutral. Readers interested in Mott-Wannier excitons may consult Refs. 

[4,37-391 for further information. 

Now consider the tightly-bound exciton which has the electron and the hole confined 

within one molecule. Actually, this essentially pictures an excited state of a single molecule, 

Figure 2.4 (b). Due to the coupling interactions between molecules in the crystal, the 

excitation energy will be passed from molecule to molecule like a wave instead of being 

localized on one site. This type of exciton is a collective electronic excitation of molecules, 

the FrenkeZ exciton, which has been thoroughly studied in molecular crystals such as 

naphthalene and anthracene. In a "perfect" crystal with no defects or phonons which undergo 

scattering with the exciton (meaning T + 0 K), the Frenkel exciton is a perfectly delocalized 

state with a Bloch-type wavefunction. Every molecule in the crystal has an equal probability 

of being excited and for every level of the exciton band there is a definite phase relationship 

defined by the coefficients of the Bloch wavefunction. Thus, the concept of energy transfer 

loses its meaning. Of course, creation of a perfect Frenkel exciton in the laboratory is 

another matter, e.g. crystals have surfaces and there is no such thing as a perfect crystal. 

Nevertheless, exciton theory allows one to calculate band structures which can be used to 

calculate the group velocities (v,) of exciton wavepackets with well-defined k , where k is 

the wavevector. One can then define the exciton coherence length Y,,, = v,/ y , where y is the 

scattering frequency (via defects or phonons) of the wavepacket. When Zcoh >> a unit cell 

length, the exciton is referred to as delocalized. When Z,,, is comparable to a unit cell length 

it is referred to as localized and energy transfer can then be treated as an incoherent hopping 

process [40,41]. 

In recent years the term exciton has been widely used by workers interested in the 

nature of the excited electronic states of photosynthetic antenna complexes such as the cyclic 
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C, LH2 and LH1 complexes of purple bacteria. With reference to earlier discussion of these 

complexes, it is clear that one is dealing with nano-excitons and, therefore, that the concepts 

of wavepacket velocity and coherence length are quite ill-defined. All that is implied by a 

"perfect1' exciton of LH1 or LH2 is that it is completely delocalized with each BChl a 

molecules of the ring having an equal probability of being excited. The problem becomes 

more interesting when one realizes that proteins are glass-like, meaning that they are nothing 

like perfect crystals. Thus, the effects of energy disorder (diagonal or off-diagonal) become 

very important as discussed in Chapters 5 and 6. In the case of diagonal energy disorder, the 

exciton levels become localized in the limit of very strong disorder which is defined by the 

disorder-induced couplings between the zero-order exciton levels being much larger than the 

zero-order splittings between the exciton levels. As shown in Chapter 6 ,  the B850 and B875 

rings of LH2 and LH1, respectively, fall in the category of weak disorder, meaning that the 

exciton levels are neither perfectly localized or delocalized. 

The following two subsections, 2.4.2 and 2.4.3 are a review of the Frenkel exciton 

theory in the static lattice approximation, meaning that exciton-phonon coupling is neglected 

as well as the effects of energy disorder. 

2.4.2 An Excitonically Coupled Dimer - A Simple Example 

Consider an isolated molecule with the eigenfunction qi and the eigenenergies E 

defined by the Hamiltonian H 

Hqi = Eipi ,  (2.18) 

where i = g or e denote the ground and excited states. Now introduce one more identical 

molecule into the system which couples with the other via the intermolecular potential energy 

Y . The total wavehction and energy for the system with both molecules in the ground state 

may be written as 

wg = P;P; (2.19a) 
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( w" IH1 + H2 +VI w") = 2Eg + Dg, (2.19b) 

where the subscripts 1 and 2 denote the two molecules and D g  3 ( v/" IVI 9). The presence 

of the term Dg is the so-called van der Waals interaction or dispersion energy for the ground 

state. 

The wavefunctions for the electronically excited dimer may be written as 

Y(+) = 2-1'2( g k &), (2.20) 

The coefficient 2-112 holds with the neglect of overlap between the two monomers. and 

v/"2 are the wavefunctions describing excitation localized on molecules 1 and 2, respectively. 

That is, 

= dd  (2.21a) 

42 = &P;* (2.21b) 

Eq. (2.20) gives the delocalized basis set (wavefunctions) for the excited dimer, while Eq. 

(2.21a-b) defines the localized states. The energy of the excited dimer is given by 

(Y(+)IH, +H2 + V I Y ( f ) ) = E g + E e + D e k M ,  (2.22) 

where De and Y are defined as followed 

M=(V$Iy ' , )=(&lqw; ) .  (2.23b) 

Similar to D g  , De is the van der Waals interaction or dispersion energy but for the excited 

dimer. M, the resonance transfer integral, determines the resonance energy transfer time and 

the dimer (exciton) splitting. The relative orientation of the two molecules determines the 

sign of M. Figure 2.5 shows several examples of Mwith different monomer orientations in 

the dipole-dipole approximation. ( D e  -Dg ) is the so-called sohent shift in the excitation 

energy between the isolated and coupled monomers. Usually, molecules in the excited state 

interact more strongly than in the ground state. As a result, the solvent shift causes a 

decrease in the excitation energy. See Figure 2.6 for an illustration of Dg , De and M. As 
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Figure 2.5 Schematic representations of seven dimer arrangements with their dimer splitthgs 
M, Eq. (2.23b), and their redistribution of oscillator strength. Although the 
squares and the associated arrows are meant to show the BChl (Chl) molecular 
planes and their Qy transition dipole moments, they are applicable to other 
molecules with in-plane transition dipoles. Geometries (a) through (d) are co- 
planar, while (e) through (g) are stacked. The dimer splittings are calculated 
within the dipole-dipole approximation (Eq. (2.2)), i.e. M = rcI,,,/R3 where 
I,,, = (ii111,E21 = l,El12 = lE2l2 is the transition dipole strength of the monomer. The 

right-most column qualitatively shows the spectra of the dimer with the energy 
(hv) in units of I m / R 3  and the excitation energy of a monomer is defined as zero. 
+ and - signs are used to label the wavefunctions Y(+) and Y(-). See text for 
further explanation. 
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Figure 2.6 Energy level diagram of two isolated monomers and an excitonically coupled 
dimer. qf and p; (i = 1,2) are the ground and the excited state wavehctions 
for monomer i, respectively. For the dimer, 9 is the wavehction for the 
ground state, while Y(k) are the dimer (exciton) wavehctions. The dispersion 
interaction between monomers introduced a decrease of De - Dg in excitation 
energy, which is ofken referred to as the solvent shift. The exciton levels are 
fbrther split by an energy of 2M. The geometric arrangement of the two 
monomers determines which of the exciton wavefunctions Y(+) will have higher 
energy, see Figure 2.5, as well as the magnitude and the sign of M. See text for 
fbrther explanation. 
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indicated in Eq. (2.22), Figures 2.5 and 2.6, Y(+) and Y(-) are not degenerate, but are 

separated by a splitting of 2M. The splitting of excited states is an important characteristic of 

excitonic behavior. In addition to this splitting, the formation of exciton is often 

accompanied with a redistribution of oscillator strength, which is described below. 

The transition dipole strength of the dimer Id (+) from 9 to Y (+) can be expressed 

in terms of I,,, , the transition dipole strength of the isolated molecules 

2 W=I( VICl, +P21'Y(*))I - =I,,(l+cos@, (2.24) 

where B is the angle between the transition dipole moments of the two monomers. p and 1.1 

are the dipole moment operators for the two molecules. The right-most column of Figure 2.5 

shows how Id (-I), the transition dipole strength, varies with the angle 8. 

-1 -2 

In Figure 2.5(a), the head-to-tail arrangement having a K value of -2 gives a negative 

Mequal to -21,, / R3.  According to Eq. (2.22), Y(+) and Y(-) are the lower and upper dimer 

states, respectively. Since Q= O", Id is 2I,,, for Y(+) and 0 for Y(-), see Eq. (2.24). That is, 

the upper dimer component is transition forbidden. Similarly, one can generate the 

qualitative pictures as shown in Figure 2.5(b) through (g). Note that cases (a) and (b) are 

indistinguishable from a spectral point of view (only the lower dimer state is transition 

allowed). In (a) the lower dimer state is Y(+), while in (b) it is Y(-). In contrast to (a) and 

(b), where the transition dipoles lie in the same plane, (e) and (f) of the stacked 

configurations illustrate the situation where only the upper dimer components are transition 

allowed. In Figure 2.5(d), the two split dimer components are transition allowed and both 

carry a transition dipole strength equal to I,,,. The dimer arrangements shown in Figure 

2.5(c) and (g) have Mvalues of zero and do not result in splitting or a redistribution of the 

transition dipole strength. 

When the dimer states, Y(+) and Y(-), are spectrally well-resolved one can excite 

either of them selectively to initially create delocalized dimer states. The excitation energy 
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undergoes coherent oscillation between the two monomers with a fiequency of M, with M in 

the unit of circular frequency. Strictly speaking, this oscillation does not represent energy 

transfer since it does not alter the initially excited level. For real energy transfer to occur, the 

excitation ultimately needs to be localized on one of the two monomers. Such localization 

could result from self-trapping due to exciton-phonon coupling or energy disorder when the 

dimer is imbedded in a bath. It is possible to initially create a state with excitation localized 

on one of the two monomers if the frequency width of the excitation pulse is wider than 2M. 

2.4.3 Extension from the Dimer to Molecular Crystals and Circular Aggregates 

The aforementioned exciton for a Frenkel-like dimer can be easily extended to cover 

molecular aggregates and crystals. For a system containing n molecules, the wavefunction 

for the excitation energy localized on molecule a located at position g is 

(2.25) 
a=O(p;ca) 

where pp is the ground state wavefunction for molecule p and 9: is the excited state 

wavefunction for molecule a. Eq. (2.25) is analogous to Eq. (2.21). Let Ha be the energy 

operator for the a-th molecule and Vapbe the interaction between molecules a and p. The 

Hamiltonian for the exciton states is 

a 

A general solution to Eq. (2.26) is 

Y(k) - = n-”’zexp(ilga_) &. 

(2.26) 

(2.27) 
a 

- k is the wavevector and is determined from the boundary conditions. Eq. (2.27) is of Bloch- 

wave form and is only true for the system with one molecule per unit cell. (Consult Ref. [5]  

for the analogous exciton wavefunction of Eq. (2.27) for crystals with more than one 

translationally inequivalent molecule per unit cell.) For a 3-dimensional crystal with only 

one molecule per unit cell, 
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(2.28) 

where hp (p = 1,2 and 3) are the reciprocal lattice vectors defined according to the direct 

lattice vectors apt as hp -apt = S,,l. q p  is an integer confined within the range 

- N p  / 2  2 qp  I N p  /2. N p  satisfies the relation n = N,  N2N3 when the crystal is assumed to 

be parallelepiped. For more details, see Ref. [5 ] .  The delocalized basis set in the form of Eq. 

(2.27) for a cyclically coupled array, which is relevant to the light-harvesting complexes of 

purple bacteria, is given in the Appendix, Eq. (A.3). The Hamiltonian for a linear aggregate 

has been diagonalized and the expression for the exciton wavefunctions can be found in Refs. 

[42,43]. 

As in the case of dimer, the degeneracy of the excited energy levels will be lifted to 

produce an exciton band. However, the band will span a range of - 4kffor molecular 

crystals or circular aggregates (in the nearest neighbor approximation) instead of 2M as 

shown earlier for dimers. 

2.4.4 Exciton-Phonon Coupling 

So far in the discussion of excitons, it has been assumed that the molecules are fixed 

rigidly at the lattice points. In this section, the consequences of the molecular displacements 

from equilibrium positions in connection to excitons are discussed. This formulation was 

outlined for excitons in molecular crystals by Davydov [5 ] .  

To proceed, the Hamiltonian of the exciton is conveniently written in terms of the 

localized basis representation as 

(2.29) 

where E is the free-molecule excitation energy for the transition of interest and Brl and BIT are 

the annihilation and creation operators for the nth site, respectively. D,, and M,, are, 

respectively, the dispersion and resonance-energy transfer matrix elements between sites n 

and m. The term containing the summation of Dnm, which corresponds to De in Eq. (2.23a) 
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for a dimer, is the total interaction of the excited molecule with all of the ground-state 

molecules. The term Mnm governs the excitation energy transfer from molecule n to m. 

Similar to M of Eq. (2.23b), M,, results in delocalization of the excitation energy and the 

exciton band. The presence of the D,, and Mnm terms introduces the dependence on the 

lattice configuration 

Taylor series about 8 = 0, the equilibrium position, and all the terms higher than the linear 

term are discarded. Therefore, it becomes 

into the Hamiltonian H,(JX). Eq. (2.29) may be expanded in a 

HJB) = HJO) + HgP, + (2.30) 

where 

(2.3 1) 

is the Hamiltonian for the non-deformed lattice which yield the crude adiabatic energies for 

the exciton levels. HZLph and HE!ph are linear exciton-phonon coupling terms given by 

(2.32a) 

(2.32b) 

In these two equations, j = 1,2,3, . . . , 6  denote the six (three translational and three 

rotational) degrees of freedom of the molecule. To see the physics behind HE!ph and HE!ph 

better, it is more convenient to express them in terms of-the creation and annihilation 

operators b& and bS,! for an sth branch phonon of wavevector - q and the delocalized basis set 

operators B+(lc) and B(lc). The Hamiltonian for the phonons in the absence of excitons is 

(2.33) 

B'(lc) and B(k )  are in the delocalized representation which diagonalize H,(O) and are 

related to B, by 
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B,, = N-1'2 B( - k) exp( ik e E). 
k 

(2.34) 

Now H:'_,, and HE!pl, become 

F,(k,q) - and x,(q) - characterize the exciton-phonon coupling strength which are given by 

(2.36a) 

(2.36b) 

respectively. e: (9) - is thejth component of a unit polarization vector for the sth phonon 

branch with wavevector q , while p: (q) is the rms amplitude of the corresponding motion [5,  

441. For more details regarding the derivation, see Refs. [5,45-471. 

- - 

The connecting bridges of Eqs. (2.35a-b) in the delocalized basis set and Eqs. (2.32a- 

b) in the localized basis set are the unitary-transformation-related Eq. (2.34) and 

B(&) = N-"~C B,, exp(-ik-g). 
11 

Section IV.A.4 of Ref. [47] provides a nice discussion relating the choice between 

(2.37) 

delocalized and localized representations. 

Let us proceed to exkine  the physical meanings behind and The 

former relates to the inter-site coupling terms M. When the lattice vibrates about its 

equilibrium positions, the interactions between molecules change accordingly. Fs in fact 

characterizes the coupling strength between the phonon modes and the inter-site interactions. 

H(') ex-plr is the term responsible for the elastic and inelastic scattering of the excitons fiom one 

- k value to another. During the process, the total number of excitons remains the same while 

that of phonons changes. The simple diagrams in Figure 2.7 depict this scattering process. 
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Figure 2.7 Vector diagrams (a-c) and a dispersion curve (d) showing examples of exciton- 
phonon scattering events (a-c). The exciton (solid arrows) having the wavevector 
- k and the frequency w is scattered to an exciton state of and 0'. The phonon 
(wavy arrows) absorbed or emitted in the process has a wavevector of ij and a 
fi-equency of a. Both the energy and the momentum conservation must be 
fulfilled in the scattering events. Processes (a), (c), 1 and 4 show phonon- 
absorption processes, while (b), 2 and 3 are for phonon-emission. Intra- and 
inter-exciton band scattering processes are depicted in 1-2 and 3-4, respectively. 
For crystals with more than one molecule per Unit cell, inter-exciton band 
scattering may occur with no change in k (governed by the coupling term Eq. 
(2.36b)), such as theprocess 4 in (d). 
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The term HE!p,, . is diagonal in the delocalized representation and it is associated with 

the dispersion term D. The lattice vibration results in a fluctuation of the center of gravity of 

the exciton bands. xs characterizes how strong the change in exciton energy is with respect 

to the phonons. HE!p,, will shift the equilibrium configuration of the intermolecular 

coordinates to a new position, i.e. it causes a lattice deformation over the region the exciton 

excitation is distributed. If the lattice deformation is very large, the exciton will become 

localized. The namepolaront is introduced to refer to the exciton plus its accompanying 

lattice deformation under the influence of HE!ph. 

Since HZ!p,z and arises from different properties of the molecular crystals, their 

relative magnitude varies from system to system and depends on the electronic excitation of 

the same sample. 

2.4.5 Inter-Exciton Level Relaxation Processes - Beyond the Condon Approximation 

When the excitonic level splittings associated with the chromophores are large 

relative to the dephasing of the levels (i.e. in the strong coupling limit), the Condon 

approximation, which assumes that the electronic coupling is independent of the phonon 

coordinates, is no longer valid. In this strong coupling regime, the excitonic wavefunctions 

are determined by the Hamiltonian which already includes the static intermolecular potential 

energy. This is the potential that into Fermi-Golden rule expression of the Forster theory, see 

Section 2.2.1. The spectral density is a Franck-Condon factor weighted density of the final 

states of the energy transfer process. For strongly excitonically coupled systems such as the 

B850 molecules of LH2 and the B875 molecules of LH1, relaxation between exciton levels is 

induced by phonons which modulate the intermolecular pigment-pigment interactions. We 

refer to those phonons as promoting modes with coordinates Q, (fiequency a++). With ynt the 

interchromophore interaction, (qn, / aQ,),, Qp is the term that enters the Fermi-Golden rule 

f The term polaron also often refers to an electron plus its lattice deformation in solid state physics. 
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when linear coupling in the phonon coordinate Q,, 

downward inter-exciton level relaxation rate: 

is assumed. One obtains for the 

I2 
(2.38) 

where Y i  and Y’ are the wavefunctions of the initial and final exciton levels, and Q is the 

energy gap between the two levels. The phonon coordinate of the promoting mode can be 

expressed in terms of the creation and annihilation operators b’ and b: 

Qp = (A/20,)l’~(b~ +b,’). (2.39) 

Thus, Eq. (2.38) becomes 

(2.40) 

where the argument of the spectral density p indicates that the effective energy gap has been 

reduced by one quantum of the promoting mode. p(R - w p )  is still a weighted density of 

states involving other phonons which are Franck-Condon active. Note that promoting modes 

need not be Franck-Condon active. In Eq. (2.40), Zip is the thermal occupation number, 

[exp(Aw, / kT) - 13-’. In the high temperature limit, (Ep + 1) cc T. 

A more detailed treatment [5,47] reveals that the electronic matrix element in Eq. 

(2.40) describes how the resonance energy transfer matrix elements associated with the 

excitonically coupled chromophores vary with Qp. 
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CONCLUSIONS 

The results presented in this dissertation establish that non-photochemical hole 

burning spectroscopy combined with pressure and external electronic (Stark) fields is an 

powerful approach for the study of the Q,-excited state electronic structures and energy 

transfer/relaxation dynamics of photosynthesis antenna complexes. 

The high pressure data for the isolated LH2 complex or chromatophores from Rps. 

acidophiza establish that the B800 + B850 energy transfer rate is resilient to significant 

pressure-induced changes in the B800-B850 energy gap, consistent with data reported earlier 

for the LH2 complex of Rb. sphaeroides. In addition, the energy transfer rate is also weakly 
dependent on temperature and mutation. All told, the B800-B850 energy gap can be varied 

between 450 and 1050 cm-1 without affecting the -1 picosecond rate by more than a factor 

of 3. It was shown that the conventional Forster theory (which assumes the absence of 

inhomogeneous broadening of the Qy-transition) based on spectral overlap between the B800 

fluorescence origin band and the B850 absorption band is incorrect. The results of our 

theoretical calculations indicate that the Forster-like B800 + B850 transfer rate involves 

spectral overlap with weakly allowed BCM a modes which build on B850 which, with low 

frequency protein phonons, provide a quasi-continuum of final states. It is to be emphasized 

that the calculations involved no adjustable parameters. 

Zero-phonon action spectroscopy was used to determine and characterize the lowest 

energy exciton level (B870) of the B850 ring of LH2 and of the B875 ring (B896) of the LH1 
complex. (The results for B896 are not included in this dissertation.) Based on the structure 

for LH2, it was argued that the exciton level structure of the B850 ring of Rps. acidophila 

cannot be understood without taking into account energy disorder. A new theory based on 

symmetry-adapted basis defect patterns (BDP) was developed to provide for deeper insight 

and ease of computation in the study of the effects of disorder (diagonal or off-diagonal) on 
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cyclic arrays of coupled chlorophylls. The theory was used to explain the 200 cm-l 

displacements of B870 below the B850 band maximum and B870's absorption intensity 

which is 3-5% of the total absorption intensity of the B850 ring. (The results are for Rps. 

acidophila.) It was found that in the absence of energy disorder, the average displacement of 

B870 is - 150 cm-1 at 4.2 K. The low temperature B850 absorption profile established that 

the B850 ring is in the weak energy disorder limit. 

The BDP-based disorder calculations utilized a value of -320 cm-1 for the nearest 

dimer-dimer coupling, which differs by - 120 cm-1 from the value (-200 cm-1) calculated 

using the room temperature X-ray structure of Rps. acidophila. The larger value of -320 

cm-1 for the low temperature calculations was mandated by the T-dependence of the B850 

absorption band which reveals that LH2 (isolated or in chromatophores) undergoes a quite 

subtle and non-denaturing structural change near 150 K. (This is also the case for the LH1 

complex.) Theoretical analysis of the thermal broadening of the B850 band led to the 

conclusion that the nearest neighbor BChl a dimer-dimer coupling is about 40% larger for the 

low temperature structure. Comparison of the T-dependencies of the B850 band of Rps. 

acidophila and Rb. sphaeroides (LH2 structure unknown) indicates that the above coupling 

for the latter is about 20% weaker than for the former at all temperatures. It was suggested 

that the a, P-polypeptide pairs may be more loosely packed in Rb. sphaeroides. This is 

consistent with the pressure-dependent data obtained for the two LH2 complexes. It is 

interesting that the temperature dependencies for the B850 band of Rps. acidophila and Rs. 

molischianum are very similar since their LH2 complexes are, respectively, 9-mers and 8- 

mers of a, P-polypeptide pairs and there is only marginal sequence homology between the 

pairs of the two species. When the structure of the LH2 complex of Rb. sphaeroides 

becomes available, the suggestion that the a, P-pairs are more loosely packed in Rb. 

sphaeroides, which leads to a weakening in nearest neighbor BChl a-BChl a couplings, can 

be tested. 
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New data on the pressure dependencies of the B800 and B850 bands of LH2 and the 

B875 band of LH1 were reported for several species. In addition, the linear pressure shift 

rates for the B870 level of the B850 ring and B896 level of the B875 ring were determined. 

A theoretical model was introduced in order to understand why the linear pressure shifts for 

the B850 and B875 bands and the B870 and B896 exciton levels are - 4 to 6 times larger 

than the - -0.1 cm-'/MPa shift rate of B800, which falls in the range of values observed for 

isolated chromophores in amorphous solids. The results of calculations with the model 

indicate that electron-exchange coupling, rather than electrostatic (Coulombic) coupling, 

between nearest BChl a neighbors of the B850 and B875 rings is primarily responsible for 

their unusually large pressure shifts. This assertion can be tested by electronic structure 

calculations since reasonable compressibility values are available. 

Stark hole burning spectroscopy of bacterial and green algae antenna complexes was 

reported for the first time. The Stark data yield the dipole moment changes, f Ap, 

associated with the optical transitions from the ground electronic to excited Qy-states. The 

dipole moment changes of B800 and B870 of LH2, B896 of LH1 and B825 of the FMO 

complex (Cb. tepidurn) were determined. The values obtained fall in the range of -0.5-1.2 D. 

Several conclusions were drawn. For the sake of brevity I mention only that: one cannot 

understand the Stark effect of the B850 and B875 rings without taking into account exciton 

localization effects produced by energy disorder and, therefore, the f - Ap values determined 

for B850 and B875 using ciassical Stark modulation spectroscopy are unreliable; the angle 

between Ap - and the Qy-transition dipole of BChl a in proteins is 5 15"; and the protein- 

induced contribution to Ap is significant. - 

Understanding the excitation energy and electron transfer processes of photosynthetic 

complexes is a fascinating, challenging and important problem. A firm understanding of the 

processes is unattainable without a good understanding of the Chl Qy-states. The candidate 

believes that her research has shown that the combination of spectral hole burning with 



277 

pressure and Stark fields are important new approaches for yielding data of very considerable 

importance to quantum chemists working on the excited state electronic structures of 

photosynthetic complexes. 
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APPENDIX 

SYMMETRY ADAPTED BASIS DEFECT PATTERNS FOR 
ANALYSIS OF THE EFFECTS OF ENERGY DISORDER ON CYCLIC 

ARRAYS OF COUPLED CHROMOPHORES 
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A.l Cvclic Arrays of Coupled Chromophores 

Consider a molecule a in a cyclic (C,) ring of n ( 2 3) identical chromophores 

undergoing an electronic transition to the state Yd. The localized wavefunction is given as 

where Yp is the ground state wavefunction for molecule p. If the interaction energy ( Va~) 

between sites a and p i s  non-zero, the Hamiltonian for this cyclically coupled array in the 

absence of disorder is 

a a,p=O 

where e is the excitation energy of the chromophore. The eigenfunctions of. lo are wave- 

and the excitation will no longer be localized at molecule a. The cyclic symmetry 

determines the delocalized wavefunctions to be [ 13 

ike 

a 

where B = exp(i2 n/ n) .  The factor of n-1/2 holds when neglecting the overlap between 

chromophores. The quantum numberj = 0, 1, . . ., (n-1) labels the 1-dimensional irreducible 

representations (reps) of the C, group. Except fori = 0 and n/2 (n is even), each 1 j )  has one 

degenerate partner, and together they give E-type reps. For example, when n = 9, the 

correspondence between quantum number j and group theoretical designation is j = 0 (A), 

j = { 1,8} (El),j = (2,7} &),j = ( 3 , 6 }  (E3) andj = (4,5} (E4). Or using another set of 

quantum numbers, the equivalent correspondence becomesj = 0 (A),j = {l, -1} (El),j = (2, 

-2) (E$),j = (3, -3) (E3) andj = (4, -4) (E4). When n is even, there are two non- 

degenerate reps A (j = 0) and B (j = n/2). 

In the nearest neighbor coupling approximation, the exciton energies are 

E j  = e+2Vcos(2nj/n), 
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where Vis the nearest neighbor coupling energy. 

In the presence of disorder, the total Hamiltonian becomes 

H=Ho+H;1+HV, (A.5) 

where Ha and H, govern the diagonal and off-diagonal energy disorder, respectively, and are 

given as 

To investigate how these two defect Hamiltonians couple with the zero-order delocalization 

levels it is convenient to express both in terms of the delocalized wavefunctions using 

Eq. (A.6) becomes 

Thus, for Ha the coupling between delocalized exciton levels Y and s, Le. the element in the 

row Y and column s of the Hamiltonian matrix, is 

a j k  a 

Similarly, for H, we obtain 

a j k  

(A. 10) 

(A. 1 1) 

(A. 12) 
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b.2 Symmetry-Adapted Basis Defect Patterns (BDP) 

With Eqs. (A. 10) and (A.12), the Hamiltonian matrix can be constructed to calculate 

exciton level energies and oscillator strengths once the defect pattern A, andor v, at each 

chromophore a is determined. To systematically investigate the effects of energy disorder, 

symmetry adapted basis defect patterns (BDP) are introduced. The BDP transform like the 

irreducible representations of a C, group. BDP may seem to have limited applications to real 

physical systems which exhibit random, rather than correlated, energy disorder. However, 

the usefulness of BDP will become apparent once one recognizes that any arbitrary defect 

pattern can be expressed as a superposition of the complete and orthogonal set of BDP, vide 

infia. Thus, one can examine the effects of each BDP on the ring exciton structure to 

determine which, if any, are of primary importance. 

The procedure of generating the complete and orthogonal set of BDP for a C, group 

is quite straightforward for those who are familiar with using projection operator technique to 

obtain 7 ~ :  molecular orbitals of benzene or similar cyclic molecules [ 1,2]. For brevity, the 

equations shown in the following are mainly for diagonal energy disorder. The 

corresponding equations for off-diagonal disorder can be obtained in a similar manner. 

A.2.1 BDP for Diagonal Energy Disorder and Their Associated Selection Rules 

The diagonal energy disorder at site a can be expressed as 

11, 2 z j a  2 zj( a - 1) Aa (ej,*) = N~,,[ COS(-) COS( 
n n 

(A. 13) 

for e-type patterns. (To avoid confusing BDP with exciton levels, lower case is used to 

indicate the symmetry of BDP.) The + and - signs denote the orthogonal partners of each 

degenerate pattern. q,. is the normalization factor and is given as 

2 n j a  2zj(a-1) Ni:  = c[ COS(-) & COS( 
a n n 

(A.14) 

Now one can define normalized basis defect vectors 
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(A. 15) + 
Dj+=Nj,k(df Y- JYO' d! JY1' ...,d- J$-1 ), 

where the d-elements are given by the square-bracketed terms in Eq. (A. 13). Figure 3 of 

Chapter 5 shows the normalized diagonal el >- + and e2 Y- + BDP. The complete normalized 

coefficients of BDP for Cg and Cg groups are listed in Tables 1 and 2 of Chapter 6. 

Incorporation of the BDP into Eq. (A. 10) leads to 

(A. 16) 

for ej,* BDP. 

Before continuing to show the corresponding expressions for off-diagonal energy 

disorder, it is worthwhile to discuss first the selection rule associated with Eq. (A. 16). For 

the diagonal elements of the coupling Hamiltonian, i. e. when Y = s, we have 

for any j .  Since Bin = 1,  Eq. (A.17) equals zero. Furthermore, the off-diagonal elements are 

(A. 18) 

Again, B[i'(r-s)ln = 0, since j ,  r and s are all integers. Care needs to be taken, however, 

when 

r - s = + j ,  (A. 19) 

which gives us the selection rule associates with Eq. (A. 16). When Y - s = j, the 

denominators of the second and the fourth terms of Eq. (A. 18) are zero, though the 
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numerators of all four terms vanish. If Y - s = - j ,  the first and the third terms have 

denominators of zero. That means in the presence of ei,+ BDP exciton levels r and s will 

couple with each other if the condition Y - s = + j  is met. It is not difficult to show that the 

above selection rule also applies to the non-degenerate a and 1; BDP which have non- 

vanishing coupling elements when 

r-s=O 

and 

n 
2 

r-s=+-,  

(A.20) 

(A.2 1) 

respectively. 

A.2.2 The Decomposition of Arbitrary Defect Patterns 

Returning to Eq. (A.15), we define a non-singular matrix D_ whose columns are the 

transposes of the row vectors defined by Eq. (A. 15) plus the normalized BDP column vector 

associated with the a rep (n odd) or a and b reps (n even). If & = (A,, A, ,  . . . , A,l-,) is an 

arbitrarily chosen diagonal energy disorder pattern then 

- CT =D_-’hT (A.22) 

where C = (C,, C, y . .  . , C,I-l) . The components of _C are the coefficients of the BDP basis 

vectors in the superposition that yield &. The beauty of Eq. (A.22) is that an arbitrary defect 

pattern can be decomposed into the superposition of BDP, which enables us to systematically 

investigate the effects of different BDP on the exciton level structure and spectrosopic 

properties of a C, ring. 

A.2.3 BDP for Off-Diagonal Energy Disorder and Their Associated Selection Rules 

Following a procedure similar to that used in deriving Eq. (A. 16), one obtains the 

corresponding expression for off-diagonal energy disorder 

)I x Ba“-”’ (B-” + B‘) . (A.23) 
v N  2nja 2nj(a- 1) 

n a  n n 
( r p y  S )  = j,* j** ~[cos(-)+cos( 
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To visualize off-diagonal BDP on a cyclic ring, one can rotate the coefficients for diagonal 

BDP as shown in Figure 3 of Chapter 5 about the C, axis by ddn to make them "bond- 

centered". 

The aforementioned decomposition procedure, Eq. (A.22), also applies to patterns 

involving off-diagonal disorder or patterns involving both diagonal and off-diagonal disorder. 

The selection rule for diagonal energy disorder, Eq. (A. 19), holds for off-diagonal disorder 

too, once one recognizes that the additional factor ( BVS + B' ) in Eq. (A.23) is independent of 

site number a and Eq. (A.23) can be simplified to Eq. (A. 18). There is one exception, 

however, when applying the selection rule to b-type off-diagonal disorder. The factor 

+ BY) will be zero when r = 0 and s = d2,  or vice versa (recall the selection rule for b 

BDP is r - s = k n/2, Eq. (A2 1)). Therefore, the selection rules for b-type off-diagonal 

disorder are 

(A.24) n 
2 

r - s = k - , ~ + O a n d s + O  

A.2.4 Removal of Exciton Level Degeneracies as Predicted by Group Theory 

Before ending this section, it is worthwhile to comment on the removal of exciton 

' level degeneracies by BDP as predicted by group theory. The first order splitting of a 

degenerate exciton level r is determined by BDP of symmetry contained in the symmetric 

direct product (E, x E,)+. For a Cg ring and Y = 1-4 the symmetries of the BDP able to 

remove the degeneracies are Q, e4, e3 and el, respectively. While for a Cg ring and r = 1-3, 

those are Q, b and e2, respectively. However, a second-order mechanism for removal of 

degeneracy exists because of the off-diagonal coupling defined by Eqs. (A. 16) and (A.23), as 

well as the associated selection rule, Eq. (A. 19). 

A.3 ADplication of BDP to Antenna Complexes of Purple Bacteria 
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S ymmetry-adapted Basis defect patterns have been applied successhlly to investigate 

spectroscopic properties of LH2 of Cg and Cg symmetry and LH1 of C16 from purple 

bacteria. Examples of using BDP to study the re-distribution of oscillator strengths and 

exciton level splitting can be found in Ref. [3] and Chapter 5 of this dissertation. The 

simulation of the B850 absorption band using el,- and e4,+ BDP [3] agreed well with 

experimental data. Another successful application is the simulation of the lowest exciton 

level, A, of B850 molecules using el + BDP with a half-Gaussian distribution for the disorder 

parameter A,(see Chapter 5). An important conclusion from these BDP studies is that of all 

BDP el is the essential and necessary component in endowing the very weakly allowed A 

level with more intensity and while concurrently increasing the gap between A and El levels. 

This effect is referred to as hidden correlation in Chapter 6. Our studies on random defects 

by expressing them as superpositions of BDP further suppose this point of view. The 

domination of el-type BDP over others gives us confidence for employing BDP to study 

spectroscopic properties with the convenience of fast and easy computation without losing 

the essential physics of the systems. More recently, as stimulated by ow Stark hole burning 

results, the localization effects on exciton levels caused by BDP and random defect patterns 

was examined (see Chapter 6). Comparisons of effects of diagonal, off-diagonal, single-site 

and random defects on a C, ring were discussed in Chapter 6. 
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