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About the cover 

The Department of Energy's (DOE) 
Cooperative Remote Monitoring programs 
integrate elements fkom research and 
development and implementation to 
achieve DOE'S objectives in arms control 
and nonproliferation. Clockwise, starting 
at the top, we show four sites described in 
this issue: the Kurchatov Institute, 
Argonne-West in Idaho, the Embalse 
Nuclear Power Station in Argentina, and 
the Y-12 Plant at Oak Ridge. The four 
hardware items alternating between these 
sites are among many described in this issue 
that play roles in the programs. Sandia 
National Laboratories' Cooperative 
Monitoring Center is in the background. 

About the card and envelope 

It is extremely important that the en- 
closed Reader Verification card is returned 
to the ACNT office. If the card is missing, 
please call at 510-424-6100. 

The purpose of Arms 
Control and Nonproliferation 
Technologies is to enhance 
communication between 

the technologists in the DOE community who 
develop means to verify compliance with agree- 
ments and the policy makers who negotiate 
agreements. 
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Cooperative Remote Monitoring-Urend 
for Arms Control and Nonprolifferation 

Pictured below: Department 
of Energy (DOE) Secretary 
Hazel O’Leary met with 
Academician Nikolai 
Ponomorov-Stepnoi during 
the Cooperative Remote 
Monitoring Demonstration 
in March 1995. 

The Risk 

S ecretary Hazel O’Leary, in remarks 
at the International Atomic Energy 
Agency’s (IAEA) General Confer- 

ence, addressed a new paradigm where 
nuclear risks created by the Cold War 
are being defused at the same time a 
darker nuclear danger is emerging: the 
proliferation of and the loss of control of 
fissile materials. This danger includes the 
proliferation of all weapons of mass 
destruction-nuclear, biological, and 
chemical-and the missiles and other 
delivery systems for such weapons. 

Minimizing the Risk 

The lessening of superpower rivalries has 
produced a climate more conducive to 

Cooperative Remote Monitoring I 

I 

using technology to venfjr bilateral, re- 
gional, and multinational arms control 
agreements. The “trust but verifjr“ position 
has evolved to cooperative technical 
solutions for the on-site verification of 
such agreements. 

The Department of Energy’s (DOE) 
approach to strengthening nonproliferation 
through cooperative remote monitoring is 
itlustrated in Fig. 1. The inner two rings 
represent DOE’s role in developing cutting- 
edge technology to support cooperative 
monitoring agreements. Remote monitor- 
ing-one aspect of DOE’S cooperative 
monitoring research program-is accom- 
plished by deploying sensors and cameras 
that can operate unattended at the location 
of interest to detect and monitor declared 
activities. This idormation is recorded and 
can be accessed fiom anywhere in the world 

by authorized individuals. DOE’S 
research focuses on developing 

3w-cost, flexible, and robust 
remote monitoring systems 
that can be easily custom- 
ized to monitor numerous 
types of facilities and 
activities, including the 

tracking of items of 
interest fi-om one location 
to another. 

The middle two rings 
represent DOE’s 
implementation of 
remote monitoring 
technologies through 
cooperative interac- 
tions, evaluations, 
demonstrations, field 
trials, and training. 

2 Arms Control and Nonproliferation Technologies Fourth Quarter 1995 
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Developing innovative technologies to 
future needs of remote monitoring 

Implementing remote monitoring tech 

U 
n 

Improving the capabilities to prevent the 
proliferation of weapons of mass destruction 

_ _  

Figure 1. DOE sponsors the 
research and development 

of technologies for cooperative 
remote monitoring systems to 
support national, bilateral, regional, 
and international nonproliferation 
objectives. 

DOE sponsors the International Remote 
Monitoring Program, tasked with working 
closely with international agencies that will 
use remote monitoring to enforce safe- 
guards agreements. 

The outer two rings represent the 
objectives of DOE’S cooperative remote 
monitoring programs: building confidence, 
promoting transparency, improving con- 
trols of special nuclear materials (SNM), 
countering nuclear smuggling, and enhanc- 
ing safeguards and security. 

CONTACT: Mike O’Connell 
DOE/Office of Research and Development 
PHONE: 202-586-1 766 

EMAIL: Mike.O‘Connell@HQ.doe.gov 
FAX: 202-586-261 2 

In This Issue 

This issue of Arms Control and 
Nonproliferation TecbnoloBies highlights 
DOE’s technology development efforts 
related to on-site remote monitoring and 
also projects associated with DOE’s inter- 
national remote monitoring programs. In 
addition, four DOE national laboratory 
projects are described where remote 
monitoring systems for practical applica- 
tions have been successzly implemented. 
For more information, contact any of the 
individuals listed below. *:* 

CONTACT: Ken Sheely 
DOE/lnternational Safeguards E. .ision 
PHONE: 202-586-1 620 and Nonproliferation 
FAX: 202-586-0936 PHONE: 202-586-21 24 

CONTACT: Ed Fei 
DOE/Office of Arms Contrc 

EMAIL: ken.sheely@hq.doe.gov FAX: 202-586-2323 
EMAIL: ed.fei@hq.doe.gov 
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Modular Integrated Monitoring 
System (MIMS) 

he reliability of new technologies and 
the current trend of using 
new technologies to implement 

international agreements make it practical 
to use on-site, unattended remote monitor- 
ing to augment or even replace on-site 
inspections. One example of unattended 
remote monitoring implemented for the 

can be easily adapted to as many monitoring 
scenarios as possible. The Modular 
Integrated Monitoring System (MIMS) 
research and development ( R W )  program 
is this foundation. 

MIMS Architecture 
- -  

latter reason is Project Dustcloud (see 
page 30). Implementing systems of this 
nature is technically challenging because 
of the differing requirements of each 
monitoring scenario. For this reason, the 
Department of Energy (DOE) is building 
the foundation for flexible and robust 
unattended remote monitoring systems that 

Pictured above: The Modular 
Integrated Monitoring 
system (MIMS), based on 
a common architecture, 
includes a sensing 
nent, a communications 
component, and a data 
acquisition-and-review 
component. 

The MIMS architecture includes three 
major components: sensing, communica- 
tion, and data acquisition and review 
(see picture above). The sensing component 
consists of sensors interconnected by a 
commercial Local Operating Network, 
or LON. By exploiting LON technology, 
sensors are connected to each other 

4 Arms Control and Nonproliferation Technologies Fourth Quarter 1995 
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through an assortment of media (e.g., 
twisted-pair wire, coaxial cable, AC power 
lines, radiofiequency signals, fiber-optic 
lines). Authentication hardware and 
soft-ware ensure integrity of the data and 
images collected by the sensors. A network 
management system configures and evalu- 
ates die performance of the sensor network. 
The combination of these modules creates 
an adaptable, on-site sensing system. The 
MIMS architecture is flexible enough to 
handle a variety of sensor types, allowing for 
easy adaptation to future nonproliferation 
monitoring scenarios. 

The communication component incor- 
porates commercially available hardware 
and software to connect local monitoring 
sites with remote sites using telephone lines, 
the Internet, and satellites. TCP/IP- 
which stands for Transmission Control 
Protocol/Interface Protocol-together 
with exportable authentication, encryption, 
and ley management systems create a 
media-independent, communication 
networlc compatible world-wide. 

MIMS efforts include developing a 
robust data acquisition system that can 
quicldy adapt to data formats of existing 
sensors and cameras as well as to those 
anticipated for the future. This data acquisi- 
tion system interfaces with the sensor LON 
to capture and store sensor and image data, 
events, and state-of-health information. 
Because the data acquisition-and-review 
system is easily re-configured, it is being 
developed as a single, scalable system, 
minimizing development costs while 
maximizing hctionality. 

Advanced Data 
Visualization 

Advanced data visualization concepts are 
being researched to idenafjr efficient and 
effective methods for displaying sensor 
information. Currently, site information 
and sensor arrangements are displayed by 
means of site pictures and sensor layout 
diagrams. Event information is depicted in 
calendar and graphical form to quickly 
direct users to days and times when specsc 

Jubl9S 
 as Plant Building 209. Kurchatov Institute. MOSW. Russia 

Month 

Click on a date 
to review events 

I I 

Fuel HanuFacturing Facility. ArgomtWett Idaho Falls. Idaho 

Change 
DW 

Dm'cc Timestamp Status Image 
INFRBRED SMSOR 6/2W95 09:37:42 Motion Detected I t  
POVER HONITOR IHAGE TR 6/26/95 09:37:d8 Canera 1 T r i m  5177J8Dd - 
INFRARED SENSOR 6/26/95 09:38:44 Hotion Detected 1.- 
POVER HONITOR IMAGE TR 6/26/95 09:38:49 *a 1 Trigger 51773914 
BREAK BEAH DETECTOR 6/26/95 09:39:07 Actave 

i. + BREAK BEAH DETEJ~OR 6/26/95 09:39:12 R-t - 
BREAK BEAI[ DETECTOR 6/26/35 09:39:16 Active 

< 259 Evenlt, 

types of events have occurred; tables 
identifl occurrence and sequence (Fig. 1). 
In addition, available images associated 
with these events can be displayed. Sensor 
data, such as radiation and temperature 
information, are displayed in two-dimen- 
sional graphs. 

Three-dimensional interactive displays 
that provide more intuitive data visualiza- 
tion are being used commercially in manu- 
facturing, modeling and simulation, and 
accounting. MIMS researchers are investi- 
gating ways to apply these and other 
advanced data visualization concepts to 
cooperative remote monitoring. 

A Figure 1. 
Sandia National 

Laboratories (SNL) 
developed two- 
dimensional 
displays to show 
data gathered by 
sensors for 
cooperative 
remote monitoring 
scenarios. 
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Analysis algorithms to assist users in 
making decisions based on sensor data are 
being developed for MIMS. The goal is to 
reduce the vast amount of data that must 
be manually reviewed. In most cooperative 
monitoring scenarios, events, sensor data, 
images, and state-of-health information are 
collected continuously. The amount of 
data associated with this continuous data 
collection exceeds the amount that any 
human can effectively and efficiently review 
without the support of automated analysis 
capabilities. The MIMS algorithms review 
state-of-health, event information, sensor 
data, and images together with known 
ficts about the monitoring scenario to 
determine ifan event is authorized or 
unauthorized. For example, ifa motion 
sensor trips an alarm in a room, the MIMS 
algorithms can answer questions that an 
analyst or inspector might have-vee the 
state-of-health of the sensor and other 
related sensors, check to see ifentry has 
been indicated or ifother motion sensors 
have been tripped, analyze images to 
determine ifthe motion detected can be 
verified by change detection algorithms, 
and check radiation values to determine if 
materials have been moved. 

r\, 4 .- 

4 Figure 2. The Image Compression 
and Authentication Module (ICAM) 

integrates cameras with compression and 
authentication algorithms and a control 
subsystem to support International 
Atomic Energy Agency (IAEA) 
requirements for authenticated images. 

Sensor Development and 
Integration 

Drawing on many sensor development 
programs, DOE national laboratories are 
integrating their available sensors into the 
MIMS architecture to show the flexibility 
of and to test and evaluate MIMS. New 
sensors are also being developed for unique 
unattended monitoring capabilities. Some 
of these development and integration 
activities are described next. 

Image Compression and 
Authentication Module 

cation Module (ICAM), developed by 
Sandia National Laboratories (SNL) as 
part of the MIMS research program, can 
be a building block for many digital video- 
survelliance systems (Fig. 2). The ICAM 
uses a set of video-compression cards and a 
controller board that protects the transmis- 
sion and storage of video images. The 
ICAM works with both 525-line NTSC 
and 625-line PAL cameras for U.S. and 
European compatibility. Interfaced to a 
MIMS network, the ICAM can receive 
commands fiom a central controller or 
fiom any sensor on the network. A digital 
authentication algorithm protects the 
images as they are transmitted fiom the 
cameras to a data storage location. 
Nuclear Sensor 

SNL’s battery-powered nuclear sensor 
detects intrinsic radiation. The sensor uses 
a 5 x 30-centimeter NaI scintillator for 
gamma-ray detection and 3He tubes for 

The Image Compression and Authenti- 
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neutron detection (Fig. 3). A palmtop 
computer integrated in the package con- 
trols collection and connects to the LON. 
Separate sobare  compares the triggering 
data to a library of radiation values to 
determine the type of the radiation source. 
Also, a digital geophone sensor that detects 
vehicle motion is being integrated into the 
nuclear sensor. 

Chemical Sensor Interface 

The Chemical Sensor Interface project 
was initiated to integrate chemical sensors 
into MIMS networks (Fig. 4). The inter- 
fice, being developed by Lawrence 
Livermore National Laboratory (LLNL), 
will handle commercial units and those 
sensors developed by DOE national labora- 
tories as prototypes become available. 

LLNL's intelligent, multi-purpose 
interface will accommodate a variety of 
sensors; the interface will acquire signals 
in various forms, analyze data, and identi@ 

Air sampler probe 
#s 

A Figure 3. SNL developed a nuclear sensor 

to detect vehicle motion. 
for MIMS integrated with a digital geophone 
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A Figure 6. The laboratory prototype of the acoustic 

standard for tine-array development and testing. 
spectrometer, when completed, will be used as a 

4 Figure 5. A MIMS-compatible 
interface module measures and 

converts chemical sensor, pH, 
temperature, and conductivity signals, 
analyzing and sending these data to the 
MIMS network. 

the substances (Fig. 5). The interface’s 
intelligence is supplied by a programmable 
microcomputer capable of neural network 
processing and by Echelon’s LonWorksTM 
on-board neuron chip for easy integration 
into MIMS networks. 

Acoustic Spectrometer 

The Acoustic Spectrometer project is 
aimed at developing a low-power sensor 
that can detect and spectrally analyze and 
idenafjr the source of acoustic signals. The 
sensor uses a silicon tine array which has 
significant advantages over a microphone 
and digital signal processing (DSP) circuitry. 
A resonant tine array automatically “com- 
putes” the acoustic spectrum. No power is 
consumed by the resonant tines; power is 
only consumed when the tine vibrations are 
measured. A tine array is not overloaded or 
jammed by a single or a few strong acoustic 
signals, contrary to a single microphone 
with DSP circuitry. 

The tine array developed is a microma- 
chined silicon wafer, using state-of-the-art 
etching technology to produce highly 
accurate and sensitive resonant tines. 
LLNLs laboratory acoustic spectrometer, 
which proved the technology, uses optical 
interferometry to measure tine vibration 
amplitude with high sensitivity (Fig. 6) .  A 
field acoustic spectrometer will use capaci- 
tive techniques to measure the amplitude of 
the tine vibrations. The capacitive technique 
will not be as sensitive as optical interferom- 
etry but will permit a smaller, more rugged 
spectrometer to be built. 
Micropower Radar Sensor 

The micropower radar sensor is based 
on a novel form of radar known as ultra- 
wideband impulse radar. A very short 
electromagnetic impulse is propagated fiom 
the sensor, and only the echoes that reflect 

8 Arms Control and Nonproliferation Technologies Fourth Quarter 1995 
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fiom a defhed range are detected. The 
echo acceptance range, or range gate, forms 
thin, invisible detection shells projected 
around the sensor. When an intruder 
penetrates the shell, the reflected signal 
within a range-gate is modulated. Only 
motion-modulated signals are detected, 
eliminating triggering on stationary “clut- 
ter.” The radar does not respond to objects 
outside its range gate, and it does not falsely 
trigger on nearby moving objects such as 
insects or animals. 

ible with the MIMS architecture. This 
improved version has 16 independent, 
adjustable range-gates and can detect 
movement and determine how the detected 
object is moving within an annulus cen- 
tered on the radar antenna. The final 
MIMS-based system is expected to have an 
adjustable detection range firom a meter to 
30 meters with annulus depths of half a 

LLNL’s improved prototype is compat- 

cost Intelligent Nuclear Sensor includes 
the capability to count the output of a 
separate neutron tube or other device that 
qenerates pulses (ruler in inches). 

meter to the fdl radius of the detection 
range (Fig. 7). 
Intelligent Nuclear Sensor 

prototype is a low-power, field gamma-ray 
spectrometer module (Fig. 8). The module 
uses an external, thallium-activated NaI 
detector assembly in conjunction with a 

LLNL3 Intelligent Nuclear Sensor 

4 Figure 7. The 

radar sensor, seen 
here on top of the 
cabinet, can detect 
moving objects that 
enter its 6-meter 
spherical detection 
range. The sensor 
not only detects 
what is moving but 
how it is moving 
(toward it, away 
from it, etc.). 

micro power 

9 
$$ I- 
& 
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A Figure 9. The solid-state infrared camera weighs 
1 kilogram and is watertight, encased in an 

anodized aluminum housing. 

4,095-channel pulse-height analyzer. 
Analysis sohare on the module itself 
classifies radiation signatures &om special 
nuclear material (SNM). A detection range 
of 6 meters for kilogram quantities of SNM 
in slow-moving vehicles is possible. The 
module features a self-adjusting power 
supply to compensate for temperature and 
environmental changes, and a specialized, 
high-speed, template-matching algorithm 
for SNM detection. 

Solid-state Infrared Camera 

The Solid-state Infi-ared Camera, devel- 
oped by LLNL to provide infi-ared imaging 
for the MIMS project, is a self-contained, 
infi-ared image-acquisition and image- 
processing system for field installations 
(Fig. 9). It can detect a moving object, 
acquire image data, and process these data 
to produce a highly compressed, infi-ared 
image of the object. A 50-millimeter 
germanium lens focuses an infi-ared image 
of the moving object onto a 32-element, 
pyroelectric linear array sensor. Image data 

are acquired by an analog-to-digital con- 
verter at a rate of 400 scans per second 
from the sensor array. Converted data 
stored in the camera’s memory bank are 
processed by an on-board microcomputer. 
Up to 4.5 seconds of image data can be 
acquired for each image sequence. The 
camera’s microcomputer processes the 
image data, looking for edges or major 
features. Next, the edge data are converted 
into a black-and-white, two-level image. 
Finally, a compressed data fle of the image 
is sent to a receiving station. Consequently, 
the camera achieves a data compression of 
approximately 20:l to potentially 200:1, 
depending on the speed and size of the 
object (Fig. 10). 

Testing and Evaluation 

The MIMS program actively pursues 
opportunities to demonstrate to and work 
with the customers of these technologies. 
The Item Transparency & Tracking 
(IT&T) Demonstration, held at LLNL in 
December 1994, exhibited unattended, 
remote monitoring for arms control appli- 
cations. Lessons fiom the IT&T Demon- 
stration and other activities (see the 
ICurchatov-Argonne-West Demonstration, 
page 32) are continuously being incorpo- 
rated. The MIMS program also integrates 
and tests many different kinds of sensors 
and unattended monitoring systems at 
Idaho National Engineering Laboratory’s 
(INEL) Sensor System Evaluation Center. 

Item Transparency and Tracking 
Demonstration at LLNL 

DOE sponsored a major field test of the 
MIMS system in 1994 at LLNL in the 
Hardened Engineering Test Building 
(HETB) located within the high-security 
plutonium facility known as the “Super 
Block.” All DOE national laboratories and 
private industries were invited to partici- 
pate. The HETB simulated a nuclear- 
weapon storage facility. Six basic MIMS, 
capabilities were demonstrated: (1) remote 
monitoring and tracking of declared items; 
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(2) sensors; (3) multi-sensor compatibility; 
(4) non-intrusiveness of the host’s regular 
activities; (5) data display; and (6)  analysis 
by multi-sensor data and data-hion work. 
(A video presentation of the field test is 
available through LLNL.) 

like assemblies (NELAs) were instrumented 
and simulated the monitored nuclear 
weapons (Fig. 11). 

Visitors to the IT&T Demonstration 
were given an opportunity to see current 

The IT&T scenario showcased commer- 
cial and DOE-developed sensors integrated 
into a remote monitoring system. It de- 
monstrated the concept of monitoring 
declared nuclear-weapons items within a 
high-security weapons ficility and tt-ansmit- 
ting data to a remote display and analysis 
monitoring station. Two nuclear-explosive- 

Figure 11. The MlMS 
sensors were attached to 

nuclear-explosive-like 
assemblies (NELAs) located 
inside a simulated nuclear- 
weapons storage facility at 
Lawrence Livermore National 
Laboratory’s “Super Block“ 
compound. 

4 Figure 10. The 
solid-state 

infrared camera is 
seen deployed in a 
typical monitoring 
situation. When a 
vehicle passes by the 
camera, an image of 
the vehicle is 
acquired, and the 
other, stationary 
background 
elements are 
ignored. 
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A Figure 12. Visitors to the Item Tracking & Transparency 

throughout the Super Block as they would be placed in a 
storage facility; seen here is Pacific Northwest National 
Laboratory’s neutron detector. 

(IT&T) Demonstration were shown sensor technologies 

_ _ _ ~  ~~ 

Figure 13. An overlay of the demonstration site shows the 
placement of the sensors throughout the Super Block. The 

HETB is the simulated storage facility. 

Satellite dish 
p1 

Roadway 

@ Seismic, Magnetic, IR 

@ Seismic, Magnetic, IR, Neutron 

@ Microwave, Nuclear 

Go Weigh-in-motion sensor 
Intelligent nuclear sensor, 

technology supporting the new transpar- 
ency and confidence-building regime 
(Fig. 12). The concept of non-intrusively 
verifjring the presence of declared nuclear 
materials and differentiating them fi-om 
undeclared items is integral to nonprolifera- 
tion agreements. Conceptually, this new 
regime requires a monitoring system 
independent of the hcilities’ permanent 
security system that does not disrupt regular 
operations. While not foolproof, item 
transparency and tracking is intended to 
build trust between governments. 
IT&T Scenario Tested the MIMS Network 

Sensors were installed to detect compo- 
nents leaving, entering, and moving within 
the HETB and the Super Block (Fig. 13). 
Components passed by four monitoring 
points outside a simulated nuclear-weapons 
storage facility. Sensors inferred but did not 
necessarily detect what occurred to the 
components-only that something did 
occur. Video cameras supplied near-real- 
time coverage of activities; the video was 
also recorded on-site for later retrieval and 
analysis. Real-time video images and data 
were transmitted via satellite link to a 
conference room located outside the Super 
Block (Fig. 14). At the end of the exercise, 
observers confirmed that only one of the 
weapon-like items had been returned to the 
simulated storage area. It demonstrated 
how a monitoring party can have immediate 
and remote access to relevant information 
regarding the disposition of declared 
nuclear-weapons components. 

IT&T Sensor Suite Performed Successfully 
Both commercial sensors and DOE 

developed sensors were integrated into the 
common MIMS architecture based on the 
LON technology. A single LON network 
developed by Echelon Corp. was deployed. 
The individual nodes of the network were 
hardwired together. Remote, battery- 
operated sensors communicated via radio- 
fi-equency with a LON node. All sensor 
data were saved onto an optical disk. 

~~ 
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Figure 14. Sensor ' information was 
transmitted in real time to 
a receiving station in a 
conference room located 
across the street from the 
Super Block, including live 
television transmission. 

4 Figure 15. 
The laptop 

computer is the 
onsite data image 
and review station, 
looking at  sensor 
data from the NELAs 
in the simulated 
storage bay. 

Acquiring and Displaying IT&T Data 
During the IT&T, sensor information 

was transmitted through the network to the 
on-site digital acquisition system (DAS). 
Sensor events were then processed, stored, 
and displayed locdy by the DAS (Fig. 15). 
As events were processed and stored, the 
DAS displayed three types of information 
on a computer monitor: the sensor's real- 
time status, the last data values reported, 
and a log of the last message reported fi-om 
each sensor. The sensor's real-time-status 
window displayed current activity within 
the system; the auxiliary or process data 
window displayed analog or process data 
information last reported by system sensors, 
and the last message log displayed the time 
and date and event message transmitted by 
each of the system sensors. Output fi-om 
the DAS was transmitted via a satellite 
MC to the visitors located in a nearby 
conference room. 

IT&T Conclusions 
The IT&T test demonstrated modular 

sensor segments; secure unattended opera- 
tion; the integration of commercial systems, 
multi-sensors, and data h i o n ;  and user- 
fiiendly data-handling and display methods. 
A realistic scenario evaluated the integrated 
MIMS architecture and hardware for 
cooperative, unattended monitoring, 
showing the flexibility and capabilities of 
the MIMS system. These sensors and the 

. 

item-tracking scenario provided evidence 
that items could be monitored in a trans- 
parent fishion using sensor and network 
technology, and that a monitoring party 
can have immediate and remote access 
to relevant information regarding the 
disposition of declared nuclear-weapons 
components. 
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Figure 16. The 
Sensor Systems 

Evaluation Center 
(SSEC), located at  
Idaho National 
Engineering Lab- 
oratory (INEL), is 
the test bed for 
many of the sensor 
systems being 
developed for 
cooperative 
remote monitoring 
scenarios. 

d a ~ ~ ~ ~ ~ t  Argonne National Lab-We 
(location of experimental 

/ 

The Sensor Systems Evaluation 
Center at INEL 

The ultimate purpose of the Sensor 
Systems Evaluation Center (SSEC) is to 
ensure that a proposed technology will 
truly solve a particular cooperative remote 
monitoring problem. Such confidence 
building and transparency technologies are 
part of the new, more cooperative climate 
in international relations. 

The SSEC, located at the Idaho Na- 
tional Engineering Laboratory (INEL), 
exists to test many kinds of devices, but it 
focuses primarily on technologies for 
cooperative remote monitoring and treaty 
verifkation (Fig. 16). Thus, while INEL 
tests projects for several U.S. government 
agencies, most of its activity supports the 
MIMS program. 

The SSEC strives for maximum realism 
by using the actual working facilities. 
Whenever possible, test plans involve real 
nuclear he1 or other components, real 
radioactive waste, and on-going nuclear 
processes. When there are no on-going 
operations to meet a specific need, SSEC 
personnel devise a field test to realistically 
address the desired goal. While major new 
construction or facility modifications have 
not been totally ruled out, these options 
are usually avoided to minimize costs. 

The SSEC serves three functions: 
(1) it provides a ii-amework to field test 

individual sensors for transparency and 
cooperative remote monitoring; (2) it field- 
tests the specific approach for multi-sensor 
system integration; and (3) it helps identifjr 
technology “gaps” where specific improve- 
ments are needed. 

Evaluating Technology for Cooperative 
Remote Monitoring 

Many facilities usel l  to cooperative 
remote monitoring tests are spread over 
the 572,000 acres of the INEL reservation. 
Extensive operational histories for these 
facilities can guide the design of new tests 
and help put test results in perspective. For 
example, the hst  breeder reactor, Experi- 
mental Breeder Reactor I (EBR-I), opera- 
tional in 1951, produced electricity for 
the town of Arco. Its successor, EBR-11, is 
currently being de-heled in preparation for 
decommissioning. The high-neutron-flux 
Material Test Reactor (MTR) produced the 
first si@cant quantities of many of the 
transuranic elements (americium, curium, 
etc.). The technological descendant of the 
MTR, the Advanced Test Reactor (ATR), 
is still in operation (Fig. 17). Several other 
reactors, in various standby or shutdown 
modes, are available within the reservation. 

Other INEL facilities that can simulate 
nuclear-handling operations include fuel 
dissolution and reprocessing systems; large- 
and small-scale hot cells (several opera- 
tional, others in standby mode); high- and 
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low-level waste storage areas; and various 
underground structures. 

Field Tests Driven by Application and 
Device Needs 

are solicited from developers, procured 
commercially, or adapted from previous 
development programs. A particular sensor 
or another device may be appropriate for 
several cooperative remote monitoring 
situations, or scenarios. The SSEC typically 
runs two or three such large-scale scenarios 
a year. 

For a small group of sensors, or for one 
sensor at a time, field tests typically start 
.With a request &om the sensor developers. 
SSEC personnel work with the developers 
to devise ways to rigorously test the tech- 
nology and then help install the equipment 
needed for the test. 

In either case, once the equipment is 
installed and a test begins, the day-to-day 
system operation is supported by INEL 
personnel. As data accumulate, they are 
remotely sent back to the developers at 
their home laboratories. For longer tests, 
some sensors may be swapped in and out 
or applied to another part of the scenario. 
If problems occur or changes are desired, 
the developers return and make modifica- 
tions (either here or back at their laborato- 
ries) and then the test continues. The end 
product of this cycle is a llly tested proto- 

For broad-spectrum field tests, devices 

~ ~~~~~~~~ ~ 

4 Figure 17. The Advanced Test 
Reactor, the successor to the 

first high-neutron-flux reactor at 
INEL, produces many of the 
transuranic elements. 

type with performance data to highlight its 
features. A follow-up operational phase may 
be initiated to demonstrate one or more 
sensors for potential users. 

Currently, the SSEC is working with 
other DOE national laboratories to imple- 
ment a fuel-tracking scenario, following the 
transfer of spent fuel from an old storage 
basin to a newer one at the Idaho Chemical 
Processing Plant. The older basin, located 
in Building CPP-603, was completed about 
45 years ago and has been in continuous 
use since then. Fuel is now being moved 
fiom there to the CPP-666 storage basin 
(Fig. 18). 

Figure 18. 
A fuel- 

tracking scenario 
at  the Idaho 
Chemical 
Processing plant 
follows the 
transfer of spent 
fuel from an old 
storage basin to a 
newer one. 
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Fuel pieces are first loaded into a 
shielded cask underwater, and the cask is 
moved to where it can be lifted by a 
straddle carrier (Fig. 19). The carrier takes 
the cask to CPP-666, where the cask is 
lowered into a hel-receiving pool, and 
the he1 is transferred into the new storage 
containers. An array of motion sensors, 
door alarms, radiation monitors, video 
cameras, and other equipment follow this 
operation fi-om start to f i s h .  Components 
fi-om INEL, LLNL, PNNL, SNL, and 
several commercial vendors are already 
on site. 

4 Figure 19. A shielded cask is lifted 
by a straddle carrier and taken to a 

fuel-receiving pool, where fuel is 
transferred from the cask into new 
storage containers. 

Multi-sensor Synergism 
Except in the most limited and static 

cases, a credible cooperative remote moni- 
toring system requires an array of sensors 
and other devices. The DOE cooperative 
remote monitoring program tries to capital- 
ize on available commercial technologies to 
complement developments fi-om the DOE 
national laboratory system. 

A common accepted platform links 
such diverse devices into a synergistic, 
multi-sensor structure. The preferred 
approach is a network standard defined 
by the LonMarkTM Association, an industry 
group whose members collectively hold 
90%+ of the world market for all kinds of 
mogitoring and control systems. The major 
players in this market (e. g., Honeywell, 
Johnson Controls, Carrier) are actively 
supported by over 120 other companies 
involved in manufacturing, system integra- 
tion, and engineering management. The 
aim of the LonMark Association is to 
achieve a basic level of “plug-and-play” 
compatibility among products fi-om many 
different companies, but still allow enough 
leeway so new features can be added. e:. 

DOE/MIMS Program 
CONTACT: Carl Friesen 
PHONE: 202-586-6486 

EMAIL: carl.friesen@hq.doe.gov 
FAX: 202-586-261 2 

Contacts for MlMS 

Lawrence Livermore National Laboratory 
CONTACT: David W. Myers 
PHONE: 51 0-422-1 639 

EMAIL: myers7@l I n I .gov 
FAX: 51 0-422-9343 

Sandia National Laboratories Idaho National Engineering Laboratory 
CONTACT: Nicole S. Andrews CONTACT: Evan E. Filby 
PHONE: 505-844-2969 PHONE: 208-526-3748 

EMAIL: n sa n d re@sa n d ia . g ov 
FAX: 505-844-6067 FAX: 208-526-1 390 
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Authenticated Tracking and 
Monitoring System (ATMS) 

he Authenticated Tracking and 
Monitoring System (ATMS) 
addresses the status and location of 

proliferation-sensitive items during ship- 
ment. The ATMS tracks and monitors 
items in transit (or stationary) fiom a 
mobile or fixed ground monitoring station 
(above picture). Wireless sensor packs 
provide near-real-time event and state-of- 
health data, which are collected by a 
processing unit and transmitted to ground 
stations through a satellite communications 
linlc (the International Maritime Satellite, 
INMARSAT). Position information is 
provided by Global Positioning System 
(GPS) satellites. The ATMS can monitor 

any shipment regardless of the transporta- 
tion mode (rail, truck, ship, or air) any- 
where in the world. 

Applications for the ATMS include arms 
control, verification of nonproliferation 
treaties, military asset control (location and 
status), or any type of bilateral or multi- 
national nuclear-weapons dismantlement 
agreement. The Department of Energy 
(DOE) and the Defense Nuclear Agency 
(DNA) jointly sponsored the development 
of ATMS at Sandia National Laboratories 
(SNL). Commercial applications for ATMS Pictured above: The 
include inventory control and tracking of Authenticated Tracking and 

Monitoring System (ATMS) 
any high-value items. allows proliferation-sensitive 

items to be tracked globally. 
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A Figure 1. The block diagram illustrates the operation of the 
Authenticated Tracking and Monitoring System (ATMS). 

ATMS Operation 

The ATMS sensor packs include a variety 
of wireless, battery-powered, radiofkequen- 
cy (RF) sensors: containment sensors (such 
as fiber-optic seals), environmental and 
safety sensors (smoke and fire detectors and 
temperature sensors), and intrusion detec- 
tion sensors (microwave and passive 
infi-ared intrusion detectors and door-entry 
switches). We chose the Authenticated Item 
Monitoring System (AIMS) as the initial 
core for the sensor suite because of its level 
of maturity and its acceptance by interna- 
tional safeguards agencies; however, other 
item monitoring systems can be used. 

The ATMS sensors report significant 
sensor activations, or “events,” to a nearby 
Sensor Processing Unit (SPU). Besides 
event reporting, each sensor sends periodic 
messages that indicate its state of health, 
ensuring that all sensors are on line and 
have not been tampered with. All wireless 
sensor data are authenticated to ensure 
data integrity. 

The SPU packages all incoming sensor 
messages and sends this information to the 
Communications Control Unit (CCU) for 
subsequent satellite transmission by the 
INMARSAT transceiver (Fig. 1). Sensor 
status information combined with GPS 
location data are transmitted in an en- 
crypted and authenticated mode to a 
ground station, either fixed or mobile. 
Encryption prevents unauthorized persons 
&om monitoring the status and location of 
the shipped material. Authentication pre- 
vents anyone fkom concealing a diversion by 
recording and altering the data for retrans- 
mission at a later time. The ATMS user- 
customized authentication and encryption 
are based on a widely accepted, commercial, 
exportable sohare.  The processing unit at 
the ground station decrypts and authenti- 
cates the data and displays position and 
sensor data for the operator on a Tracking 
Display Unit (TDU) in near real time. 

in the TDU allow users to monitor ship- 
ments against different background maps. 
Through menus, users can display informa- 
tion on item and sensor status. Zoom 
controls show shipments at various resolu- 
tions, fkom a suite of vehicles moving on 
a world map to a spec& vehicle moving 
through a city with street-level resolution. 
Shipment-tracking resolution depends, in 
part, on the periodic report level (typically 
between 5 minutes and 1 hour). A 
5-minute report-in interval for a shipment 
traveling 50 kilometers per hour allows the 
shipment to be tracked behveen report-in 
intervals with an accuracy of 4.2 kilometers. 
During the actual report-in period, when 
absolute position is recalculated and up- 
dated by the GPS, accuracy increases to 
50 meters (Fig. 2). 

Figure 3 shows a typical scenario in 
which the ATMS monitors a rail-car ship- 
ment of proMeration-sensitive items. 
Wireless sensor packs continually monitor 
the presence and integrity of the shipped 
material within the rail car. Door-entry 
switches and temperature sensors monitor 
access and environmental conditions, 
respectively. Sensor data and state-of-health 
information are reported to the SPU by 

Customized commercial sohare loaded 
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authenticated RF h&. The CCU acquires 
geographic information fiom the GPS 
satellites and combines that information 
with the sensor data, which is then authenti- 
cated and encrypted for transmission by 
INMARSAT to the remote-monitoring 
ground station. 

Status 

ATMS was born with a proof-of-concept 
demonstration for Ambassador Goodby in 
August 1993. Using equipment borrowed 
fiom other projects, a road shipment of 
mock weapon containers was successfully 
tracked and monitored during three days 
across five Western states. Sufficient interest 
was generated to h d ,  beginning in mid- 
FY94, the development of a field prototype. 
Part of this development has been jointly 
h d e d  by DOE and DNA. The initial tasks 
for this project were to develop system 
requirements, obtain INMARSAT licens- 
ing, design the communications control and 
ground station processing units, procure 
prototype hardware, and code rudimentary 
sohare.  A laboratory prototype system was 
assembled and demonstrated in FY95. The 
first field prototype will be completed by 
the end of FY96. It will include two-way 
communication between the 
monitoring station (either fixed 
or mobile) and the cargo 
vehicle, authentication and 
encryption of the INMARSAT 
data channel, and a software 
user interface with tracking and 
cargo monitoring information 
displays and an interactive 
control screen. 0:. 

CONTACT: Lee Schoeneman 
Sandia National Laboratories 
PHONE: 505-844-2049 

EMAIL: jlschoe@sandia.gov 
FAX: 505-844-5321 

A Figure 2. The resolution of the display for a shipment being 
tracked in Albuquerque, New Mexico, is set by the user’s 

requirements through the software. 

Figure 3. Closeup 
of a rail-car 

shipment shows how 
the ATMS components 
are linked together at 
the item. 

..- Authenticatedl r-7 
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Tracking Nuclear Materials by 
Wide-Area Nuclear Detection 

(WAND) 

ith the collapse of the Soviet 
Union and the impending emer- W gence of rogue nuclear states, 

concern about nuclear proliferation has 
never been higher. Considerable effort is 
under way to employ advanced technical 
means to monitor all phases of the nuclear 
fuel cycle. 

The Wide-Area Nuclear Detection, or 
WAND, concept incorporates inexpensive, 
multiple radiation detectors and collateral 
sensors into networks to monitor and track Pictured above: Wide-Area 

Nuclear Detection WAND) 

track nuclear materials 

nuclear materials. Such networks can be 
installed in places where continuously is defined as the ability to 

located inside a moving 
target, for instance a vehicle 
driving along rural roads. 
The unique radiation 
signature is registered by 
the nearest detector, and the 
information is sent back to a 
central location. 

staffed perimeter monitoring is not practi- 
cal; e.g., in very large zones with numerous 
chokepoints or in situations with a high 
probability of insiders circumventing the 
chokepoints. These networks can be 
monitored in real time to allow emergency 

response personnel to converge on a 
trouble spot, or they can be used for long- 
term monitoring. WAND can be employed 
outside a facility without interference or 
intrusion. The nehvorks can be scaled 
down for small areas (such as airports and 
seaports), and scaled up for urban centers 
and regional rural areas (above picture). 

Because nuclear radiation is the only 
unique signature emitted during all phases 
of the nuclear fuel cycle, it would 
ordinarily be the signature of choice for 
fuel-cycle and nuclear-weapon-materials 
monitoring. Unfortunately, the laws of 
physics limit the range of even the most 
expensive radiation detectors-with costs 
exceeding $1,000,000-to short distances. 
Consequently, using radiation detectors for 
monitoring has been largely limited to 
close-in applications-portal or other 
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chokepoint situations. Such monitors are 
quite effective, but their requirements for 
continuous stafhg add to their initial cost, 
malcing them quite expensive to operate. 

Other signatures-infirared, chemical, 
seismic, and electromagnetic-have been 
studied in recent years. These indicators 
can be detected at greater ranges than 
nuclear radiation, providing broader 
coverage. They are, however, indirect, 
non-unique, or limited to certain phases 
of the nuclear he1 cycle. The compelling 
uniqueness of the nuclear radiation signa- 
ture motivated us to re-examine this 
indicator in an effort to overcome its 
coverage and cost limitations. 

The WAND System 

WAND uses network algorithms to 
process the output of multiple, small 
detectors, achieving a lower number of 
false alarms and broader coverage than a 
single, large detector. Using dispersed, 
unattended, networked nuclear detectors 
operating as a single entity was unexplored 
until 1994 when we examined this concept 
with simple systems studies that modeled 
the performance of a network of detectors 
operating as a single entity. These studies 
indicated a 10- to 100-fold increase in 
effectiveness over arrays of like detectors 
acting individually In contrast to choke- 
point monitors, WAND covers broad 
areas and can track as well. In addition, 
choke-point monitors are highly visible, 
whereas a WAND system may be low- 
profile-incorporating concealed sensors 
to avoid theft and vandalism. WAND is not 
envisioned to replace existing technology 
but rather to complement chokepoint 
detectors and other elements in a total 
protection regime. 

The Department of Energy's Office 
of Research and Development (NN20) 
funded Lawrence Livermore National 
Laboratory to develop a small-scale net- 
work of simple detectors, the foundation 
for an experimend testbed to develop a 
WAND system. We exploited, to the 
extent possible, existing hardware and 
technology. In FY95, we concentrated on 
detecting plutonium using neutron 
detectors and demonstrated a WAND 
system. We are also using the system as a 
testbed for detector and network algorithm 
development and optimization. In FY96, 
we will track a californium source around 
the Lawrence Livermore site to demon- 
strate a proof of this principle. *:+ 

CONTACT: Zachary Koenig 
Lawrence Livermore National Laboratory 
PHONE: 51 0-423-7524 

EMAIL: koenigl @Ilnl.gov 
FAX: 51 0-422-2485 
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I n te r n at ion al Remote M on i to ri n g L 
% . 

International Remote Monitoring 

he next 20 years will bring new 
opportunities for international and T regional cooperation on issues 

ranging fiom halting weapons proliferation 
to managing the environment and natural 
resources. A growing number of countries 
will be party to multi-lateral or regional 
cooperative agreements. Effective imple- 
mentation of cooperative agreements will 
require the acquisition, processing, analysis, 
and sharing of large quantities of informa- 
tion. “Cooperative monitoring” will 
become a vital security component for 
individual countries, regions, and interna- 
tional institutions. 

Three on-going Department of Energy 
(DOE) efforts address these new opportu- 
nities: (1) the Cooperative Monitoring 
Center (CMC) at Sandia National Labora- Pictured above: The 

Cooperative Monitoring 
Center (CMC) is located at 
Sandia National Laboratories 
(SNL) in Albuquerque, 
New Mexico. 

tories (SNL) in Albuquerque, New 
Mexico; (2) the International Remote 
Monitoring Project (IRMP); and (3) field 

trials with the International Atomic Energy 
Agency (W). 

Cooperative Monitoring 
Center 

Many of the entities who need to be 
involved in cooperative monitoring- 
countries, regions, and international 
institutions-lack experience and the 
technical infi-astructure necessary to l l l y  
participate in cooperative regimes. Even 
technically sophisticated countries will 
require improved information acquisition 
and management capabilities. A successful 
transition into a more cooperative world 
presents a complex technical and political 
challenge. The CMC at SNL has been 
established to help meet this challenge 
(above photo). 

SNL, like other DOE national laborato- 
ries, has long been involved with U.S. treaty 
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verification, monitor&, and nuclear 
stewardship. The CMC’s mission is to assist 
political and technical experts worldwide in 
acquiring the technology-based tools 
needed to assess, design, analyze, and 
implement nonproliferation, arms control, 
and other security measures. Visitors to the 
CMC receive hands-on training with 
monitoring hardware, sohare,  and data 
processing. The CMC assists in the collabo- 
rative development of prototype monitor- 
ing systems and experiments. Representa- 
tives fiom the Middle East, South Asia, 
Northeast Asia, and states of the Former 
Soviet Union have participated in CMC- 
sponsored workshops, seminars, and the 
visiting scholars’ program. 

Issues 

Monitoring technologies can facilitate a 
wide variety of cooperative agreements. 
Arms control issues addressed at the CMC 
include nuclear weapons and materials, 
conventional military forces, weapons 
delivery systems, and chemical and biologi- 
cal weapons. Other areas, unrelated to arms 
control, that can benefit from cooperative 
monitoring technologies include natural 
resources management, pollution identifica- 
tion, trade and commerce monitoring, and 
the monitoring of natural disasters. 

The CMC performs a wide variety of 
technical analyses, drawing heavily on 
collaborations established with other 
research institutes, universities, and labora- 
tories. Such analyses include analyzing 
cooperative monitoring options, establish- 
ing precedents for regional arms control 
and nonproliferation, and evaluating 
monitoring system designs. 

The CMC supports a range of research, 
training, and communication needs and 
houses laboratories in which experimental 
monitoring systems are developed for 
deployment worldwide (Fig. 1). Numerous 
unclassified, exportable monitoring tech- 
nologies and data-display capabilities have 
been assembled at the CMC and are 
demonstrated for domestic and foreign 
visitors (Fig. 2). Conference facilities at the 
CMC support meetings and workshops, 

A Figure 1. CMC visitors participate in 
hands-on training and workshops. 

and offices are provided for visiting scholars 
and students interested in conducting 
research and developing concepts for 
regional cooperative monitoring. 

Technical Capabilities 

at the CMC leverage long-standing, 
national security-related technology pro- 
grams into new cooperative applications. 
Some of the capabilities include remote 
monitoring, item and vehicle tracking, and 
environmental monitoring and assessment. 

By ficilitating cooperative security 
agreements and encouraging the develop- 
ment of regional arms control infi-astruc- 
tures, the CMC is conmbuting to the 
nation’s nonproliferation objectives. The 
CMC also serves as a forum for making the 
capabilities of the DOE national laborato- 
ries accessible to a broad range of U.S. 
government agencies. 

The technical capabilities demonstrated 
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monitoring technology in 
operational display rooms. 

The International Remote 
Monitoring Project 

The spread of nuclear knowledge and 
technology-along with escalating regional 
tensions and conflicts-has led to an 
increased risk of nuclear-weapons prolifera- 
tion. This increased risk is just one of several 
factors that have resulted in an increase in 
the responsibilities, obligations, and impor- 
tance of the International Atomic Energy 
Agency (IAEA). The IAEA's monitoring 
techniques have demonstrated their merit; 
however, new approaches will improve the 
IAEA's efficiency and cost-effectiveness of 
its safeguards. 

One approach is to rely more heavily on 
a comprehensive, transparent, and open 
regime. Key to an open regime is timely 
data collection. The remote transmission of 
safeguards-relevant data directly to the 
IAEA &om integrated systems of unat- 
tended sensors located in nuclear ficilities 
world-wide would facilitate timely data 
collection. Such remote monitoring systems 
would allow the IAEA to obtain data 
quickly and reduce the number and dura- 
tion of inspections. 

DOE, with its international partners, 
has established the International Remote 
Monitoring Project (IRMP), which evalu- 
ates the reliability and effectiveness of 
remote monitoring systems through field 
trials. In these field trials, a variety of sensors 
are integrated into a network to form 
flexible and modular remote monitoring 
systems for installation at participating 
nuclear facilities. 

The IRMP system and the Modular In- 
tegrated Monitoring System (MIMS) [see 
page 4, this issue] share the same system 
design. Like MIMS, the IRMP employs a 
Local Operating Network (LON) to 
interconnect sensor nodes. The network 
accommodates a variety of sensors, data 
storage units, and data display units. An 
external communications interface provides 
remote access to the data. While MIMS 
emphasizes technology development, the 
IRMP concentrates on field evaluations. 
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1 
IRMP Objectives ' 

During the initial phase of the IRMI', 
data acquired by the remote monitoring 
systems are transmitted on demand to 
monitoring stations located at Sandia 
National Laboratories' (SNL) Cooperative 
Monitoring Center (CMC) in Albuquer- 
que, New Mexico, and at various National 
Authority headquarters. This first phase 
allows DOE and its international partners 
to gain experience with the remote collec 
tion and transmission of safeguards-relevant 
data. In the next phase, with the permission 
of the National Authority, data flom a 
majority of the participating facilities will be 
transmitted to the IAF,A. 

The IRMP has three specific objectives: 
(1) examining and defining technical 
parameters for communications protocols, 
digital standards, sensor and subsystem 
interfaces, data integration and display, 
overall reliability, and other areas as 
necessary; (2) demonstrating cost-savings 
for inspections while maintaining or 
strengthening safeguard effectiveness; and 

(3) gaining international acceptance of 
remote monitoring for international 
safeguards applications. 

Participants in this project currently 
include the U.S., Australia, Sweden, 
Japan, Argentina, Germany, JRC Ispra, 
and Finland. 

Field Trials 

Australia-Spent-F uel Storage Facility, 
Lucas Heights 

The remote monitoring system in Lucas 
Heights, Australia (a dry spent-fuel storage 
hcility) monitors 49 spent-fuel storage 
tubes under IAEA seals (Fig. 3). Using a 
commercial telephone link, researchers at 
remote monitoring stations in Canberra, 
Australia, and Albuquerque, New Mexico, 
retrieve data and images on demand. Since 
its installation in February 1994, the system 
has been upgraded and has fimctioned well. 
Additional upgrades and the involvement 
of the IAEA will start in 1996. 

Figure 3.The 
remote moni- 

toring system 
installed a t  the 
Lucas Heights Dry 
Spent-Fuel Storage 
Facility in Australia 
monitors 49 spent- 
fuel storage tubes 
under IAEA seals. 
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ArqentineEmbalse Nuclear Power 
Station, Cordoba 

The remote monitoring system at the 
Embalse Nuclear Power Station, Cordoba 
Province, Argentina, monitors four typical 
Candu spent-fuel silos located in a storage 
area at the reactor site (Fig. 4). The silos are 
under the safeguards control of the IAEA, 
the Brazitian-Argentine Agency for Ac- 
counting and Control of Nuclear Materials 
(BACC), and the Argentine Ente 
Nacional Regulador Nuclear (ENREN). At 
present, the data are accessed through a 
commercial telephone link by the ENREN 
offices in Buenos Aires, the ABACC ofices 
in Rio de Janeiro, and a station at the 
Cooperative Monitoring Center in the U.S. 
In addition, the IAEA has access to the data 
stored independently on site. 

FinlancLSTUK Atmospheric Monitoring 
System, Helsinki 

Under an agreement with the Finnish 
Centre for Radiation and Nuclear Safety, 
the DOE is supporting the installation of 
a remote monitoring system in Helsinki, 
Finland. This installation will demonstrate 
using remote monitoring for environmental 
applications and the Internet to retrieve 
data. An environmental monitoring unit 
will monitor radioactive particulates 
(Fig. 5). The remote monitoring system 
will observe the environmental unit and use 

A Figure 4. The remote monitoring 
system at the Embalse Nuclear 

Power Station in Argentina monitors 
the safeguards conditions of four 
Candu spent-fuel silos located in a 
storage area a t  the reactor site. 

the Internet for remote access to the 
radiation measurements and to state-of- 
health information about the unit. Internet 
access will require installation of a special 
link between the remote monitoring 
system's control computer and an 
Internet server. 

US.-Idaho National Engineering 
Laboratoq Pocatello, Idaho 

The remote monitoring system at the 
Idaho National Engineering Laboratory 
(INEL) monitors operations at the Idaho 
Chemical Processing Plant (Fig. 6) ,  which 
handles spent &el, high- and low-level 
radioactive waste, and recovered highly 
enriched uranium. The remote monitoring 
system uses MIMS (see page 4, this issue) 
and includes sensors fi-om DOE national 
laboratories and commercial fkms. At 
present, the data are accessed over a com- 
mercial telephone link by monitoring 
stations at INEL and the CMC at SNL. 

4 Figure 5. An environmental moni- 

Monitoring System in Helsinki will 
demonstrate the use of remote 
monitoring for environmental applications 
and the use of the Internet for the 
retrieval of data. 

toring unit of the STUK Atmospheric 
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Future Plans 

The remote monitoring field trials have 
already met the IRMP's objectives by 
better dehing the technical requirements, 
demonstrating cost-savings, and introduc- 
ing remote monitoring to a variety of 
countries as a viable technology for interna- 
tional safeguards applications. Future 
installations and the participation of 
additional countries will expand the scope 
of the application and promote interna- 
tional acceptance of the technology. In the 
long term, we hope that the IAEA will 
adopt remote monitoring systems as an 
important technology for supporting 
IAEA safeguards. 

International U.S. and IAEA 
Remote Monitoring Field 
Trials 

The IAEA and the U.S. Support Pro- 
gram are conducting field trials to evaluate 
the application of remote monitoring to 
routine IAEA safeguards. The fist phase 
was a remote monitoring demonstration 
given by U.S. Energy Secretary Hazel R 
O'Leary to IAEA Director-General Hans 
Blix and the IAEA General Conference on 
September 18,1995, in Vienna, Austria. 
The demonstration included satellite trans- 
mission of data from a prototype remote- 
monitoring system installed in a Y-12 Plant 
vault at Oak Ridge National Laboratory 
(Fig. 7). The Y-12 vault stores fissile 

Figure 6. Two 
video images, 

personnel and vehicle 
access, are seen here 
from the remote 
monitoring system 
installed a t  the Idaho 
National Engineering 
Laboratory. 

.. . 

4 Figure 7. A tube vault 
(inset) is monitored 

inside the Y-12 Plant a t  Oak 
Ridge, Tennessee, through 
the use of video. 
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B 
A Figures. 

IAEA Deputy 
Director-General 
for Safeguards 
Bruno Pellaud is 
monitored by the 
remote monitoring 
system prototype 
at  the IAEA General 
Conference. 

material no longer used for defense pur- 
poses. A mock nuclear-handling Scility 
complete with a remote monitoring system 
constructed for the conference gave attend- 
ees in Vienna an interactive demonstration 
of the system and sensors (Fig. 8). 

Phase 2 will be a field trial conducted 
jointly by DOE and the IAEA. Phase 2 
field trials will begin in April 1996 and will 
last six months. At the conclusion of these 
field trials, a workshop will be held to 
discuss findings and results, which will be 
documented in a joint U.S.-IAEA report. 
Key objectives of the joint field trial are to: 

Identifj reliable, durable, and cost- 
effective sensors and sensor combinations 
that can operate unattended, achieving 
IAEA verification goals at a storage facility. 

Examine satellite and telephone links 
for transmission efficiencies, and compare 
the economic advantages of using these 
links to support long-term IAEA commu- 
nications planning. 

Evaluate fiont-end triggering of video- 
fi-ame recording to c o f i m ,  in comparison 
to the current method of interval record- 
ing, that this new method can si@cantly 
reduce data without losing any signiscant 
event images. 

solutions that satisrjr IAEA and DOE 
protection requirements. 

Identifj authentication and encryption 

Exercise the system at regular intervals 
to verifjr that the sensors are functioning 
properly. 

Work with the IAEA to assess the 
acceptability of a remote monitoring system 
as a routine IAEA inspection mechanism. 

The field trials are expected to demon- 
strate the following benefits for both the 
IAEA and facility operators: 

Reduction of inspection effort, cost, 
and intrusiveness through reducing the 
number of on-site inspections. 

Improvement of inspection efficiency 
and effectiveness by enhancing the quality, 
quantity, and fiequency of data collection 
and analysis. 

of every individual item in an inventory 
instead of verification, during interim 
inspections, of the integrity of the contain- 
ment and surveillance system and the 
actual presence of only a s m d  subset of 
the inventory items. 

A dramatic reduction in time to detect 
potential anomalies in the inventory (in the 
case ofY-12, fi-om 30 days to 1 day or less). 

Reduced radiation exposure to inspec- 
tors and operator personnel. 

The opportunity to perform no-notice 
inspections, achieving a l l l y  independent 
interrogation process. 

Enhancement of the system to allow 
the IAEA to remotely inventory items for 
attribute measurements (e.g., radiation and 
temperature); currently, only an item's 
presence is monitored. This would greatly 
reduce or possibly eliminate the annual, 
physical-inventory verification process. 

If the Phase 2 field trial is successll in 
meeting its objectives and proving the 
benefits provided by remote monitoring 
systems over traditional inspection methods, 
it is hoped that the IAEA will use this 
experience to define a clear set of require- 
ments and policy guidelines for applying 
remote monitoring systems to improve the 
efficiency and effectiveness of routine 
IAEA inspections. Q 

Continuous verification of the presence 
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Contacts for International Remote Monitoring 

Cooperative Monitoring Center at SNL 
CONTACT: Arian Pregenzer 
Sandia National Laboratories 
ADDRESS: Mail Stop 1373 
Albuquerque, NM 871 85-1 373 
PHONE: 505-271 -41 85 
FAX: 505-271 -41 87 
CMC Homepage URL: 

http://www.cmc.sandia.gov 

International Remote 
Monitoring Project 
CONTACT: Stephen A. Dupree 
Sandia National Laboratories 
PHONE: 505-844-99 30 

EMAIL: sadu p re@sandia.g ov 
FAX: 505-844-6067 

International US. and IAEA Remote 
Monitoring Field Trials 
CONTACT: Bobby H. Corbel1 
Sandia National Laboratories 
PHONE: 505-844-8468 

EMAIL: bhcorbe@sandia.gov 
FAX: 505-844-5321 
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in a six-week period (Figs. 1 and 2). Addi- 
tionally, LLNL provided the in-field 
technical support necessary to complete 
the installation, certification, and testing. 
The system became operational during the 
summer of 1994 and is the template for 
fiture monitoring systems of this type. 
The current monitoring system consists 
of individual nodes that may be part of a 
network communicating to a central 
control location or that may stand alone. 
Each unit accommodates up to four CCD 
cameras, two infkared retroreflective motion 
sensors, a motion sensor recorder, a VHS 
time-lapse video recorder, a digital video- 
sending unit, a radio telephone link, and a 
battery-backed-up power supply. Cameras 
can be positioned up to 300 meters fiom 
a node, and a simple field modification can 
firther extend the distance. The system 
supports two-way communication via 
radio telephone links up to a distance of 
90 kilometers. Simultaneous communica- 
tion with up to six nodes is possible. Video 

4 Figure 1. The solid-fuel horizontal test 

the video camera mounted outside the engine 
test facility. The control room is to the left (next 
to the car). 

facility a t  AI Azim has an infrared trigger and 

Figure 2. A video camera is also mounted 
inside the engine test facility. 

is sent via a high-speed modem to a 
central control location, or, in the event 
of a problem at the node location, the node 
itself may initiate communication with the 
central control location. Each monitoring 
node is capable of continuous autonomous 
operation with suitable installation using 
solar power and batteries. *:e 

CONTACT: Bob Cuyton 
Lawrence Livermore National Laboratory 
PHONE: 51 0-422-8889 

EMAIL: guytonl @Ilnl.gov 
FAX: 51 0-422-9343 
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Bilateral Remote Monitoring: 
Kurchatov-Argonne-West Demonstration 

Pictured above: Energy 
Secretary Hazel R. O’Leary 
meets with Russian 
representative Dr. Nikolai 
Ponomarev-Stepnoi during 
the March 1995 demon- 
stration of U.S.-Russian 
bilateral monitoring. 

ince the end of the Cold War, organi- 
zations in the U.S. and Russia have 
worked together on a number of 

initiatives related to nuclear-material safe- 
guards. These cooperative activities are 
conducted as both “government-to- 
government” and “laboratory-to-labora- 
tory” projects. Methods and equipment for 
domestic safeguards and security have been 
widely shared in support of these activities. 
In March 1995, DOE, SNL, and the 
Kurchatov Institute Russian Research 
Center demonstrated cooperative remote 
monitoring of weapons-usable nuclear 
material between the Kurchatov Institute in 
Moscow and Argonne National Labora- 
tory-West in Idaho (above picture). SNL 
worked with both sites to demonstrate and 
evaluate technology developed as part of 
the Cooperative Monitoring Program’s 
Modular Integrated Monitoring System 

task and DOE’S International Remote 
Monitoring Project (see pages 4 and 24, 
respectively, this issue). 

Facilities 

Plant (Building 209) as the participating 
storage facility (Fig. 1). The Gas Plant 
contains an underground vault filled with 
water for storing spent nuclear hel. 
Additionally, six storage containers and a 
storage cabinet provide aboveground 
storage for fi-esh nuclear material. Seventy 
kilograms of highly enriched uranium 
(HEU) are stored in the Gas Plant. 
Argonne National Laboratory-West selected 
its Fuel Manufacturing Facility (FMF); 
130 kilograms of stored HEU are moni- 
tored at the FMF (Fig. 2). On-going, that 
bilateral remote monitoring evaluates and 

The IGmhatov Institute selected its Gas 
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Figure I .  The Gas Plant (upper 
picture) a t  the Kurchatov 

Institute was chosen as the 
participating Russian storage facility. 

I I 
Figure 2. The Fuel Manufacturing 
Facility (lower picture) a t  Argonne 

National Laboratory-West was chosen 
as the US. participating site. 

. . .. 
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4 Figure 3.Video 
displays of the 

Kurchatov Cas Plant 
storage vault and the 
Argon n e Nation a I 
Laboratory-West Fuel 
Manufacturing Facility. 

analyzes the mohitoring systems at both 
sites, with minimal impact on regular facility 
operations to date. 

At each site, a Data Acquisition System 
(DAS) collects sensor and video informa- 
tion from the site’s monitored storage area, 
storing it locally. Sensor data and images 
collected by the DAS can be reviewed at a 
Data Image and Review Station (DIRS) at 
each site. A DIRS operator at Kurchatov 
can request, by telephone, transfer of data 
and images fiom the DAS at the Kurchatov 
Gas Plant and fiom the DAS at the 
Argonne FMF. Similarly, a DIRS operator 
at Argonne-West can request transfer of 
data and images &om the DAS at the 
Argonne FMF and from the DAS at the 
Kurchatov Gas Plant. In addition, for 
testing purposes, data from the DAS at each 
site can be remotely transferred, by request, 
to a DIRS at SNL’s Cooperative Monitor- 
ing Center in New Mexico. Figure 3 shows 
video displays of the monitored storage 
areas at Kurchatov and Argonne-West. 
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Future Plans 

Plans are being discussed for future 
bilateral, remote monitoring nonprolifera- 
tion efforts include: 

Establishing a Russian-U.S. Nuclear 
Monitoring Center; 
Expanding the demonstration system 
at Ihrchatov to its Central Storage 
Facility; 
Cooperatively enhancing both U.S. 
and Russian technology and 
components; and 

monitoring system to other Russian 
fkilities and agencies. 

Expanding the use of the remote 

Domestic and international safeguards 
that provide long-term control of and 
global assurance about the security of 
nuclear materials are the fi-ont line of 
defense against the threat of losing control 
of fissile materials. It is hoped that the 
bilateral U.S. and Russian remote monitor- 
ing task exemplifies how countries can 
work together within the fkamework of 
a mutually beneficial cooperative remote 
monitoring regime to support nonproli- 
feration efforts. *:e 

CONTACT: Rebecca Horton 
Sandia National Laboratories 
PHONE: 505-844-31 38 

EMAIL: rd h o rta@sa n dia .gbv 
FAX: 505-844-6067 
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INSENS Sensor System Project 

T he Immigration and Naturalization 
Service (INS) has incorporated a 
modular architecture in 

its new generation of unattended ground 
sensors. Lawrence Livermore National 
Laboratory (LLNL) designed, developed, 
and produced the prototypes of this multi- 
probe, unattended ground sensor system 
that incorporated sensing elements, repeat- 
ers, and receivers linked into existing 
Border Patrol systems (Fig. 1). The project 
was fbnded by the INS and the President's 
Office of National Drug Control Policy. 
The Border Patrol monitors trails near the 
border and around its checkpoints to detect 
illegal entry of people and contraband into 
the U.S. These trails are major conduits for 
drugs entering the U.S., and these sensors 
are the first alert to illegal activities. The 
new sensors are an application of an LLNL- 
developed, open, unattended ground 
sensor system architecture called Modular 
Intelligent Sensor System (MISS), which 

Pictured above: Two 
INSENS-like unattended 
ground sensors were 
emplaced at the Item 

Demonstration in 
December 1994. 

Tracking and Transparency 

allows revisions and improvements to 
algorithms without remanufacturing. 

is that intelligence is included in all 
modules. This design philosophy allows 
the system's control module to perform a 
broader set of operational activities and 
relieves it &om addressing the operational 
details of each probe in the sensor system. 
A byproduct of this architecture is a 
simpler, more generic system control 
soha re  that allows easier inclusion of new 
modules (Fig. 2). The MISS architecture 
uses a standard intermodule communication 
format so that modules can be added or 
removed as operational requirements 
change. The backbone of the architecture 
is based upon the 12C bus developed by 
Philips/Signetics. This bus is designed as a 
low- to medium-speed, multi-drop commu- 
nication system for use among compatible 
chips or subsystems located within a 
single enclosure. 

The key aspect of the MISS architecture 
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4 Figure 1 .  The entire INSENS system 
includes a portable monitor, a general 

sensor, a repeater, an external power source, 
(back row, left to right), a seismic probe, a 
directional magnetic probe, and a passive 
infrared probe (front row, left to right). 

Figure 2. The Modular Intelligent 
Sensor System (MISS) architecture 

is the backbone for the network of 
unattended ground sensors. 

The INSENS 

moauie 

moauie 

Signal processing 

Control module 

Future module 

system uses seismic, 1 1  
magnetic, and infirared probes arranged to 
detect movement. A main sensor unit 
evaluates the probe signal(s) and deter- 
mines ifa significant event has occurred. 
Ifso, the sensor transmits a coded alarm 
signal. A repeater receives coded alarm 
messages fiom the sensor and transmits 
tliem to the portable monitor. A portable 
monitor decodes the alarm message. The 
monitor can be used both by field person- 
nel and, when located at Border Patrol 
headquarters, can be interhced with a 
computer to alert dispatchers. 

The open architecture developed for 
INSENS is currently being adapted by the 
Department of Energy to support its 
nonproliferation program. New transducers 
are being interhced into the architecture 
including nuclear, radar, imaging, chemical, 
and acoustic detectors. LLNL has contin- 
ued with developing sofovare and detection 
algorithms embedded in the sensor 

MISS bus 

elements. The INSENS sensor system was 
installed at two monitoring sites for the 
Item Tracking and Transparency Demon- 
stration in December 1994 (see page 10). +:- 

CONTACT: David W. Myers 
Lawrence Livermore National Laboratory 
PHONE: 51 0-422-1 639 

EMAIL: myers7@llnl.gov 
FAX: 51 0-422-9343 
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