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ABSTRACT

This report presents a simplified surface reaction mechanism for the Chemical Vapor Deposition (CVD) of diamond thin films. The mechanism also accounts for formation of point defects in the diamond lattice, an alternate, undesirable reaction pathway. Both methyl radicals and atomic carbon are considered as growth precursors. While not rigorous in all its mechanistic details, the mechanism is useful in describing the CVD diamond process over a wide range of reaction conditions. It should find utility in reactor modeling studies, for example in optimizing diamond growth rate while minimizing defect formation. This report also presents a simple model relating the diamond point-defect density to the thermal conductivity of the material.
Introduction

Much theoretical analysis has been done on the elementary heterogeneous chemical reactions leading to diamond deposition. There will likely never be full agreement on the details of the process. However, it has been found that relatively few reactions are needed if the goal is limited to an accurate description of deposition rates. The goal in this work is to develop the simplest possible reaction mechanism to be used in our reactor models which still captures the features of interest. This report describes a simplified surface reaction mechanism for the growth of diamond and the formation of point defects in the material. The reaction scheme is not intended to be mechanistically correct in all its details. However, it should be adequate to describe the competition between these two growth paths and how that competition changes with reactor conditions. It will thus be useful in reactor-scaling studies.

A fundamental limitation in commercializing the diamond CVD process has been the inability to grow diamond of "high quality" while maintaining high deposition rates. For example, high deposition rates are readily achieved by increasing methane feedgas flow rates, but this is accompanied by a decrease in diamond quality. Although there are a number of potential measures that could be used as a metric for diamond quality, this work focuses on the diamond's thermal conductivity (a key property in its application for thermal management). This work presents a simple model connecting the density of point defects (as calculated with the simple reaction mechanism mentioned above) to the material's thermal conductivity. The relationship described is simple enough to be used in reactor scaling exercises to optimize growth rate and thermal conductivity.

Simplified Reaction Mechanism

Our earlier modeling work \[1\] showed that CH3, atomic-C, or a combination of the two could be responsible for bringing carbon to the surface in dc arc jet systems, depending on reaction conditions. It has also been observed that, depending upon growth conditions, point defects are incorporated into the lattice.

Goodwin has given a simplified set of surface reactions that can describe diamond growth rates over a wide range of conditions \[2\]. The reactions in his simplified mechanism are listed as numbers S1 through S6 in Table I. The four surface species listed in Table I are: CH(s), a surface carbon bonded to a hydrogen; C*(s), a surface carbon with one dangling bond, i.e., a radical site; CM(s), a CH3 bonded to a surface carbon atom; and CM*(s), a CH2 group bonded to a surface carbon, which is also has one dangling bond. Two bulk species are included in Table I, a diamond lattice atom D, and a lattice point defect Pd. A simplified set of reactions, such as listed in Table I, is not intended to be mechanistically correct in its detail, but just to capture the main features of the CVD process. Describing the process through such a sequence of "generic" steps also allows one to estimate reasonable rate constants for use in a kinetic simulation.

Goodwin provides rate constants for reactions S1–S5 (at 1200 K), which were set to match rates from a variety of H-recombination experiments, molecular dynamics simulations, an empirical fit to deposition rates predicted by the more detailed deposition mechanism of Harris \[3\], and to give an average lifetime of 100 μs for surface CH3 \[2\]. (The rate constant for reaction S6 was not given explicitly by Goodwin, but was listed as "fast." At steady state, the deposition rate is independent of this rate constant, and a value sufficiently "fast" was supplied for the simulations.) As in the mechanism presented by Goodwin, activation energies are not supplied for this simplified heterogeneous kinetics model—it is
intended to be valid within some small range of 1200 K. The model was tested with 7300 cal/mole activation energies for the H-abstraction reactions (S1, S5, S6) [4], and with the CH3 desorption (S4) activation energy set to our earlier estimate of the bond strength [1]. With activation energies present the model was in quantitative agreement with experiment regarding the existence of a maximum growth rate with $T_s = 1150$ K [5-7]. However, the model did not correctly capture the observed 20 kcal/mole effective activation energy for growth for $T_s < 1150$ K [6,7]; the predicted activation energy was approximately 10 kcal/mole too low.

Reaction S7 was included to account for deposition from C-atoms. Earlier modeling studies of the dc arc-jet deposition system show that under certain conditions (high H2-dissociation fractions) C was the most abundant carbon-containing species in the gas [1,8]. Because C is a very reactive species, its contribution to the diamond deposition should not be neglected. The rate constant for S7 was set equal to that of reaction S3. Goodwin has pointed out [2] that reactions S1 through S6 do a good job of reproducing measured growth rates over a wide range of conditions. For conditions typical of the dc arc-jet reactor, Figure 1 shows that the diamond growth rate scales linearly with CH3 mole fraction at the surface using the set of reactions in Table I.

Under conditions of high growth rate, defects can be incorporated into the diamond lattice. Such defects could be $sp^2$ in nature, formed via a β-bond cleavage from unimolecular decomposition of adjacent C*(s) and CH(s) species; Butler and Woodin [9] present a simple kinetic analysis for growth of this type of defect. They also discuss $sp^3$ defects, characterized by hydrogen bonded to $sp^3$ carbons, in which subsequent layers of carbon add to the surface before all of the surface hydrogen atoms have been displaced through H-abstraction and C-C bond formation reactions [9]. However, no specific kinetic scheme was suggested for formation of these defects.

Reactions S8 and S9 have been included in our reduced surface reaction mechanism in Table I to describe "over-growth" of an $sp^3$ defect, trapping hydrogen into the lattice. Although not to be considered elementary reactions, S8 and S9 should nonetheless capture the important features. These reactions involve a reactive carbon species (either CH3 or C) reacting with the CM*(s) species, as a competition to the diamond growth reaction of CM*(s), reaction S6. Thus, reactions S8 and S9 will be important under conditions of high growth rate when the concentration of carbon species becomes larger relative to gas-phase H.

A few comments about the form of reactions S8 and S9 are in order. First, Butler and Woodin [9] include a reaction similar to S8 (except forming a surface C2H5 species) as part of a proposed mechanism for normal diamond growth on the (110) surface. Thus, a reminder that the reactions in Table I have to be considered generic rather than elementary. Second, note that S8 and S9 are first-order in the surface reactant CM*(s). Comments will made later about the scaling of lattice-defect formation rates with respect to the reaction order of their creation. Finally, rate constant information is not available for reactions S8 and S9. The value given in Table I was set to yield defect densities in the parts-per-million range, consistent with EPR measurements [10]. For purposes of the next discussion, the set of reactions S1–S9 will be referred to as M1 (mechanism 1).

Goodwin [2] also included arguments concerning the scaling of defect formation with process conditions. The basic assumption in that work was that defects were formed by reaction of a surface adsorbate with a nearby adsorbate before it had been fully incorporated.
into the lattice. However, a precise chemical reaction for forming the defect was not mentioned. This simple picture is similar in spirit to the Butler and Woodin [9] picture of $sp^3$ defect formation just mentioned. The assumption that the defect formation reaction was second-order in surface reactants leads to a simple scaling relationship [2] between defect fraction $X_d$, growth rate $G$, and hydrogen-atom molar concentration [H]:

$$X_d \propto \frac{G}{[H]^n}. \quad (1)$$

Goodwin was careful to point out the exact form of the scaling of defect formation is uncertain, and that equation (1) would more generally be written with an exponent $n$ in the denominator, where $n$ is determined experimentally.

Note that the scaling of defect fraction depends upon the order of the surface reaction that forms the defect. This is illustrated by comparing the scaling of reaction set M1 with predictions using a defect-formation reaction second order in the surface adsorbate, such as

$$2 \text{CM}(s) \rightarrow \text{CM}(s) + \text{CH}(s) + \text{H}_2 + \text{Pd}. \quad (S10)$$

The precise form of such a second order reaction, especially the list of products, is uncertain. However, reaction S10 will suffice for the purpose of examining the dependence of defect formation scaling with respect to the order of the surface reaction. For this example, the rate constant for S10 was set to $3.0 \times 10^8$; this value was chosen to give roughly the same defect formation rates as reaction set M1 for a nominal arc-jet condition with H-atom mole fraction at the surface of 0.02 and CH$_3$ mole fraction at the surface of 0.001. The set of reactions S1–S7 and S10 will be denoted M2.

Figure 2 shows that, for a fixed concentration of H at the surface, the lattice defect fraction increases linearly with CH$_3$ concentration at the surface for both sets of reactions M1 and M2. (Here the defect fraction is taken to be the ratio of the defect growth rate to the diamond growth rate.) The defect fraction will also scale linearly with C-atom concentration at the surface for set M1, but for simplicity of discussion is not plotted. Since growth rate and defect fraction both increase linearly with CH$_3$ fraction, it is immediately clear that defect fraction will increase (and diamond "quality" will decrease) as growth rate increases for either set of reactions.

The diamond growth rate attainable for a fixed defect density scales differently for the two sets of reactions M1 and M2, as illustrated in Figure 3. For this plot, defect density was specified to be $10^{-6}$ mole fraction, and for each value of [H], the amount of CH$_3$ necessary to attain that defect fraction was determined; the allowable CH$_3$ mole fraction at fixed defect density as a function of [H] is shown in Figure 4. For larger values of [H], Figure 3 shows that set M1 predicts the growth rate at fixed defect density will scale approximately linearly with H concentration. For reaction set M2, the attainable growth rate at fixed defect density scales quadratically with [H]; this is consistent with the formula given by Goodwin [2], equation (1). For the defect mechanism that includes the first-order (in surface adsorbate) reactions, set M1, the allowable CH$_3$ increases linearly with H concentration (solid curve in Figure 4). For reaction set M2, which includes the second-order defect formation reaction S10, the allowable CH$_3$ increases quadratically with H (dashed curve in Figure 4).
The difference in scaling of growth rate with H-atoms at constant defect density has implications to making higher powered arc-jet reactors. If defect formation scales as in the first-order reaction set M1, then increasing the arc-jet power would increase H-atom production, giving approximately a linearly increase in attainable growth rate. However, if the defect formation is second order in surface adsorbates as in set M2, growth rate at constant quality increases quadratically with [H], indicating much larger pay-off in going to higher power (higher H₂ dissociation fraction).

**Relating Thermal Conductivity and Defect Density**

It is clearly desirable to grow diamond with a minimum of defects. However, the property of interest to the consumer for the diamond film is likely to be some other measure of quality, such as thermal conductivity. As mentioned earlier, there is a typically a trade-off between diamond growth rate and film thermal conductivity, illustrated in Figure 5. This section presents a simple formula to relate concentration of lattice point defects to the material's thermal conductivity in an attempt to explain this limitation. The discussion begins with some general comments about thermal conductivity.

The thermal conductivity of a gas can be obtained from the kinetic theory of gases as

\[
\lambda = \frac{1}{3} C v l, \tag{2}
\]

where \( v \) is the particle’s average velocity, \( l \) is the mean free path, and \( C \) is the heat capacity. For a crystal, equation (2) is generalized as

\[
\lambda = \frac{1}{3} \sum_{\alpha} C_{\alpha} v_{\alpha} l_{\alpha}, \tag{3}
\]

where \( \alpha \) denotes the excitation mechanism, i.e., particles or waves [11]. The carriers of heat are typically lattice waves and free electrons (in the case of metals or semi-conductors). The mean free path of these carriers is limited by a number of different scattering processes, such as scattering by other lattice waves, defects, or grain boundaries in the crystal [11]. The various scattering processes all contribute to the mean free path as [12]

\[
\frac{1}{l(\omega)} = \sum_{\alpha} \frac{1}{l_{\alpha}(\omega)} \tag{4}
\]

The form of equation (4) indicates that the mean free path has a phonon frequency \( \omega \) dependence, which can differ between the various scattering mechanisms.

The approximation will be made that the thermal conductivity is proportional to the mean free path \( l \),

\[
\lambda \propto l \tag{5}
\]

as in Eqs. (2) and (3), and that this mean free path has two components: (1) \( l_0 \) due to point-defects in the lattice, and (2) an intrinsic component \( l_i \) due to all other scattering processes in the diamond lattice. By analogy with Eq (4), the two are combined as
\[
\frac{1}{l} = \frac{1}{l_i} + \frac{1}{l_D}.
\]

Thus,

\[
\lambda = \frac{cl_i l_D}{l_i + l_D}.
\]

The mean free path \(l_D\) due to point-defects is assumed to be related to the defect density as

\[
l_D = \rho_D^{-1/3}.
\]

Equation (7) is a simple relationship requiring two empirical constants, i.e., \(c\) the proportionality constant, and \(l_i\). Newton, Cox and Baker [10] have used EPR to measure defect density in a series of diamond samples for which the thermal conductivities were also known. This data set provides the calibration of the simple formula in equation (7). The constants obtained by fitting to the data points at 0.31 and 2.78 ppm defect density are \(l_i = 4.274 \times 10^{-6}\) cm and \(c = 9.203 \times 10^6\) W/cm²/K. A comparison between the measured data and the simple fit of equation (7) is shown in Figure 6.

The growth and defect-formation mechanism of Table I was used to predict diamond growth rate and defect density as a function of H and CH₃ mole fraction (at the surface), then equation (7) was used to convert defect density to thermal conductivity. The resulting predictions shown in Figure 7 exhibit the qualitative features seen experimentally in Figure 5. That is: (a) thermal conductivity drops off with increasing growth rate; (b) increasing H-atom concentration (with CH₃ held fixed) yields higher growth rates and higher thermal conductivity; and (c) increasing CH₃ (with H held fixed) increases growth rate but decreases the thermal conductivity.

IBIS Associates has been studying the economics of various CVD diamond growth approaches. Their models incorporate scaling relationships for transport and kinetic processes in CVD diamond reactors, primarily based on the work of Goodwin [2]. The models predict physical quantities such as deposition rate, reagent usage, etc. The IBIS models then estimate the cost of running the process, and ultimately the cost of the diamond films produced.

The simplified models for defect formation and the relationship to thermal conductivity have also been incorporated into the IBIS models. The defect and thermal conductivity models add a valuable dimension to the economic models by pointing out that the cost of the diamond product depends strongly upon the quality of the diamond that is required. Figure 8 illustrates one such analysis done for combustion synthesis of diamond films. Because of the trade-off between growth rate and quality, if an application requires very high thermal conductivity it comes at the expense of low growth rate, and thus higher cost. However, for applications requiring lower thermal conductivity (say 5 W/cm/K) the cost of the diamond will be much less.
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Table I. Surface reaction mechanism describing the growth of diamond, D, and the formation of buried point defects, Pd, from C and CH3 precursors.

<table>
<thead>
<tr>
<th>Number</th>
<th>Reaction</th>
<th>( k_i^* )</th>
</tr>
</thead>
<tbody>
<tr>
<td>S1</td>
<td>( \text{CH}(s) + \text{H} \rightarrow \text{C}^*(s) + \text{H}_2 )</td>
<td>( 2.9 \times 10^{12} )</td>
</tr>
<tr>
<td>S2</td>
<td>( \text{C}^*(s) + \text{H} \rightarrow \text{CH}(s) )</td>
<td>( 1.7 \times 10^{13} )</td>
</tr>
<tr>
<td>S3</td>
<td>( \text{C}^*(s) + \text{CH}_3 \rightarrow \text{CM}(s) )</td>
<td>( 3.3 \times 10^{12} )</td>
</tr>
<tr>
<td>S4</td>
<td>( \text{CM}(s) \rightarrow \text{C}^*(s) + \text{CH}_3 )</td>
<td>( 1.0 \times 10^4 )</td>
</tr>
<tr>
<td>S5</td>
<td>( \text{CM}(s) + \text{H} \rightarrow \text{CM}^*(s) + \text{H}_2 )</td>
<td>( 2.0 \times 10^{12} )</td>
</tr>
<tr>
<td>S6</td>
<td>( \text{CM}^*(s) + \text{H} \rightarrow \text{CH}(s) + \text{H}_2 + \text{D} )</td>
<td>( 4.0 \times 10^{13} )</td>
</tr>
<tr>
<td>S7</td>
<td>( \text{C}^<em>(s) + \text{C} \rightarrow \text{C}^</em>(s) + \text{D} )</td>
<td>( 3.3 \times 10^{12} )</td>
</tr>
<tr>
<td>S8</td>
<td>( \text{CM}^*(s) + \text{CH}_3 \rightarrow \text{CM}(s) + \text{Pd} + \text{H}_2 )</td>
<td>( 7.5 \times 10^8 )</td>
</tr>
<tr>
<td>S9</td>
<td>( \text{CM}^<em>(s) + \text{C} \rightarrow \text{C}^</em>(s) + \text{Pd} + \text{D} + \text{H}_2 )</td>
<td>( 7.5 \times 10^8 )</td>
</tr>
</tbody>
</table>

* \( k_i \) in moles, cubic centimeters, and seconds; valid at 1200 K.
FIGURE CAPTIONS

Figure 1: Diamond growth rate as a function of CH₃ mole fraction using the mechanism from Table I. Other conditions for the calculation: H mole fraction = 0.02, with the remainder of the gas H₂, 20 Torr total pressure, surface temperature 1200 K.

Figure 2: Calculated defect mole fraction as a function of CH₃ mole fraction using reaction sets M1 (solid line) and M2 (dashed line). See text for definition of reaction sets. Other conditions are the same as in Figure 1.

Figure 3: Growth rate as a function of H mole fraction obtained for a fixed defect mole fraction of 10⁻⁶ using reaction sets M1 (solid line) and M2 (dashed line). The CH₃ concentration was adjusted to obtain the desired defect fraction (see Figure 2). Other conditions are the same as in Figure 1.

Figure 4: CH₃ mole fraction needed to obtain a growth rate at constant defect density of 10⁻⁶ as a function of gas-phase H mole fraction. Other conditions are the same as in Figure 1.

Figure 5: Thermal conductivity of diamond films plotted as a function of the growth rate for that sample. Families of curves are for increasing arc-jet powers, and thus increasing H-atom fraction at the deposition surface. (Data from Norton Company, with the actual values of the growth rates removed to protect proprietary information.)

Figure 6: Thermal conductivity of diamond samples plotted against the measured defect density determined by EPR [10]. The diamond symbols mark the experimental results; triangles are calculated from the simplified thermal conductivity model of equation (7).

Figure 7: Calculated thermal conductivity as a function of growth rate using reaction set M1 and equation (7). H-atom mole fraction is held fixed along each of the three curves, while CH₃ mole fraction is increased. The dashed lines denote constant values of CH₃. Calculations are for 20 Torr total pressure, with H and CH₃ mole fractions typical of a hot-filament environment.

Figure 8: Predicted cost of diamond film as a function of the required thermal conductivity from the IBIS cost models [13]. (This plot is meant to be illustrative only. Many assumptions in the economic models can change the predicted costs dramatically.)
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