PERFORMANCE OF THE FUEL CONDITIONING FACILITY ELECTRONIC IN-CELL MASS BALANCES*

by

Y. Orechwa
Reactor Analysis Division
ANL

and

Ronald G. Bucher
Technology Development Division
ANL

DISCLAIMER

This report was prepared as an account of work sponsored by an agency of the United States Government. Neither the United States Government nor any agency thereof, nor any of their employees, makes any warranty, express or implied, or assumes any legal liability or responsibility for the accuracy, completeness, or usefulness of any information, apparatus, product, or process disclosed, or represents that its use would not infringe privately owned rights. Reference herein to any specific commercial product, process, or service by trade name, trademark, manufacturer, or otherwise does not necessarily constitute or imply its endorsement, recommendation, or favoring by the United States Government or any agency thereof. The views and opinions of authors expressed herein do not necessarily state or reflect those of the United States Government or any agency thereof.

DISCLAIMER

Portions of this document may be illegible in electronic image products. Images are produced from the best available original document.
PERFORMANCE OF THE FUEL CONDITIONING
FACILITY ELECTRONIC IN-CELL MASS BALANCES

Yuri Orechwa
Argonne National Laboratory
9700 S. Cass Avenue
Argonne, IL 60439
(708) 252-4876

Ronald G. Bucher
Argonne National Laboratory
9700 S. Cass Avenue
Argonne, IL 60439
(708) 252-8482

ABSTRACT

An approach to error estimation and measurement control in the analysis of the balance measurements of mass standards on the in-cell electronic mass balances of the Fuel Conditioning Facility is presented. In light of measurement data from one year of operation, the algorithms proposed are evaluated. The need to take into account the effects of facility operations on the estimates of measurement uncertainty is demonstrated. In the case of a newly installed balance, where no historical data exists, an ad hoc procedure of adding a term which takes into account the operational variability is proposed. This procedure allows a sufficiently long operation so as to collect data for the estimate of the contribution of operational effects to the uncertainty estimate. An algorithm for systematically taking into account historical data is developed and demonstrated for two balances over two calibration periods. The algorithm, both asymptotically and in the two sample cases, has the necessary desirable properties for estimating the uncertainty in the measurements of the balances.

I. INTRODUCTION

The mass balances of the Fuel Conditioning Facility (FCF) are central to much of the safe and economic operation of the facility, and especially to the accountancy of special nuclear materials. For example, an item, before it is moved within the facility, is always weighed on a balance to double check, by reference to its weight, its identity; and, thereby, assure a proper and safe operation. The performance of the in-cell balances, however, in relation to material accountancy with regard to special nuclear materials is generally held to a higher standard than for operations. As such, the statistical issues associated with calibration and measurement control of the balances need to be treated in detail. At issue are the uncertainties, both random and systematic, associated with a balance measurement, and their stability over time. It is these uncertainties that are propagated, together with those of other measurements, to give an overall uncertainty in the inventory difference of the special nuclear material, over time, for the facility, or for some part of the facility. A decision, as to the loss or diversion of special nuclear material from or within the facility, can only be made based on the estimate of the inventory difference and the associated uncertainty. This decision will have validity, only if the uncertainty estimate is realistic.

In FCF, there are five Mettler Type A balances (operating range 0 - 32 kg) and three Mettler Type C balances (operating range 0 - 120 kg). During the one year period of operation, two of the Type C balances (WE150C and WE400C) underwent recalibration. All the Type A balances operated within statistical control over that period, in relation to the control limits established at the initial calibration. This latter exemplary performance appears to be the result of the a priori decision, at the startup of the facility, to take into account the likely effects of operation on the predicted control limits, by increasing the variance associated with the measurements made with these balances. The current data indicate that this approach was justified.

II. CALIBRATION

The calibration of any measurement instrument is an integral part of its application to a particular task. Although the balances used in FCF have been calibrated by the manufacturer and performance parameters specified, due to the reconfiguration of the electronic components of the balances for operation in the in-cell high radiation environment, a documented calibration program was deemed appropriate to meet the requirements for material control and accountancy.
The calibration procedure for the in-cell balances is based on the sequential measurement of a set of standard masses spanning the expected operating range of the particular balance. There are forty selections, taken in random order, from each set of standards associated with each balance type. For example, the set of calibration masses for the Type A balances consists of 50 gm, 10,000 gm, 20,000 gm, and 30,000 gm. The 20,000 gm and the 30,000 gm masses are made up of two and three 10,000 gm standards, respectively. For in-cell operations, the calibration operations are time consuming, for they are performed remotely with manipulators. As such, a recalibration could incur considerable downtime for operations dependent on measurements with the balance requiring recalibration. With this in mind, the number of measurements of standards per calibration has been limited to forty. This is consistent with the ANSI standard for mass balance calibration. Experience has shown, however, that the distribution of standards is often insufficiently smooth with only forty measurements, and can thereby introduce apparent biases. We mitigate this difficulty, by selecting the standards based on a quasi-random sequence. This algorithm picks random numbers, yet spreads them out to avoid the chance clustering that occurs with uniformly random points.

The raw data of the balance calibrations -- mass of standard, balance reading, and the difference between the two--are fit to a linear model

\[ W = \beta_0 + \beta_1 * S, \]  

where \( W \) is the balance reading, \( S \) the nominal mass of the standard, and \( \beta_0 \) and \( \beta_1 \) the parameters to be estimated in the calibration procedure. The fit is performed via linear regression with appropriate SAS procedures.

The calibration of the in-cell balances has two functions, in addition to the evaluation of linearity: the estimation of the error to be applied to each mass measurement for variance propagation, and the determination of warning and alarm limits for measurement control. These two estimates are calculated differently to accommodate material control and accountancy objectives and operation constraints. Thus, in the case of error estimation for variance propagation via the code MAWST, only one value is computed, which summarizes our knowledge of each error (random and systematic) over the operating range of the balance. On the other hand, for measurement control, we make use of the predictive interval, whose systematic component has a width that is dependent on the mass of the standard being used to test balance performance.

For mass measurements, with the in-cell balances in FCF, the random and systematic variances, for input to the MAWST variance propagation code, are computed as follows. Let \( S_k \) be the mass of the k-th standard and \( W_{ik} \) the i-th measurement of the k-th standard. The observed reading for the k-th standard mass is estimated by the average \( \bar{W}_k \), where

\[ \bar{W}_k = \frac{1}{m_k} \sum_{i=1}^{m_k} W_{ik}, \]  

and the k-th variance \( s_k^2 \), where

\[ s_k^2 = \frac{1}{m_k - 1} \sum_{i=1}^{m_k} (W_{ik} - \bar{W}_k)^2, \]  

and \( m_k \) is the number of measurements of the k-th standard. The random component of the variance is then computed by

\[ s^2 = \frac{1}{n-K} \sum_{k=1}^{K} m_k \sum_{i=1}^{m_k} (W_{ik} - \bar{W}_k)^2, \]  

where \( n = \sum_{k=1}^{K} m_k \) is the total number of observations, and \( K \) the total number of mass standards.

Since the values for the masses entered into the mass tracking system are not bias corrected, we use the following algorithm to estimate the systematic component of the variance. The bias in the estimate of the mass of the k-th standard is computed as

\[ \Theta_k = (\bar{W}_k - S_k). \]  

The systematic component of the variance for a balance can be estimated by the square of the bias. In the case of a balance operating over a wide range of masses, we use a weighted average of the squares of the biases with respect to the calibration standards. That is

\[ \Theta^2 = \frac{1}{n^2} \sum_{k=1}^{K} m_k^2 \Theta_k^2. \]  

However, if

\[ \Theta^2 < \frac{1}{n^2} \sum_{k=1}^{K} m_k^2 \sigma_k^2 + \frac{s^2}{n}, \]  

where \( \sigma_k \) is the uncertainty in the mass of the standard, the right-hand side of the above inequality is used as the systematic error variance.
An additional component, which takes into account the nonlinearity of the balance, may be required. The inclusion of this component is not routine, as in the case of the random and systematic components; and requires judgement on a case by case basis. If the nonlinearity is severe, replacement of the balance would be necessary. This, however, is likely to be an extreme situation, and not taken lightly. In the case of statistically significant, yet small, nonlinearities, we can take them into account by adding in quadrature the following term to the systematic variance

$$\max |M_k - Q_{25,75}^{(k)}|,$$

(8)

where $M_k$ is the mass predicted by the estimated regression for the k-th standard, and $Q_{25,75}^{(k)}$ is the 25-th or 75-th percent quantile of the measured values for the k-th standard. For FCF operation, as a decision rule for the inclusion of the above nonlinear term, the rejection of the linear fit hypothesis is set at the 5% level.

The estimates of the error variances of the in-cell balances, based on the above algorithms, and established at the startup of the facility, are given in Table I. These show considerable variation from balance to balance for a given type. For comparison, we also include estimates based on Mettler specifications. These specifications, and their combinations, are not directly comparable to those arrived at via the above algorithms; and, therefore, require some interpretation. In addition, the Mettler specifications are by type of balance (i.e., Type A or Type C) and not by individual balance. These specifications imply that each balance is a sample from a population of identical balances operating under identical conditions. The in-cell calibrations indicate considerable variation in the variance from balance to balance for a given type. Moreover, the total variance, based on the calibration measurements, exceeds the value computed based on the manufacturers specifications in the case of the Type A balances except for WE200A. The reverse is true in the case of the Type C balances. This comparison appears to confirm the prudence of the decision to calibrate in-cell the individual balances for material accountancy in FCF, as opposed to simply adopting the manufacturers specifications. The in-cell operation, specific to each balance, appears to be relevant in the estimation of the balance variances.

### III. MEASUREMENT CONTROL

The analysis of the calibration measurements, discussed in the previous section, is the initial basis for the estimates of the balance performance parameters, such as bias, variance, and linearity. These parameters must, in principle, remain constant in order that the estimates of the random and systematic errors of measurements be valid for application to variance propagation. The objective of the measurement control program is to assure that these balance performance parameters have not changed, with time, sufficiently to invalidate the error estimates; and, thereby, lead to erroneous conclusions with regard to special nuclear material accountancy.

The control limits in the measurement control program for the FCF in-cell balances do not use the variances estimated in the calibration specifically for input to

<table>
<thead>
<tr>
<th>Balance ID</th>
<th>Random Component</th>
<th>Systematic Component</th>
<th>Totala</th>
<th>Random Componentb</th>
<th>Systematic Componentc</th>
<th>Totalb</th>
</tr>
</thead>
<tbody>
<tr>
<td>WE200A</td>
<td>0.264</td>
<td>0.281</td>
<td>0.386</td>
<td>0.557</td>
<td>0.2</td>
<td>0.592</td>
</tr>
<tr>
<td>WE300A</td>
<td>2.607</td>
<td>6.535d</td>
<td>9.036</td>
<td>0.557</td>
<td>0.2</td>
<td>0.592</td>
</tr>
<tr>
<td>WE400A</td>
<td>2.719</td>
<td>1.476</td>
<td>3.971</td>
<td>0.557</td>
<td>0.2</td>
<td>0.592</td>
</tr>
<tr>
<td>WE400B</td>
<td>1.048</td>
<td>1.882d</td>
<td>2.447</td>
<td>0.557</td>
<td>0.2</td>
<td>0.592</td>
</tr>
<tr>
<td>WE460A</td>
<td>0.525</td>
<td>0.874d</td>
<td>1.400</td>
<td>0.557</td>
<td>0.2</td>
<td>0.592</td>
</tr>
<tr>
<td>WE150C</td>
<td>0.701</td>
<td>0.361</td>
<td>0.788</td>
<td>3.163</td>
<td>2.0</td>
<td>3.742</td>
</tr>
<tr>
<td>WE150C*</td>
<td>2.372</td>
<td>1.054</td>
<td>2.596</td>
<td>3.163</td>
<td>2.0</td>
<td>3.742</td>
</tr>
<tr>
<td>WE200C</td>
<td>2.470</td>
<td>1.782</td>
<td>2.641</td>
<td>3.163</td>
<td>2.0</td>
<td>3.742</td>
</tr>
<tr>
<td>WE400C</td>
<td>1.101</td>
<td>0.470</td>
<td>1.171</td>
<td>3.163</td>
<td>2.0</td>
<td>3.742</td>
</tr>
<tr>
<td>WE400C*</td>
<td>1.553</td>
<td>2.188d</td>
<td>2.683</td>
<td>3.163</td>
<td>2.0</td>
<td>3.742</td>
</tr>
</tbody>
</table>

*Recalibration  *Assuming no correlation between measurements  *Precision plus sensitivity drift  *Nonlinearity  
"Includes component due to non-linear calibration
MAWST and described in the previous section. The application of these estimates would seem to be the logical way to proceed. However, in the DOE order the requirement for checking the linearity of the balance, in addition to accuracy, and, in particular, from the operational point of view, the need to minimize the number of weighing operations for measurement control, dictated an approach based on the predictive interval associated with a specific balance. The difference between the two variance computations lies in the interpretation of the systematic error in each case. The systematic error used in MAWST is an estimate of the variation in the mean bias relative to the masses of the standards, given that the underlying relation is represented by $\beta_0=0$ and $\beta_1=1$. (Only one value of the systematic error is input into MAWST for each balance, and no bias correction is made to the masses in the mass tracking system.) On the other hand, the systematic component in the control limits is an estimate of the variation in the linear relation, as expressed by Eq. (1), using the values of $\beta_0$ and $\beta_1$ estimated at calibration. The predictive interval is centered about the estimate of Eq. (1), and, therefore, incorporates the estimate of the linear relationship. Thus, a test based on the predictive interval tests, not only the estimated variance, but also the linearity of the balance with minimum measurements.

At the startup of FCF, it was anticipated that the control limits, based only on data taken at the time of calibration, would very likely lead to excessively tight control limits and be unrepresentative of the operating environment. Thus, to preclude unwarranted recalibrations during startup operations, the nonlinear term in Eq. (8) was included in the computation of the control limits irrespective of the linear fit test. The expectation was that, as operating data, in the form of periodic calibration checks accumulates, a more truly representative value can be estimated.

The periodic measurements, of randomly selected standards, made during operation for measurement control of a particular balance, should, in principle, represent the same population of measurements as those made at calibration. The box plots of the difference between the mass of the standard and the balance reading for that standard for the two sets of measurements, calibration and measurement control, suggest that the basic behavior of the balances, as expressed through these box plots, appears (as we would hope) to be roughly the same for the control measurements as for the calibration measurements. One characteristic difference, which does stand out, is the generally greater variation in the control measurements for some of the balances, when compared to those taken at calibration. This is likely to be due to operation, in that the balances during operation are subject to environmental effects which can vary not only from balance to balance and process to process area, but also in time. It is difficult at least at this point in time, to correlate the behavior of the balances to particular FCF operations or environmental conditions. What is clear, however, is that the variance estimates made, based only on the calibration measurements, may not adequately reflect the variance of measurements during FCF operation.

### IV. HISTORICAL DATA AS CALIBRATION DATA

The discussion in the previous section indicated that calibration data alone may not reflect the true uncertainty in the measurements made with the in-cell balances, both for input to MAWST and for measurement control. This is due to the fact that the information in the calibration data, which is generally taken over the span of several hours, may not sufficiently take into account the effects of day to day changes in the performance of the balance due to changes in its environment from the operation of the facility. To overcome this shortcoming, we need to bring to bear relevant measurements which were made during operation. The ideal candidates, for the in-cell balances, are the measurement-control measurements made on the balances subsequent to the calibration, that is, during the calibration period. These, in principle, are the same as the calibration measurements, except that they are made over greater periods, and when equipment is likely to be operating in the vicinity of the balance. The objective is, therefore, to develop an algorithm for the uncertainty of the balance measurements, which incorporates data from previous calibration periods.

A heuristic description of the data collection over the calibration periods is shown in Fig. 1, where $\sigma_{ci}$ represents the uncertainty estimated with only the calibration data for the $i$-th calibration, similarly $\sigma_{LCi}$ represents the uncertainty estimate based only on the measurement-control data.
measurements subsequent to the i-th calibration, and \( \sigma_{MCi} \) the estimate of the standard error used to compute the measurement control limit for the i-th calibration period. (We shall not distinguish between the random error estimates for input to MAWST and those for measurement control. The basic algorithm is the same for each of these situations.)

Let us now look at the flow of calibration information as shown in Fig. 1. For the first calibration period, the MAWST input and the measurement control limits are determined based only on the information in the calibration data, namely on \( \sigma_{C1} \). Thus, schematically, we can represent this as

\[
\sigma_{MC1} = \sigma_{C1}.
\]

The measurement-control measurements are compared during this calibration period to the control limits based on \( \sigma_{MC1} \), and are saved. For the second calibration period, the available data are \( \sigma_{C2} \), the calibration uncertainty for the second calibration, \( \sigma_{C1} \), the calibration uncertainty from the previous calibration, and \( \sigma_{LC1} \), the estimate of the uncertainty in the measurement-control measurements from the previous calibration period. Thus, schematically, the information available, for estimating the uncertainty on which to base the control limits for operation during the second calibration period, is

\[
\sigma_{MC2} = \sigma_{C2} \cdot \sigma_{C1} \cdot \sigma_{LC1}.
\]

This generalizes to the i-th calibration period as

\[
\sigma_{MCi} = \sigma_{Ci-1} \cdot \sigma_{C1} \cdot \sigma_{LC(i-1)}
\]

or

\[
\sigma_{MCi} = \sigma_{Ci} \cdot \sigma_{MC(i-1)} \cdot \sigma_{LC(i-1)}.
\]

The proposed algorithm, for including historical data (i.e., data from the previous calibration periods) in the estimate of balance measurement uncertainties for the current calibration period, is based on the sampling theory approach of pooling data from independent samples. That is, the estimate of the uncertainty for the current calibration period is given by

\[
\sigma_{MCi}^2 = W_C \sigma_{Ci}^2 + W_{LC} \sigma_{LC(i-1)}^2 + W_{MC} \sigma_{MC(i-1)}^2,
\]

where \( W_C, W_{LC}, \) and \( W_{MC} \) are appropriate weights. In sampling theory these weights are the ratio of observations on which the particular variance component is based to the total number of observations, such that

\[
W_C + W_{LC} + W_{MC} = 1.
\]

The objective for pooling of data, in our case, is somewhat different from that of the strict sampling theory approach. The notion is that the calibration data taken, for a given calibration period, does not adequately reflect the variation over the whole calibration period, which would be expected due to facility operation. Thus, the weights should give higher value to the estimates which incorporate more the expected variation from operation, rather than solely to the estimates based on more observations. In our case, the initial forty calibration measurements are generally made over several hours, while the measurement-control measurements are made over a period of time during the operation of the facility. Clearly, if the goal is to account for operational effects, greater weight should be given to the uncertainty estimates based on the measurement-control measurements. To this end, we introduce an algorithm where the weights are a ratio of the number of days over which the measurements, to compute the estimate for the particular variance component, were made. Thus, the weights in Eq. (10), for the i-th calibration period, have the following form

\[
W_C = \frac{d_{C(i)}}{n_{tot}}, \quad \text{Eq. (11)}
\]

\[
W_{LC} = \frac{d_{LC(i-1)}}{n_{tot}}, \quad \text{Eq. (12)}
\]

and

\[
W_{MC} = \sum_{k=1}^{i-1} d_{C(k)} + \sum_{k=i}^{i+2} d_{LC(k)}.
\]

where \( n_{tot} = \sum_{k=1}^{i} d_{C(k)} + \sum_{k=i+1}^{i+2} d_{LC(k)} \), and \( d_{C(k)} \) and \( d_{LC(k)} \) are the number of days on which calibration measurements were made (generally one), and \( d_{LC(k)} \) is the number of days in the k-th calibration period on which measurement-control measurements were made.

The algorithm given by Eq. (9), with the above expressions for the weights, contains some desired physical properties. First of all, the weights sum to one. Secondly, as the number of calibration periods gets large, the weights associated with the current calibration and the measurement-control measurements from the previous calibration period, \( W_C \) and \( W_{LC} \), respectively, go to zero. That is, the current information is discounted in relation to the cumulative historical information. This is likely to help in detecting progressive degradation in the performance of a balance. Thirdly, the weight of the cumulative historical information \( W_{MC} \) goes to one. The algorithm, therefore, has the fixed point property, and converges to a value which reflects the inherent uncertainty in the measurement instrument, and the uncertainty due to the variation in the operating environment.
This algorithm can then be applied, in a straightforward manner, to the computation of updated estimates of the random error for input to MAWST, and the standard error used in defining the measurement control limits. Over the period of FCF operation under consideration, only two balances (WE150C and WE400C) required recalibration. The application of the above algorithm to the data from these two cases is demonstrated in Table II for the random error component for input to MAWST, and the standard error for computing the measurement control limits in the Shewhart control charts.

As an example, let us consider balance WE150C in Table II. The initial 40 calibration measurements, all taken in one day, give an estimate of the random error component for variance propagation as \( \sigma_{C1} = 0.701 \) kg. Since we have no operating data at this point, this becomes the random error component \( \sigma_{VP1} \) for input to the variance propagation code MAWST. Measurements of standards for measurement control were subsequently made on eleven days before the balance required recalibration. The measurement-control measurements during this period lead to an estimate of the random error \( \sigma_{C1} = 3.350 \). We note that this is significantly larger than our initial estimate based on the initial calibration data.

We begin the second calibration period by again taking 40 measurements of standards; this time over two days. This calibration leads to an estimate of \( \sigma_{C2} = 2.372 \) for the random error. Based on this estimate, and the estimates \( \sigma_{C1} \) and \( \sigma_{LC1} \) from the previous calibration period, we compute via Eq. (9), the estimate of the random error \( \sigma_{VP2} = 3.107 \) for the measurements during the second calibration period and for variance propagation with MAWST. The measurement-control measurements, made during the second calibration period, will contribute to the estimate of the random error for the third calibration period.

<table>
<thead>
<tr>
<th></th>
<th>WE150C</th>
<th>WE400C</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>( d(\text{days}) )</td>
<td>( \sigma (\text{gms}) )</td>
</tr>
<tr>
<td>( \sigma_{C1} )</td>
<td>1</td>
<td>0.686</td>
</tr>
<tr>
<td>( \sigma_{XX1} )</td>
<td>1</td>
<td>1.213</td>
</tr>
<tr>
<td>( \sigma_{LC1} )</td>
<td>11</td>
<td>3.371</td>
</tr>
<tr>
<td>( \sigma_{C2} )</td>
<td>2</td>
<td>2.324</td>
</tr>
<tr>
<td>( \sigma_{XX2} )</td>
<td>14</td>
<td>3.120</td>
</tr>
</tbody>
</table>

where \( \text{xx} = \) MC for Measurement Control  
= VP for Variance Propagation

V. CONCLUSIONS

The analysis of the balance measurements of mass standards on the in-cell electronic mass balances of the Fuel Conditioning Facility has shown the approach to error estimation and measurement control to be sound. In light of measurement data from one year of operation, the algorithms proposed have been evaluated. The need to take into account the effects of facility operations on the estimates of measurement uncertainty has been demonstrated. In the case of a newly installed balance, where no historical data exists, the proposed ad hoc procedure of adding a term which takes into account some nonlinearity, whether it is statistically significant or not, appears to be effective. This procedure allows a sufficiently long operation so as to collect data for the estimate of the contribution of operational effects to the uncertainty estimate.

Table II. Standard Error for Measurement Control Limits and Random Error for Variance Propagation for Balances WE150C and WE400C.
An algorithm for systematically taking into account historical data was developed and demonstrated for two balances over two calibration periods. The algorithm, both asymptotically and in the two sample cases, appears to have the necessary desirable properties for estimating the uncertainty in the measurements of the balances.
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