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Abstract

Ultrafast Dynamics of Coulomb Correlated Excitons in GaAs Quantum Wells

by

Mary-Ann Mycek

Doctor of Philosophy in Physics

University of California, Berkeley

Professor Daniel S. Chemla, Chair

We measure the transient nonlinear optical response of room temperature excitons in gallium arsenide quantum wells via multi-wave mixing experiments. The dynamics of the resonantly excited excitons is directly reflected by the ultrafast decay of the induced nonlinear polarization, which radiates the detected multi-wave mixing signal. We characterize this ultrafast coherent emission in both amplitude and phase, using time- and frequency-domain measurement techniques, to better understand the role of Coulomb correlation in these systems.

To interpret the experimental results, the nonlinear optical response of a dense medium is calculated using a model including Coulomb interaction. We contribute three new elements to previous theoretical and experimental studies of these systems. First, surpassing traditional time-integrated measurements, we temporally resolve the amplitude of the ultrafast coherent emission. Second, in addition to measuring the third-order four-wave mixing signal, we also investigate the fifth-order six-wave mixing response. Third, we characterize the ultrafast phase dynamics of the nonlinear emission using
interferometric techniques with an unprecedented resolution of approximately 140 attoseconds.

We find that effects arising from Coulomb correlation dominate the nonlinear optical response when the density of excitons falls below $3 \times 10^{11} \text{cm}^{-2}$, the saturation density. Under these conditions, Coulomb interactions are unscreened and there exist two contributions to the multi-wave mixing emission. A prompt response from field scattering occurs via the phase-space filling effects of the Pauli exclusion principle, while a delayed response from polarization wave scattering occurs via the Coulomb interactions between excitons. In four-wave mixing, polarization wave scattering produces a non-exponential decay to the time-resolved signal and a corresponding non-linear phase evolution in the emitted pulse. In six-wave mixing, polarization wave scattering manifests itself as an asymmetry in the time-integrated lineshape.

These signatures of Coulomb correlation are investigated for increasing excitation density to gradually screen the interactions and test the validity of the model for dense media. Our results are found to be qualitatively consistent with both the predictions of the model and with numerical solutions to the semiconductor Bloch equations. Importantly, our results also indicate current experimental and theoretical limitations, which should be addressed in future research.
This dissertation is dedicated to the memory of my mother, Sophie M. Mycek, who taught me to ask questions and to my father, Edwin E. Mycek, who taught me to persist.
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Chapter 1

Introduction

1.1 Motivation

Understanding the properties of electronic excitations in semiconductors is of interest to scientists and engineers alike. To modify the electronic response of the material for device applications, for example, an understanding of the fundamental physical processes contributing to the response is of paramount importance. Thus it is crucial to recognize that the properties of electronic excitations in semiconductors are strongly influenced by both Coulomb interaction, because the particles are charged, and state filling effects arising from the Pauli exclusion principle, because the particles are fermions. Although there are several methods available to study these semiconductor excitations (for example, transport techniques), we will use optical probes, which are ideal for investigating the response of excitations in direct band-gap GaAs.

Coulomb correlation and Pauli exclusion influence both the linear and the nonlinear optical properties of semiconductors. [1.1] When a photon with energy greater than the band-gap is incident on the material, an electron-hole pair is created. Because the two particles are oppositely charged, they form an interacting system rather like a hydrogen atom, where the particle masses are the conduction and valence band effective masses \( m_e^* = 0.066m_e, \quad m_h^* = 0.5m_e \) (heavy-hole) in GaAs and where the Coulomb...
potential is screened by the dielectric constant of the material \( (\varepsilon = 13 \text{ in GaAs}) \). The bound states of the interacting electron and hole are the exciton states. (Compared to the hydrogen atom, the excitonic Bohr radius is large \( (a_0^* = 140 \text{ Å in GaAs}) \), while the binding energy, the excitonic Rydberg, is small \( (\text{Ry}^* = 4.2 \text{ meV in GaAs}) \). An excellent description of excitons can be found in the reference [1.2].) The bound exciton appears in the linear absorption spectrum of the material as a resonance slightly below the semiconductor bandgap. Naturally, the Coulomb interaction is inherent to the formation of excitons. Because the exciton is composed of two fermions, state filling effects due to Pauli exclusion also play a role in the creation of excitons. When there are a sufficient number of free carriers present to screen the Coulomb potential and block phase space, the exciton dissociates, as observed in nonlinear optical experiments. [1.1] [1.3] Thus, physical processes resulting from the interplay between Pauli exclusion and Coulomb correlation influence the optical response of the semiconductor. These are the fundamental phenomena which we are interested in understanding via optical studies of GaAs. To do this, we performed transient multi-wave mixing experiments on excitons in GaAs quantum wells, which we describe below.

1.2 Semiconductor heterostructures

Experimental studies of semiconductor optical response have been greatly aided by advances in semiconductor growth technology, such as molecular beam epitaxy (MBE).
In addition to producing crystals of very high quality, which is essential for homogeneously broadened resonances, MBE is used to create semiconductor heterostructures by growing thin (typically about 100 Å thick) layers of alternating band-gap semiconductors. Electronic wavefunctions are confined along the growth direction within the lower-gap material, thus forming quasi-2D “quantum wells” (QWs). [1.4] For GaAs QWs, it is important to note that the quantum confinement lifts the degeneracy of the heavy- and light-hole (hh, lh) excitons because of their differing masses. As described in elementary text books on quantum mechanics, these structures have a series of quantum well states denoted \( n = 1, 2, 3, \) etc., labeling the confined hh and lh excitons. Currently, via a variety of growth techniques, further confinement in semiconductors to quasi-1D quantum wires and quasi-0D quantum dots is also available. [1.5] As one might expect, quantum confinement influences both the linear and the nonlinear optical properties of the material. For excitons in quasi-2D GaAs QWs, there is a greater overlap of the electron and hole wavefunctions, compared to the bulk semiconductor, which leads to an enhanced absorption at the hh- and lh-exciton resonances. [1.1] The exciton resonances in bulk GaAs are visible only at low temperatures, since the increasing phonon population at higher temperatures broadens the bulk exciton resonances until they disappear. Importantly, because of the quantum confinement effect, the GaAs hh- and lh-exciton QW resonances remain pronounced, even at room temperature. In this way, we have employed MBE grown QW samples to study the optical response of quasi-2D excitons in GaAs at room temperature.
1.3 Dynamics

The quasi-2D confinement described above influences not only steady-state optical properties of the semiconductor, but also dynamical processes in the material, for example the screening of the Coulomb correlation [1.6], which in turn affect the transient optical response of the system. Because the dynamics of the electronic excitations in semiconductors are very fast (on the order of ps or fs) it is necessary to use ultrashort laser pulses to resolve them. Under optical excitation, a coherent and oscillating polarization is induced in the semiconductor, which undergoes Rabi flopping. [1.7] Once the pulsed field is gone, the induced polarization loses coherence via scattering (incoherent) processes and dephases (typically in fs or ps). This induced polarization radiates a field, which we measure and attempt to characterize as fully as possible to obtain information on the dynamic incoherent processes. After the induced polarization has dephased, a quasi-equilibrium excitation distribution is formed which ultimately (in ns) recombines with the valence band. (This evolution is well summarized in reference [1.5].)

Using sufficiently short pulses to excite and subsequently probe the semiconductor, it is possible to resolve these dynamic processes. For instance, the dephasing dynamics of e-h pairs in non-equilibrium Fermi seas has been studied via transient pump-probe and multi-wave mixing experiments. [1.8] Furthermore, photon echo experiments using 8 fs pulses to excite carriers in GaAs QWs have shown how quantum confinement alters the screening of the Coulomb potential. [1.6] Here, we investigate the dephasing dynamics of a simpler system: the single bound state of the \( n = 1 \) hh-exciton in GaAs QWs at room
temperature, where we study the interplay of Coulomb correlation and Pauli exclusion on the transient multi-wave mixing signal.

Effects of Coulomb correlation and Pauli exclusion on the transient nonlinear optical response of excitons in QWs have been studied previously via four-wave mixing (FWM) experiments on InGaAs. [1.9] Here, we extend those experiments to room temperature excitons in GaAs QWs and additionally measure three new quantities. First, we characterize the multi-wave mixing emission via time-resolved (TR) measurements, which provide information beyond the traditional time-integrated (TI) measurements employed in [1.9]. Second, we study the effects of Coulomb correlation on the induced nonlinear polarization to fifth-order by measuring six-wave mixing (SWM) signals. Third, we go beyond the traditional amplitude characterization of the coherent emission by also measuring the ultrafast phase dynamics of the multi-wave mixing signal. This allows us to extract from the multi-wave mixing emission the most information possible on the dynamics of the induced nonlinear polarization. From our measurements we observe directly in the time domain the competition between processes arising from Pauli exclusion and Coulomb correlation.

1.4 Outline of dissertation

We begin the discussion by presenting in Ch.2 the theoretical model we use to calculate the induced nonlinear polarization in the semiconductor. We obtain from the model a series of "signatures" for Coulomb correlation which appear in multi-wave mixing
experiments. We will test the validity of these predictions in this dissertation by fully characterizing the coherent multi-wave mixing emission.

The experimental apparatus we constructed to perform the multi-wave mixing measurements and characterization is fully detailed in Ch.3. After describing the GaAs multiple quantum well samples and the fs-modelocked Ti:Sapphire laser, we discuss the multi-wave mixing optical set-up. The various time and frequency domain measurements we perform to characterize both the excitation laser pulse and the coherent emission from the sample are then presented in detail.

Our experimental results are presented in Chapters 4-6. The results of TR FWM measurements, including numerical fits to the TR data, appear in Ch.4. From the fits, we observe directly the interplay between Pauli exclusion and Coulomb correlation in the FWM coherent emission. The results of TI and TR SWM measurements are presented in Ch.5. Again, we detect signatures for Coulomb correlation, which appear in the TI SWM lineshape at low excitation density. Finally, the phase characterization of the FWM signal is presented in Ch.6. Here we show experimental results for both selective excitation of the hh-exciton resonance and the simultaneous excitation of hh- and lh-excitons. In the former case we observe the nonlinear phase dynamics at low excitation density which is the signature of Coulomb correlation predicted from the theoretical model. In the latter case, we observe the nonlinear phase dynamics coupled with a quantum beat.

We summarize and conclude the dissertation in Ch.7, where we also discuss important theoretical and experimental limitations discovered by the research presented here. In light of our results, we discuss the directions of future research in this field.
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Chapter 2

Theoretical Model:
Signatures of Coulomb Correlation in Ultrafast Wave Mixing Experiments

2.1 Introduction

It is well known that light incident on a material induces a polarization in the medium, which, in turn, radiates a field. The former process is governed by the microscopic constitutive relations appropriate for the medium, while the latter process is determined by the Maxwell equations. For the optically thin samples investigated in this dissertation (see Ch.3.), the wave equation indicates that the temporal dependence of the emitted field and the induced polarization are the same. Thus, we are left to model the microscopic description of the light-matter interaction in the experiments presented in Chapters 4-6.

We have performed multi-wave mixing experiments on GaAs multiple quantum well structures using intense beams of light from an ultrashort pulsed laser to induce several orders of transient nonlinear polarization. We then measured the coherent radiation emitted from the semiconductor using a variety of techniques to fully characterize the
signal and thus gain information on the physical processes contributing to the optical response.

For a simple atomic system, the nonlinear optical response is well described by the optical Bloch equations (OBE) [2.1] for a two-level system. Collections of two-level systems, such as dilute gases, require the density matrix formalism where the temporal evolution of the system is determined from the Liouville equation and relaxation processes (polarization dephasing and population lifetime) are accounted for phenomenologically. This approach has been fully developed in many excellent references [2.2] [2.3] [2.4] and successfully applied to multi-wave mixing experiments in a variety of systems, such as atomic vapors and dye molecules in solution [2.4]. However, the above formalism has limited success in dense media, such as semiconductors, where effects resulting from Coulomb correlation can dominate both the linear and nonlinear optical response. [2.5]

The most complete description of the nonlinear optical response of semiconductors to date is given by numerical solutions to the semiconductor Bloch equations (SBE) in k-space [2.6] [2.7] [2.8], where effects from band dispersion, multiple bands, and valence-band mixing are included in the formalism. In addition, the static screening of the Coulomb interaction for excited electron hole pairs is treated exactly. Although the SBE approach has been highly successful at matching experimental results [2.9] [2.10] [2.11], one drawback to the lengthy numerical calculations is that much of the physical insight is lost in the process.

In this chapter, we present a model for the optical response of dense media based on interacting two-level systems. This highly simplified version of the two-band SBE is
valid for selective, weak excitation of the lowest bound state (1s) exciton and is equivalent to a local-field model, as described in reference [2.7]. This approach has the advantage of capturing the important physics, including effects due to Coulomb correlation, which are critical to interpreting the semiconductor response, while keeping the physical insight gained from an analytical solution to the Liouville equation. This type of model has been used before [2.12] [2.13] to successfully interpret anomalies in the four-wave mixing response from semiconductors, which were attributed to Coulomb correlation. Here, we add three new points to the discussion. First, we carry out the calculation to fifth-order to interpret not only four-wave mixing (FWM) signals, but also six-wave mixing (SWM) signals. Second, we determine from the analytical results for impulsive excitation both the time-integrated (TI) and the time-resolved (TR) response for both FWM and SWM measurements. Third, we investigate the effects of Coulomb correlation on not only the amplitude of the coherent emission but also on the phase. These results provide us with clear signatures of Coulomb correlation which we will later use to interpret the data presented in Chs.4, 5, and 6.

We begin the discussion by presenting the phenomenological model we use to describe the interacting two-level systems in section 2.2. Next, in section 2.3, we discuss the TI and TR measurements performed to characterize the multi-wave mixing signals and outline the approach used for a general solution to the problem. We then present the temporal dependence of the nonlinear polarization calculated for δ-function pulsed excitation in section 2.4. These results provide us with signatures for Coulomb correlation.
in TI and TR multi-wave mixing which we explicitly state in section 2.5. Finally, in section 2.6 we summarize our findings and conclude.

2.2 Theoretical model

To better understand the physical processes contributing to the nonlinear optical response of our samples, we must first develop a model for the light-matter interaction which is appropriate for a semiconductor. As explained in the introduction, two extreme cases for material optical response are the isolated two-level system, described by the OBE [2.1], and the semiconductor, whose most complete description to date is given by numerical solutions to the SBE [2.7]. We begin this section by outlining the well known density matrix formalism appropriate for dilute media, where interactions within the collection of two-level systems are neglected. For semiconductors, neglecting Coulomb interactions is unjustified and this approach has been found to be inadequate. [2.12] Thus, for dense media, we present a model based on interacting two-level systems, which we fully develop in the remainder of the chapter. As we will show, this model allows analytical solutions under impulsive excitation, while capturing the essential physics of Coulomb correlation in the semiconductor.
2.2.1 Dilute media

The transient nonlinear optical response of dilute media, such as atomic vapors and gases, is obtained by solving the Liouville equation for the density matrix describing the ensemble of two-level systems. For the case of independent two-level systems, the procedure [2.2] and results for four-wave mixing experiments [2.4] have been written explicitly many times. We will not duplicate this process here, since the solutions presented in following sections for interacting two-level systems naturally reduce to these results when the interaction terms are neglected. Instead, we sketch here an outline of the solution for dilute media as an aid to following the more complicated case for dense media, presented in detail below.

Let |a) and |b) label the lower and upper levels of the two-level system. The density matrix \( \rho \) for the ensemble is

\[
\rho = \begin{pmatrix}
n_{aa} & \psi_{ba}^* \\
\psi_{ab} & n_{bb}
\end{pmatrix}
\]

where the diagonal elements \( n_{ij} \) represent the population in level \( |i\rangle \) and the off-diagonal elements \( \psi_{ij} \) represent the transition amplitude between levels. The evolution of \( \rho \) is determined by the Liouville equation,

\[
\frac{\partial \rho}{\partial t} = \frac{2\pi}{i\hbar} [H, \rho] + \left( \frac{\partial \rho}{\partial t} \right)_{\text{relax}}
\]

Here, the Hamiltonian \( H \) is given by \( H = H_0 + H_{\text{int}} \), with \( H_0 \) being the Hamiltonian of the unperturbed system and \( H_{\text{int}} \) being the Hamiltonian describing the light-matter interaction, while \( (\partial \rho/\partial t)_{\text{relax}} \)
accounts for the interaction of the two-level systems with their surrounding environment as the perturbed $\rho$ relaxes back to thermal equilibrium. Thus we have

$$\frac{\partial \rho}{\partial t} = \frac{2\pi}{i\hbar} \left[ \begin{bmatrix} E_a & 0 \\ 0 & E_b \end{bmatrix} + \begin{bmatrix} 0 & -\mu^* E^*(t) \\ -\mu E(t) & 0 \end{bmatrix} \right] \rho + \left( \frac{\partial \rho}{\partial t} \right)_{\text{relax}}$$

where $E_j$ are the unperturbed energy levels, $\mu E(t) = \langle a|er\cdot E|b \rangle$ gives $H_{\text{int}}$ in the dipole approximation, and the relaxation terms are treated phenomenologically by introducing the longitudinal and transverse relaxation rates, known as the population lifetime, $T_1$, and the polarization dephasing time, $T_2$, respectively.

Once the evolution of the density matrix $\rho(t)$ is known, the ensemble average of a physical observable $M$ is found from: $\langle M \rangle = \text{Tr}(\rho M)$. For example, assuming a homogeneously broadened system, the macroscopic polarization $P(t)$ is given by $\langle P(t) \rangle = \text{Tr}(\rho \bar{P}) = \text{Tr}(\rho N \bar{\mu}) = N \mu^* \psi(t)$, where $N$ is the number density of two-level systems and $\bar{\mu}$ is the dipole matrix operator. To find the nonlinear polarization, a perturbation approximation is employed for the density matrix $\rho = \rho^{(0)} + \rho^{(1)} + \rho^{(2)} + \rho^{(3)} + \ldots$ and for the macroscopic polarization $\langle P \rangle = \langle P^{(1)} \rangle + \langle P^{(2)} \rangle + \langle P^{(3)} \rangle + \ldots$, where the relation
\[ \langle P^{(n)}(t) \rangle = Tr(\rho^{(n)}\bar{P}) = N \mu \psi^{(n)}(t) \] holds for each expansion order \((n)\). Introducing the expansion for \(\rho\) into the Liouville equation, collecting terms of equal order in the field, and assuming that initially the system is in thermal equilibrium, with the population in the ground state, gives a hierarchy of coupled equations for \(\psi^{(1)}, \psi^{(2)}, \psi^{(3)}, \psi^{(4)}, \psi^{(5)}, \) etc. For a given excitation condition, e.g. a sequence of time-delayed optical pulses with given wavevector directions for a specific wave-mixing geometry, the system of equations are solved iteratively for the nonlinear polarization in a particular wavevector direction, e.g. the four- or six-wave mixing direction. As we will show, the same general procedure outlined here is also used to calculate the nonlinear polarization for the collection of interacting two-level systems, where the model is different and the solutions are far more complex.

When propagation effects can be neglected (see Ch.3), the wave equation tells us that the induced nonlinear polarization \(P^{(n)}(t)\) and the corresponding emitted radiation \(E_{\text{signal}}(t)\) have the same time dependence. Thus, by measuring and characterizing the coherent emission \(E_{\text{signal}}(t)\) we indirectly measure the induced transient nonlinear polarization, which sheds light on the dynamical physical processes responsible for the nonlinear optical response of the material. For example, in dilute media transient FWM experiments measure the polarization dephasing time \(T_2\). [2.4] A problem arises, however, when the results obtained for dilute media are applied to dense materials, such as semiconductors [2.12], where Coulomb correlation effects cannot be neglected. As we show below, the model presented above may be modified to account for such interactions.
2.2.2 Dense media

A dense medium may be modeled as a collection of $N$ interacting two-level systems, as described in the Appendix. In this case, and using the notation developed in the Appendix, the optical response of the system is governed by the time-dependent transition amplitude $\psi(t)$, giving the induced polarization $P(t)$, and by the excited state population $n(t)$, which are determined by the solutions to the coupled equations

\[
\frac{\partial}{\partial t} + \Gamma + i\Omega \psi(t) = i [1 - 2n(t)] \mu E(t) - 2i V n(t) \psi(t) \quad \text{Eqn.2-1}
\]

\[
\frac{\partial}{\partial t} + \gamma n(t) = -2\text{Im} [\mu E(t) \psi^*(t)] \quad \text{Eqn.2-2}
\]

where $\hbar/2\pi = 1$, $E(t)$ is the externally applied field, $\Omega$ is the transition frequency, $\mu E$ is the Rabi frequency, and $V$ represents the effective interaction energy due to the presence of Coulomb correlation. The transverse and longitudinal relaxation rates are introduced phenomenologically and denoted by $\Gamma = (T_2)^{-1}$ and $\gamma = (T_1)^{-1}$, respectively. For a homogeneously broadened system and in the dipole approximation, appropriate for our experiment (see Chs.3 and 4), the induced polarization is given by $P(t) = N\mu^*o(t)$. Because the transition amplitude determines the induced polarization, $\psi(t)$ is often referred to simply as the induced polarization wave in the material.

Although highly simplified compared to the complete $k$-space description of the SBE formalism, the above equations contain a wealth of physical insight into the optical
response of interacting systems. The population $n(t)$ is seen to depend non-linearly upon the energy absorbed, being limited by relaxation via the lifetime $T_1$, as for a two-level system. In fact, by neglecting interactions (setting $V = 0$) the two equations reduce to the OBE for a saturable two-level system. Thus, as for independent two-level systems, the above equations are coupled, meaning that the development and evolution of the induced polarization depends upon the population, and vice versa. We will demonstrate this explicitly below when calculating the successive orders of nonlinear polarization.

The transition amplitude $\psi(t)$ is also limited by relaxation, via the polarization dephasing rate $\Gamma = (T_2)^{-1}$, and is further affected by the two nonlinear terms on the right side of the equation. In the first term, phase space filling (PSF) plays a role as Pauli exclusion reduces the strength of the coupling of the applied field to the system by reducing the Rabi frequency $\mu E$ via saturation. As we show below for multi-wave mixing experiments, the term $\propto [n(t)\mu E(t)]$ can be viewed qualitatively as the scattering of the applied field $E(t)$ in the presence of the population $n(t)$. We denote this effect as the PSF contribution to the emission and will discuss its significance at great length below. In the second term, the Coulomb potential $V$ mediates the interaction of the induced polarization wave $\psi(t)$ with the population $n(t)$. Again, this term, $\propto [Vn(t)\psi(t)]$, can be viewed qualitatively as the scattering of the induced polarization wave $\psi(t)$ in the presence of the population $n(t)$. We denote this effect as the polarization wave scattering (PWS) contribution to the emission and emphasize that it does not exist for a collection of independent two-level systems. We notice from the form of the above equations that, in the presence of the same population $n(t)$, if the applied field and the induced polarization
wave have distinct time dependencies, the two nonlinear contributions PSF and PWS will have different temporal evolutions. This is indeed the case, as we demonstrate below, and, in fact, PWS can have a profound influence on the nonlinear optical response of the system. Therefore the PWS contribution can be viewed as a signature for Coulomb correlation. Importantly, the model described above provides the same qualitative information as the complete numerical solution of the SBE for the nonlinear optical response of semiconductors in multi-wave mixing experiments, without losing physical insight in the process.

2.3 Multi-wave mixing signals

Before proceeding with the solution to the model for dense media (Eqns.2-1, 2-2) presented above, we first introduce the experimental techniques we have employed to induce the nonlinear polarization which generates the multi-wave mixing signals we measure. For the four-wave mixing (FWM) and six-wave mixing (SWM) experiments presented in this dissertation, we have employed the two-pulse wave-mixing geometry sketched in Fig.2.1. (The optical set-up and all measurement techniques are described in detail in Ch.3.) Two beams of time-delayed excitation pulses in wavevector directions $k_1$ and $k_2$ are incident on the sample. When the two pulses overlap, they interfere and create a grating. Photons scatter off this grating into the background free and momentum conserving directions $m(k_2-k_1)+k_2$, where $m$ labels the diffraction order. For example, the first-order diffracted signal, $m = 1$, is the FWM signal emitted in direction $(k_2-k_1)+k_2 =$
2k_2-k_1. The second-order diffracted signal, m = 2, is the SWM signal emitted in direction 2(k_2-k_1)+k_2 = 3k_2-2k_1. It is this coherent emission, called E_{signal}(t), that we measure as the multi-wave mixing signal for a specific direction. This emission is depicted for FWM in Fig.2.1.

As we know from the wave equation, where propagation effects are neglected for optically thin samples (see Ch.3), the time dependence of these diffracted signals is the same as the time dependence of the induced nonlinear polarization. To determine this time dependence, we introduce a perturbation expansion for \psi(t) and n(t), described in the procedure outlined for dilute media above, into the Eqns.2-1, 2-2 and collect terms of equal order in the field. For each expansion order (n = 2m+1), the nonlinear polarization is given by

\[ P^{(n)}(t) = N\mu \psi^{(n)}(t) \]  \hspace{1cm} Eqn.2-3

thus E_{signal}( m(k_2-k_1)+k_2, t) \propto P^{(n)}(t) \propto \psi^{(n)}(t). So, for the first-order diffracted signal, m = 1, n = 3, and we are interested in calculating \psi^{(3)}(t) for the FWM direction 2k_2-k_1. Similarly, for the second-order diffracted signal, m = 2, n = 5, and we must calculate \psi^{(5)}(t) for the SWM direction 3k_2-2k_1.

It is important to emphasize that the excitation pulses k_1 and k_2 need not overlap temporally for this coherent emission to occur. This is true because the first pulse, say k_1, incident on the sample induces a polarization which decays with the polarization dephasing time T_2. Thus, when the second pulse k_2 arrives at a later time \Delta t, it will interfere with the
remaining coherent polarization from pulse $k_1$. Thus a grating is still formed, photons from pulse $k_2$ are still scattered, and the coherent emission $E_{\text{signal}}(t)$ is still generated. Naturally, the efficiency of this process depends upon the timing of pulse $k_2$ (i.e. $\Delta t$) relative to the decay rate of the coherent polarization (i.e. $T_2$). The sooner pulse $k_2$ arrives after pulse $k_1$, the more induced polarization from $k_1$ remains coherent, the larger the scattered signal.

Ideally, we would like to fully characterize the scattered field $E_{\text{signal}}(t)$ in both amplitude and phase, to obtain as much information as possible on the corresponding nonlinear polarization $P^{(n)}(t)$. Because dephasing processes in semiconductors are very fast (on the order of picoseconds or even femtoseconds), historically it was not possible to directly resolve $E_{\text{signal}}(t, \Delta t)$ on a femtosecond time scale due to the limitations of electronic detection. For this reason, the time-integrated (TI) measurement technique was developed, which uses a slow-detector to integrate the total energy emitted as a function of the time-delay $\Delta t$ between excitation pulses, as sketched in Fig.2.1(a). The TI trace, $S_T(\Delta t)$, is thus given by

$$S_T(\Delta t) = \int |P^{(n)}(t, \Delta t)|^2 dt$$  \hspace{1cm} \text{Eqn.2-4}

As we will see below, for dilute media $S_T(\Delta t)$ decays exponentially with the polarization dephasing time $T_2$, thus giving the same information as $P^{(n)}(t, \Delta t)$. In this way the TI measurement \textit{indirectly} provides information on the nonlinear polarization $P^{(n)}(t, \Delta t)$. 
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For dense media, however, the $S_{TR}(\Delta t)$ measurement is not sufficient for characterizing the nonlinear polarization $P^{(0)}(t, \Delta t)$. As we will show, there is a clear need to directly obtain the profile of $P^{(0)}(t, \Delta t)$. This is accomplished via time-resolved (TR) measurements, where we come very close to determining the amplitude of the ultrafast emission. We achieved temporal resolution of the multi-wave mixing signal by optically gating the coherent emission via sum-frequency generation in a nonlinear crystal using a cross-correlation geometry (see Ch.3 for details). As shown in Fig.2.1(b), instead of sending the coherent emission from the sample directly to a slow detector, as in the TI measurement, we optically gate the multi-wave mixing emission using a time-delayed reference pulse “$k_3$” from the laser. Thus, the TR signal $S_{TR}(T, \Delta t)$ for a fixed time-delay $\Delta t$ is given by

$$S_{TR}(T, \Delta t) = \int P^{(0)}(t, \Delta t)^2 |E_{laser}(t-T)|^2 dt$$

where it is easy to see that if the reference pulse from the laser $E_{laser}(t-T)$ were a $\delta$-function pulse $\delta(t-T)$, then $S_{TR}(T, \Delta t)$ would exactly reproduce $|P^{(0)}(t, \Delta t)|^2$. Thus, for finite reference pulses, $S_{TR}(T, \Delta t)$ gives the temporal profile of the coherent emission convolved with the reference pulse from the laser.

We may now proceed with the general solution to the coupled Eqns.2-1, 2-2, for the nonlinear polarization wave $\psi^{(0)}(t)$. We assume that the applied excitation field $E(t) = \tilde{E}(t)e^{-i\omega t}$, where $\tilde{E}(t)$ is the envelope of the pulse and $\omega$ is the carrier frequency.
When the perturbation expansion described above is performed, the first-, third-, and fifth-order nonlinear polarization waves are given by

\[
\psi^{(1)}(t) = ie^{-i\alpha t} \int_0^t e^{-i(\Omega - \omega - \Omega')t'}(\mu \tilde{E}(t') dt' \tag{Eqn. 2-6(a)}
\]

\[
\psi^{(3)}(t) = -2ie^{-i\alpha t} \int_0^t e^{-i(\Omega - \omega - \Omega')t'}n^{(2)}(t')[(\mu \tilde{E}(t') + V\psi^{(1)}(t'))) dt' \tag{Eqn. 2-6(b)}
\]

\[
\psi^{(5)}(t) = -2ie^{-i\alpha t} \int_0^t e^{-i(\Omega - \omega - \Omega')t'}\{n^{(4)}(t')[\mu \tilde{E}(t') + V\psi^{(2)}(t') + V\psi^{(1)}(t') + n^{(2)}(t')V\psi^{(3)}(t')] dt' \tag{Eqn. 2-6(c)}
\]

where we emphasize that the terms proportional to V do not exist for the case of independent two-level systems. Clearly these interaction terms will have an impact on the FWM and SWM signals generated by \(\psi^{(3)}(t)\) and \(\psi^{(5)}(t)\), respectively. From Eqns.2-6, we see that the induced linear polarization wave \(\psi^{(1)}(t)\) decays exponentially with the polarization dephasing time \(T_2 = \Gamma^{-1}\), and is not modified by the Coulomb interaction V. The induced nonlinear polarizations, however, are both affected by V. In \(\psi^{(3)}(t)\), for example, not only does the applied field \(\tilde{E}(t)\) scatter off the induced population grating \(n^{(2)}(t)\), but also the induced polarization wave \(\psi^{(1)}(t)\) scatters off the induced population grating \(n^{(3)}(t)\), via the potential V. These two terms reflect the phase space filling (PSF) and polarization wave scattering (PWS) processes described in section 2.2 and indicate...
that, unlike independent two-level systems, in dense media both the applied field and the induced polarization wave contribute to the scattered coherent emission.

To solve for the nonlinear polarization waves \( \psi^{(b)}(t) \), we must begin by specifying the characteristics of the applied field. For the multi-wave mixing experiments described in this dissertation, the timing conventions for the two excitation pulses are given by

\[
\tilde{E}(t) = E_1(t) \exp(ik_1r) + E_2(t-\Delta t) \exp(ik_2r)
\]

Eqn.2-7

In the general case of pulses of arbitrary shape, analytical solutions to the Eqns.2-6 may be too difficult to find. The equations may then be solved numerically using the exact pulse envelope and duration. (See Ch.4.) One special and important case of interest is impulsive excitation by \( \delta \)-function pulses, where it is easy to obtain analytical solutions to Eqns.2-6 which capture the essential physics in the problem and provide us with clear signatures for Coulomb correlation. We present the results of such a calculation in the following sections.

\[2.4 \quad \text{Analytical result for} \ \delta \text{-function pulse excitation}\]

When the ultrashort pulses used to excite the semiconductor have a duration which is very much shorter than the polarization dephasing time, \( T_2 \), and the population lifetime \( T_1 \), it is appropriate to approximate the pulses by \( \delta \)-function pulses. This allows analytical
solutions to Eqns.2-6 which display the same important features obtained via numerical solutions for finite pulse durations. (See Ch.4.) Using Eqns.2-3, 2-6, and 2-7, with $E_1(t) = E_1 \delta(t)$ and $E_2(t) = E_2 \delta(t-\Delta t)$, the first-order polarization is found to be

$$P^{(1)}(t,\Delta t) \propto iN|\mu|^2 \left[ E_2 e^{i\omega_2 t} e^{-i(\Omega-\pi)t} \Theta(t-\Delta t) + E_1 e^{i\omega_1 t} e^{-i(\Omega-\pi)t} \Theta(t) \right] \text{ Eqn.2-8}$$

where $\Theta(t)$ is the Heaviside step-function. As expected, each pulse induces a first-order polarization which decays exponentially in time with the polarization dephasing time $T_2 = \frac{1}{\Gamma}$. From Eqn.2-8, we determine the second-order population, and subsequently the third-order polarization with wavevector $2k_2-k_1$ to be

$$P^{(3)}(t,\Delta t) \propto -2iN|\mu|^4 \left[ E_1^* E_2^2 e^{i(2k_2-k_1)t} e^{-i(\Omega-\pi)t} e^{i2(\Omega-\pi)\Delta t} \right] \times$$

$$\left\{ \left[ \frac{1}{2} + iV \frac{1-e^{-\gamma(\Delta t)}}{\gamma} \right] \Theta(t-\Delta t) \Theta(\Delta t) + \left[ iV \frac{1-e^{-\gamma}}{\gamma} \right] e^{i2\Gamma\Delta t} \Theta(t) \Theta(-\Delta t) \right\}$$

$$\text{ Eqn.2-9}$$

This polarization produces the coherent FWM emission in direction $2k_2-k_1$. Setting $V = 0$, we have the well-known result for a homogeneously broadened collection of independent two-level systems [2.4]: for $\Delta t > 0$, the third-order polarization decays exponentially in time with the polarization dephasing time $T_2 = \frac{1}{\Gamma}$ and for $\Delta t < 0$, there is no third-order polarization in direction $2k_2-k_1$. For interacting two-level systems, when $V \neq 0$, there are
several important signatures here for Coulomb correlation. First, there exists a third-order polarization in direction $2k_2-k_1$ for $\Delta t < 0$. Second, for $\Delta t > 0$, there are two distinct contributions to the nonlinear polarization arising from PSF and PWS, as explained above, which have different, and non-exponential in the case of PWS, time dependencies. Third, the PSF and PWS contributions differ by $i$ and are therefore out of phase with one another. Thus, the presence of PWS should affect in the instantaneous frequency dynamics of the coherent FWM emission. We will demonstrate how these signatures manifest themselves in TI and TR FWM experiments in the next section. Using the result in Eqn.2-9, we next obtain the fourth-order population, and finally find the fifth-order polarization with wavevector $3k_2-2k_1$ to be

$$P^{(5)}(t,\Delta t) \propto -2i|N|^2 E_1^* E_2^* e^{i(3k_2-2k_1)\tau} e^{-(\Omega-\Omega')t} e^{3i(\Omega-\omega)\Delta t} \times$$

$$\left\{ iVe^{-\gamma t} \left[ \frac{1-e^{-\gamma(t-\Delta t)}}{\gamma} \right] + iV^2 \left[ \frac{1-e^{-\gamma t}}{\gamma} \right] e^{3i\gamma\Delta t} \Theta(t) \Theta(-\Delta t) \right\}$$

Eqn.2-10

This is a very interesting result, because neglecting interactions by setting $V = 0$ seems to destroy the entire fifth-order signal. In fact, for the case of independent two-level systems, there is no fifth-order emission for time-delays other than $\Delta t = 0$, when the two excitation pulses are co-incident on the sample. In this case and for $\Delta t = 0$, only, the fifth-order polarization decays exponentially in time with the polarization dephasing time $T_2 =$
We find from Eqn.2-10, when interactions are included in the model, that there is emission present for time-delays other than $\Delta t = 0$ and that this emission has a non-exponential time-dependence. Thus, this result provides clear signatures for Coulomb correlation in SWM experiments. We discuss how these signatures appear in TI and TR SWM experiments below.

### 2.5 Signatures of Coulomb correlation

We begin by describing the signatures of Coulomb correlation which are found in transient FWM experiments. From the result for $P^{(3)}(t)$ with wavevector $2k_2-k_1$, Eqn.2-9, we determine the lineshape of the experimentally measured TR and TI FWM signals using the Eqns.2-5 and 2-4, respectively, and assuming $\delta$-function laser pulses. The result for TR FWM in direction $2k_2-k_1$ is

$$S_{TR}(T,\Delta t) \propto |P^{(3)}(T,\Delta t)|^2$$

$$= \left[ \frac{1}{4} + V^2 \left( \frac{1-e^{-\gamma(T-\Delta t)}}{\gamma} \right)^2 \right] e^{-2IT} \Theta(T-\Delta t) \Theta(\Delta t)$$

$$+ V^2 \left( \frac{1-e^{-\gamma T}}{\gamma} \right)^2 e^{4IT} e^{-2IT} \Theta(T) \Theta(-\Delta t) \quad \text{Eqn.2-11(a)}$$
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The TR FWM lineshape given by the above equation is sketched in Fig.2.2. Fig.2.2(a) depicts the exponential decay with time constant $T_2/2$ when $V = 0$, as expected for the case of a homogeneously broadened collection of independent two-level systems. [2.4] Fig.2.2(b) shows the two contributions to the signal when interactions are included ($V \neq 0$). One is the *prompt* emission due to scattering of the electric field via PSF, as for independent two-level systems, and the other is the *delayed* emission resulting from scattering of the induced polarization wave via PWS, which is unique to interacting systems. Thus, one signature for Coulomb correlation in FWM experiments is the *non-exponential decay* of the TR FWM lineshape.

The corresponding result for TI FWM in direction $2k_z-k_1$ is

\[
S_{I}(\Delta t) \propto \left[ 1 + \frac{V^2}{4\Gamma(\gamma + 2\Gamma)(\gamma + \Gamma)} \right] e^{-2\Gamma \Delta t} \Theta(\Delta t) \\
+ \left[ \frac{V^2}{\Gamma(\gamma + 2\Gamma)(\gamma + \Gamma)} \right] e^{+4\Gamma \Delta t} \Theta(-\Delta t)
\]

Eqn.2-11(b)

The TI FWM lineshape given by the above equation is also sketched in Fig.2.2. Fig.2.2(c) depicts the exponential decay with time constant $T_2/2$ for positive time-delays ($\Delta t > 0$) when $V = 0$, as expected for the case of a homogeneously broadened collection of independent two-level systems. [2.4] Fig.2.2(d) shows the signal at negative time-delay ($\Delta t < 0$) which appears when interactions are included ($V \neq 0$). This signal is another manifestation of PWS, which is unique to interacting systems. The TI FWM lineshape, in
this case, is found to decay exponentially for negative time-delays with time constant $T_d/4$, at twice the rate of the positive time-delay signal. Thus, another signature for Coulomb correlation in FWM experiments is the signal at negative time-delay which appears in the TI FWM lineshape. This signature and the distinctive time-dependence have been observed in TI FWM measurements on both GaAs and InGaAs multiple quantum well structures. [2.14] (We note that in optically thick samples (10μm thick, for GaAs) propagation effects lead to a FWM signal for negative time delays, even for the model of independent two-level systems. [2.15] [2.16] This is not the case for the optically thin samples used in our experiments, as explained in Ch.3.)

From the result for $P^{(5)}(t)$ with wavevector $3k_2-2k_1$, Eqn.2-10, we determine the lineshape of the experimentally measured TR and TI SWM signals using the Eqns.2-5 and 2-4, respectively, and assuming δ-function laser pulses. The result for TR SWM in direction $3k_2-2k_1$ is

$$S_{TR}(T,\Delta t) \propto |P^{(5)}(T,\Delta t)|^2$$

$$\propto V^2 \left[ \left( 1 + V^2 \frac{1-e^{-\gamma(T-\Delta t)}}{\gamma} \right)^2 \frac{1-e^{-\gamma(T-\Delta t)}}{\gamma} \right] e^{-2\Gamma(T-\Delta t)} e^{-4\Gamma\Delta t} \Theta(T-\Delta t) \Theta(\Delta t)$$

$$+ V^4 \left( \frac{1-e^{-\gamma}}{\gamma} \right)^4 e^{+6\Gamma\Delta t} e^{-2\Gamma T} \Theta(T) \Theta(-\Delta t)$$

Eqn.2-12(a)
The TR SWM lineshape given by the above equation has a complicated time-dependence, but the general features are sketched in Fig.2.3. Fig.2.3(a) depicts the exponential decay with time constant $T_2/2$ when interactions are neglected and $V = 0$. Fig.2.3(b) shows the two contributions to the signal when interactions are included ($V \neq 0$). Although the particular form is more complicated than the TR FWM results presented above, the qualitative features are the same. One is the *prompt* contribution to the emission resulting from the scattering of the electric field via PSF, as for independent two-level systems, and the other is the *delayed* contribution to the emission due to scattering of the induced polarization wave via PWS, which is unique to interacting systems. Thus, a signature for Coulomb correlation in SWM experiments is the *non-exponential decay* of the TR SWM lineshape. Unfortunately, as we explain in Chs.3 and 5, TR SWM lineshapes are very difficult to measure at the low excitation densities where effects that arise from Coulomb correlation dominate the optical response. (As we explain in later chapters, at high excitation densities the Coulomb correlation is screened by the large number of free electron-hole pairs from exciton ionization. Thus, Coulomb correlation effects are dominant at lower excitation densities.) Therefore, we were not able to verify this signature of Coulomb correlation in TR SWM. We turn, therefore, to the TI SWM measurement, where it was possible to measure the optical response at very low excitation densities.

The result for TI SWM in direction $3k_2-2k_1$ is
The TI SWM lineshape given by the above equation is also sketched in Fig.2.3. Fig.2.3(c) depicts the coherent spike expected when $V = 0$, since, in this case, coherent SWM emission is only present when the two excitation pulses are co-incident on the sample. For finite excitation pulse widths, therefore, we expect the TI lineshape to reflect the pulse envelope and be symmetric about $\Delta t = 0$. Fig.2.3(d) depicts the TI lineshape when interactions are included ($V \neq 0$). In this case, SWM emission is present for both positive and negative time-delays. Furthermore, the TI SWM lineshape is found to decay exponentially for negative time-delays with time constant $T_d/6$, which is faster than the rate for positive time-delays, $T_d/4$. Thus, a signature for Coulomb correlation in SWM experiments is the asymmetry of the TI SWM lineshape. Because TI measurements can be made for very low excitation densities, when Coulomb interaction effects are most pronounced, we were able to verify this signature of Coulomb correlation in the TI SWM measurements presented in Ch.5.

Up to this point in the discussion we have presented signatures of Coulomb correlation which appear in the amplitude measurements of TI and TR multi-wave mixing signals. If we recall the discussion surrounding Eqn.2-9, where it was indicated that there
is a relative phase difference between the prompt PSF and the delayed PWS contributions to the coherent FWM emission, one would expect to observe a *dynamic evolution to the phase or instantaneous frequency of the emitted pulse*. Examining Eqn. 2-9 for small, positive time-delays $\Delta t$ indicates that for small times $t$, i.e. when $\gamma t << 1$,

$$
P^{(3)}(t; \Delta t \geq 0) \propto \left[ \frac{1}{2} + i V \frac{1 - e^{-\gamma t}}{\gamma} \right] = \left[ \frac{1}{2} + i V t \right]$

Writing $P^{(3)}(t) \equiv r e^{i \varphi(t)}$, we find that $\varphi(t) = \arctan(2Vt)$, for small $t$. Thus, there is indeed a nonlinear phase dynamics associated with the FWM emission when effects arising from Coulomb correlation are included. This fact has been demonstrated via numerical solutions to the semiconductor Bloch equations, where the static Coulomb interaction is treated exactly. [2.17] This signature in phase cannot be measured via the amplitude TI and TR measurements described above. Instead, we performed interferometric correlation measurements of the FWM signal, which are described in detail in the next chapter.

### 2.6 Summary and conclusions

We have presented a model to describe the nonlinear optical response of dense media, such as semiconductors, which includes the effect of Coulomb correlation on the induced nonlinear polarization. Assuming impulsive excitation and a homogeneously broadened system, we used this model to calculate both TI and TR lineshapes for both FWM and
SWM. In addition to the amplitude response predicted from this model, we also considered the instantaneous frequency dynamics of the FWM emission. We obtained a series of signatures for Coulomb correlation observable in FWM and SWM measurements at low excitation densities, which are unique to interacting systems. After describing the technical details of the experiments in the following chapter, we systematically test the validity of these predictions in Chs.4, 5, and 6.

References


Figure 2.1: Schematic view of (a) time-integrated (TI) and (b) time-resolved (TR) measurements for the four-wave mixing (FWM) signal in direction $2k_2-k_1$. The higher order six-wave mixing (SWM) signal in direction $3k_2-2k_1$ is measured in the same way.
Figure 2.2: Comparison of time resolved and time integrated four-wave mixing signals in the absence ($V = 0$) and presence ($V \neq 0$) of Coulomb interaction.
Figure 2.3: Comparison of time resolved and time integrated six-wave mixing signals in the absence ($V = 0$) and presence ($V \neq 0$) of Coulomb interaction.
Chapter 3

Experimental Instrumentation and Techniques

3.1 Introduction

Measuring the transient nonlinear optical response of semiconductors is a difficult task for several reasons. High quality materials, free of defects or impurities, are essential for homogeneously broadened lines, but often difficult to obtain. Even a good quality sample has limitations if experiments on bound state excitons are desired. For bulk GaAs, one must minimize the phonon population, which broadens the exciton resonance until it disappears at high temperatures, by working at low temperatures. Alternatively, to study excitons at room temperature, one must use the quantum confinement effect of quasi two-dimensional (2D) quantum wells (QWs) grown by molecular-beam epitaxy (MBE). Because the polarization dephasing times in such systems are on the order of picoseconds, or even femtoseconds, measurements of dynamics require ultrashort pulsed lasers for excitation. These laser systems are quite expensive and often difficult to operate in a reliable manner. In nonlinear experiments on coherent emission from semiconductors, one must also consider signal detection issues. In four-wave mixing (FWM), for example, interesting effects occur at low excitation densities, when the energy per emitted pulse is
very low, on the order of a few femtojoules. Thus, laser sources must be extremely stable and combined with state of the art detection schemes. Historically, these were severe limitations for experimentalists. Nonetheless, as advances were made in ultrashort pulsed lasers and sample fabrication technologies and guided by results from atomic physics, FWM measurements on semiconductors were realised.

In this chapter we describe the apparatus and measurement techniques used in the femtosecond wave mixing experiments presented in this dissertation. We begin by describing, in section 3.2, the preparation of the optically thin GaAs multiple quantum well (MQW) samples we have investigated. Section 3.3 discusses the specifications of the ultrashort pulsed Titanium:sapphire (Ti:Al₂O₃) laser used in these studies and gives a brief overview of the history surrounding the development of this particular modelocked laser. We detail the optical set-up constructed for the multi-wave mixing experiments in section 3.4, while section 3.5 discusses the methods and equipment we employed for full characterization of both the excitation laser pulse and the coherent emission from the sample. After describing the data processing procedures, we conclude in section 3.6.

3.2 Multiple quantum well samples

The samples investigated were high quality GaAs MQWs grown on a GaAs substrate by molecular beam epitaxy in the crystal direction [0 0 1]. The structures typically consisted of 50 periods of 100 Å thick GaAs wells with Al₅₂Ga₄₃As barrier layers. The samples were held at room temperature for all experiments described in this dissertation. Details
of the structures, including their linear absorption spectra, will be shown with the experimental results in subsequent chapters. In order to permit transmission experiments, the GaAs substrate was removed from the sample by selective chemical etching [3.2] and the sample itself was antireflection coated on both sides in order to minimize Fabry-Perot effects. Finally, the coated sample was mounted with glue on a sapphire disk to allow for heat dissipation under laser irradiation. Experiments were performed in transmission with the optical axis of the excitation beam along the growth direction, i.e. perpendicular to the plane of the wells.

We estimate the absorption coefficient, \( \alpha \), by measuring the transmission, through the MQW sample, of a laser beam of measured incident intensity \( I_0 \). For a typical sample with 50 periods of \( \ell = 100 \text{ Å} \) wells, i.e. total absorbing length \( L = 0.5 \text{ µm} \), the transmitted intensity \( I_t \) was measured to be typically around \( 0.7I_0 \). Following the Beer-Lambert law [3.3] [3.4] \( I_t = I_0 e^{-\alpha L} \) and neglecting losses due to reflection, we have \( \alpha L = 0.3 < 1 \) as the maximum value for the entire MQW structure. Thus, \( \alpha = 6 \times 10^3 \text{ cm}^{-1} \), which is the order of magnitude of values published in the literature and determined from much more precise measurements [3.5]. For a single quantum well of thickness \( \ell = 100 \text{ Å} \), we find \( \alpha \ell = \alpha L / 50 = 10^2 \ll 1 \). Clearly, for the structures studied in these experiments, the quantum wells are optically thin and propagation effects are negligible, which is consistent with the theoretical models presented in Ch.2.
3.3 Ti:Sapphire oscillator

To perform transient, coherent, nonlinear optical experiments in semiconductors, the excitation source must satisfy several important requirements. First, because the carrier dynamics in these materials are very fast, on the order of picoseconds or even less, femtosecond pulses are necessary to provide adequate temporal resolution. Second, the laser wavelength must be tunable (and in the near-IR, for GaAs) to allow for state-selective excitation over a variety of sample temperatures and quantum well-widths. Third, in order to probe the nonlinear optical response, there must be sufficient energy per pulse to generate and subsequently measure higher order signals. Finally, high repetition rates and extreme, long-term stability are both important considerations for optimum signal-to-noise ratios. As we show below, the passively modelocked Ti:Sapphire oscillator used in these experiments has all of the above characteristics and more. Before listing the specifications of our system, though, we first describe some of the interesting history surrounding this increasingly important laser.

The first demonstration of sub-100-femtosecond pulses directly generated from a Ti:Sapphire laser was reported in early 1991. [3.6] The laser relied upon self-modelocking and intracavity dispersion compensation to achieve unprecedented pulse durations for that medium. The announcement of what was soon dubbed “magic modelocking” by the community spurred intense research into both the theory [3.7] and applications of Ti:Sapphire laser technology. [3.8] [3.9] The basic design of the laser (which was pumped by a CW Argon-ion laser) was quite simple: a linear cavity with two end mirrors, two curved mirrors for focusing into the Ti:Sapphire rod, and two prisms for
dispersion compensation. By carefully controlling the third order dispersion within the laser cavity, pulses as short as 17 fs were reported less than two years after the seminal paper [3.10] and, within a few months, that record was again broken with the announcement of 11 fs Ti:Sapphire pulses. [3.11] In addition to producing extremely short pulses, extremely high powers were also quickly achieved when Ti:Sapphire regenerative amplifiers were coupled with the Ti:Sapphire oscillators: millijoules per pulse were produced at 20 Hz repetition rates [3.12] and microjoules per pulse at 250 kHz. [3.13] Since those early days of Ti:Sapphire research, major advances continue to occur, making the earlier systems seem primitive by comparison. A few of the developments toward more compact, higher repetition rate, femtosecond sources include an all solid-state passively modelocked Ti:Sapphire oscillator using a MQW as a saturable absorber [3.14] and the introduction of specially designed dielectric mirrors for prism-less dispersion compensation. [3.15] [3.16]

The laser used for the experiments presented in this dissertation was the first commercial femtosecond Ti:Sapphire system sold. It was the NJA-1 purchased from Clark Instruments and operational in our laboratory by the summer of 1991. Although we may not present the details of the cavity design for proprietary reasons, we may say that the laser cavity is similar to the “standard” and original design described above, using prisms for dispersion compensation and a slit for tuning. In addition to the main cavity, a sub-cavity with a dye-jet acting as a saturable absorber was added to passively modelock the system. Although it is difficult to prove, we do believe that the saturably absorbing dye-jet contributed greatly to the overall stability and reliability of this laser. As we will
show in subsequent chapters, this exceptional performance allowed us to make interferometric measurements of ultrafast dynamics with attosecond resolution. The only disadvantages of working with the dye-jet are the consistent maintenance required for the dye concentrations and difficulties with moisture retention during humid weather. The oscillator itself was pumped with typically 5W of all-lines radiation from a CW Argon-ion laser and both the long- and short-term beam pointing stability of the pump laser were found to be crucial for optimum performance. The Coherent Innova 300 and 400 Argon-ion lasers were both employed and found to be satisfactory, after the mechanical stability of the 400 was improved by the manufacturer. The Ti:Sapphire rod was cooled using house-LCW (low conductivity water), though after these experiments were completed a water chiller (Neslab RTE-series) was used for cooling and found to further improve stability. The laser and all optical set-ups were constructed on breadboards (Newport; Thorlabs) atop a “floating” isolation table (TMC) to minimize the transfer of mechanical vibrations to the optical components.

Typical specifications for the laser as used for the experiments are as follows. The system operated at approximately 85 MHz repetition rate (~12 ns between pulses), as measured by detecting leakage from the rear cavity mirror with a fast photodiode connected to a 400 MHz oscilloscope (Tektronix, 2465B). The pulse train was constantly monitored on the oscilloscope for stability, which was found to be excellent (~0.1%). Typical powers after the output coupler were in the range 150-300mW (1.8-3.5 nJ/pulse), as measured with a digital power meter (Newport 815-series). Pulses from the oscillator were measured to be nearly transform-limited Gaussian pulses with a typical spectral
bandwidth of 10-12 nm and with temporal durations between 80-120 fs. (We discuss laser pulse characterization in greater detail in section 3.5.) The mode quality was assessed visually by reflecting and expanding the beam with a curved mirror onto a screen and found to be TEM$_{00}$. The tuning range of the laser is dependent upon both the coatings on the cavity optics and the particular dye used in the saturable absorber. With the original set of optics, the tuning range extended from approximately 780 to 830 nm using HITC-Iodide, to about 860 nm by additionally using IR-140 dye, and to 900 nm by additionally using IR-143. (All dyes were purchased from Exciton, Inc.)

It should be noted that it is possible to obtain higher output powers, coupled with longer (picosecond) pulses, from the Ti:Sapphire oscillator by simply using higher pump powers. High power, femtosecond pulses were produced by using a “bow-tie” style dye (LDS-821, Exciton) amplifier (BTA-1, Clark Instruments), pumped by a copper-vapor laser (Oxford Laser) and constructed for the purpose of white-light continuum generation for pump-probe experiments. [3.17] [3.18] As explained in the next section, it was not necessary to use such intense pulses for the transient wave mixing experiments presented in this dissertation.

3.4 Multi-wave mixing

In this section we describe the experimental apparatus constructed to generate ultrafast coherent emission from GaAs quantum wells. (The various methods used to detect the nonlinear signals are detailed in section 3.5.) Beginning with a basic overview of the
optical set-up, we then define the timing conventions used throughout this dissertation. Next, the excitation density, an important parameter varied in the experiments, is estimated for a typical incident intensity. Finally, we discuss the procedure developed to obtain the spatial and temporal overlap of pulses necessary to produce the multi-wave mixing signals.

3.4.1 Optical set-up and timing conventions

The optical set-up used in the multi-wave mixing experiments is shown schematically in Fig.3.1. As we performed the series of measurements reported in the following chapters, data was acquired and confirmed, equipment was modified and replaced, and several versions of this set-up were constructed. Although the cosmetic details may vary, the basic principals and important components are common to all versions, as summarized here.

We performed transient two-pulse four- and six-wave mixing experiments in the self-diffraction geometry, as shown in the figure. The linearly polarized infrared (IR) laser beam from the Ti:Sapphire oscillator was split into two beams using a 1 mm thick beam splitter (CVI) held in an extremely stable mount (Klinger, Micro-controle) and coated to reflect 60% of the beam at wavelength 800 nm, transmitting the rest. This created two paths, or pulses, for the self-diffraction wave-mixing geometry, where the transmitted beam, known as the probe pulse, $k_1$, was half as intense as the reflected beam, known as the pump pulse $k_2$. After the beam splitter, both the probe and the pump beams were retro-reflected to allow for time-delays of pulses and directed toward the sample. The
two beams were made parallel over a distance of several meters and separated by a
distance of approximately 0.5 cm. The beams were aligned symmetrically about the
optical axis of a 1-inch diameter bi-convex focusing lens anti-reflection coated for the IR
(Newport, AR.16) with focal length of typically 5.0 cm or 6.29 cm, labeled as “Lens 1” in
the figure. This lens focused the parallel beams onto the sample, which was mounted on a
3-D (“XYZ”) translation stage in order to quickly locate the optimum focus of the lens
and to vary the spot on the sample. The transmitted beams (pump, probe, and the emitted
four- and six-wave mixing signals in directions 2k2-k1 (FWM) and 3k2-2k1 (SWM)) were
then either blocked (k2 and usually k1) or re-collimated (FWM, SWM, and k1, occasionally
used as a reference laser pulse) with another lens labeled “Lens 2” in the figure. The
typical focal length of Lens 2 was 3.8 cm or 10.0 cm. The re-collimated beams were
spatially filtered using irises (Thorlabs, Inc.) to eliminate stray light and then aligned into
detectors, spectrometers, or Michelson interferometers, to be described later.

To perform transient multi-wave mixing measurements, the two excitation pulses
k1 and k2 must be time delayed with respect to one another. In our experiments, time t = 0
is defined as when the probe pulse k1 is incident on the sample. The timing of the probe
pulse is never altered and therefore it is the reference for all other pulses used for
experiments (k2) and detection (a third pulse, split off from the laser beam before the
pump and probe, to be known as pulse k3). In the experiments, we measure coherent
FWM radiation emitted in direction 2k2-k1. For independent two-level systems emitting in
this direction, positive time-delay Δt > 0 is defined when pulse k2 follows pulse k1. \[3.19\]
Thus, for Δt > 0: k1 arrives first, at t = 0, and k2 arrives later, at time t = Δt. On the other
hand, for \( \Delta t < 0 \): \( k_2 \) arrives first, at \( t = \Delta t = -|\Delta t| \), and \( k_1 \) arrives later, at \( t = 0 \). These are the timing conventions which are used throughout this dissertation: for both the analytical derivations of Ch.2. and the experimental set-up and data of this and the following chapters.

In order to create the time-delay, the pump pulse \( k_2 \) is directed into an optical path delay line which controls its timing with respect to pulse \( k_1 \). As shown in Fig.3.1, a delay line consists of a retro-reflector (in our case, a homemade version consisting of a pair of mirrors oriented at \( 90^\circ \) to one another) mounted on a programmable stepper motor (Klinger MC4, MD4). In our experiments the motors had step sizes of \( D = 0.1 \text{ \mu m} \) and ranges of a few cm. Because of the retro-reflection, each single step creates an optical path length twice as long as the step size itself. Thus the smallest time delay that can be created between pulses is \( \Delta t_{\text{min}} = 2D / c = 0.66 \text{ fs} \), which is sufficiently small for precision timing of the 100 fs pulses used to excite the sample in the wave mixing experiments. As we will discuss below, this minimum time delay of 0.66 fs is also sufficiently small for accurate temporal resolution in the time-resolved (TR) amplitude measurements (where pulse profiles are a few hundred fs long), but it is not sufficiently small for the accuracy required in interferometric measurements, where the resolution must be much smaller than the optical cycle itself, which is 2.8 fs at wavelength \( \lambda = 850 \text{ nm} \). We will explain in the section on detection how we overcome this limitation, using these same stepper motors.
3.4.2 Estimating excitation density

It is interesting and important to note the power of the pump and probe beams for a typical experiment. The mirrors used to direct the IR beams were 1 inch diameter protected silver mirrors (Newport ER.2) which were found to be ~98% reflective at 45° angle of incidence and around wavelength $\lambda = 850 \text{ nm}$. Considering the large number of mirrors used to direct the beam from the oscillator and through the wave mixing optical set-up, there are considerable power losses by the time the beams reach the sample. In a typical experiment with 200 mW at the output coupler of the laser, there is approximately 140 mW available before the beamsplitter in Fig.3.1. Approximately two-thirds of this is syphoned-off for use in a third beam ($k_3$, to be used for detection via up-conversion, and explained fully below), leaving total power $P = 47 \text{ mW}$ to be split amongst the pump and probe beams. Thus beginning with 200 mW at the oscillator, we are typically left with only 31 mW for the pump beam and 16 mW for the probe. At a repetition rate $R = 85 \times 10^6 \text{ s}^{-1}$, this corresponds to an energy per pulse $= P / R = 0.5 \text{ nJ}$ at the sample.

Fortunately, as will be demonstrated when we discuss estimating the induced exciton density at the sample, this is still ample power to saturate the sample. Thus we have available to us a wide variation in excitation density, even after using most of the available power from the oscillator for detection via upconversion techniques.

In order to estimate the excitation density produced in the sample by the pump and probe beams, it is also necessary to measure the spot size, $\omega_b$, produced by the focusing lens (Lens 1 in Fig.3.1). The spot size was measured by the standard "knife-edge"
technique [3.20] [3.21], which measures the power as the beam is partially blocked or cut by a single edge. Assuming a Gaussian beam-profile, a typical spot size was determined to be in the range $\omega_0 = 12-30 \ \mu m$, depending upon the exact focusing lens used. For the purposes of estimating the excitation density, this spot size is equivalent to a spot of area $S = \pi \omega_0^2 / 2$. Thus the typical incident energy per cm$^2$ at the sample $U_0 = (\text{energy per pulse}) / S = (0.5 \text{ nJ}) / (8 \times 10^{-6} \text{ cm}^2) = 6 \times 10^{-5} \text{ J/cm}^2$. We may now calculate the excitation density, $N_x$, which is the number of excitons per square cm induced in the sample by the excitation pulses: $N_x = Q U_A / h\nu$, where $Q$ is the quantum efficiency, introduced to account for losses ($Q = 0.8$), $U_A$ is the total energy absorbed per square cm, and $h\nu$ is the energy per photon. The photon energy for excitation around wavelength 850 nm is $h\nu = 2.3 \times 10^{-19} \text{ J}$. Neglecting losses due to reflection, the Beer-Lambert law introduced in section 3.1 gives $U_A = (\alpha \ell) U_0 = 10^2 U_0 = 6 \times 10^7 \text{ J/cm}^2$, for $\alpha \ell \ll 1$. Thus, we have the typical excitation density $N_x = 2 \times 10^{12} \text{ cm}^{-2}$ produced at the sample by the pump and probe pulses, beginning with an output power from the oscillator of only 200 mW. This excitation density is well above the saturation density for the sample $N_{sat} = 3 \times 10^{11} \text{ cm}^{-2}$ [3.1] [3.5] and so we have available to us a wide range of excitation densities to study. The density of excitons was lowered by attenuating the intensity of the pump and probe beams in front of the sample, using neutral density filters (Melles Griot), until reaching the detection limit.
3.4.3 Spatial and temporal overlap

It goes without saying that to produce the multi-wave mixing signal, the pump and probe pulses must coincide both spatially and temporally on the sample. Overlapping two micron-sized pulses of femtosecond duration requires a precise and systematic approach and can be difficult to achieve in practice. Nonetheless, the procedure developed for these experiments is a reliable one which can be used to both align the set-up initially and to bring the signal back after unanticipated optical misalignment. It should be noted that this procedure is used for both multi-wave mixing and sum-frequency generation (SFG), described below and used to characterize the laser pulses and to time-resolve the multi-wave mixing signal.

The temporal overlap of the pulses is adjusted ultimately using the motorized stepper motor. Therefore, upon initial construction and alignment it is not necessary to ensure that the optical paths for the two beams, pump and probe, are identical in length. They must, however, be close enough to ensure that zero delay-time $\Delta t = 0$ is within the range of the stepper motor. Once this is achieved, the spatial overlap is made. This is accomplished by mounting the sample on the XYZ-translation stage, near the focus of Lens 1, and placing a screen behind it. The highest powers available (without damaging the sample) are used and the transmitted pump and probe beams (which are expanded, since the collimating Lens 2 is not yet in place) are viewed on the screen with an IR-viewer (Find-R-Scope, FJW Optical Systems). When one of the beams hits a particle of dust or another type of irregularity on the surface of the sample, it makes an interference or speckle pattern distinctive to that feature. The sample is then moved along the optical
axis of the lens until both beams display that same pattern. When this happens, the two beams are focused to the same spot and are therefore spatially overlapped. We note that the addition of a simple imaging system (consisting of a light bulb, lenses for magnification, a Cohu solid state CCD camera, and monitor screen) can greatly aid this process, especially when the sample is not easily accessible, as in a cryostat. Once the spatial overlap is assured, temporal overlap of the pulses is easily accomplished by moving the stepper motor until the desired signal is observed. For SFG, a blue spot visible by eye appears between the pump and probe beams. For multi-wave mixing, the diffracted beams appear on both sides of the pair of pump and probe beams and are observed using the IR-viewer. For fainter signals, lock-in detection is used, as described in the next section.

3.5 Signal detection

This section discusses the methods employed to detect the multi-wave mixing signals generated by the optical set-up illustrated in Fig.3.1 Ideally, we would like to be able to fully characterize the ultrafast coherent emission from the GaAs MQW, both in amplitude and in phase. Before that is possible, however, we must begin with a complete characterization of the optical pulse from the laser used to excite the material. We describe first the two techniques we have used for ultrashort laser pulse characterization. Then, we define the five complimentary experimental techniques we have employed to characterize the multi-wave mixing signals in amplitude and phase and discuss the
accuracy of our measurements. Finally, we discuss data collection and processing, before concluding this chapter.

3.5.1 Laser pulse characterization

Ultrashort laser pulse characterization is an active and important field of research unto itself. Because femtosecond optical pulses are currently beyond the temporal resolution of electronic detectors (even the fastest photodiodes and streak-cameras provide only picosecond resolution, at best) we must rely on other methods, especially nonlinear optical autocorrelation methods which mix femtosecond pulses with time-delayed replicas of themselves. Although perfect characterization of an ultrashort pulse requires infinite orders of optical correlations, in practice correlations are typically measured out to second-order only. This is due to the finite pulse powers available from the laser.

Traditionally, the simplest and most common way to characterize ultrashort laser pulses was to measure the time-bandwidth product (TBP) \( \Delta \nu_p \Delta \tau_p \), where \( \Delta \nu_p \) is the full-width at half-maximum (FWHM) of the spectral width of the pulse and \( \Delta \tau_p \) is the FWHM of the temporal duration of the laser pulse intensity. [3.22] For a laser pulse with optical field \( E_{\text{laser}}(t) = A_{\text{laser}}(t) e^{i \varphi(t)} \) given by amplitude \( A_{\text{laser}}(t) \) and phase \( \varphi(t) \), the TBP \( \Delta \nu_p \Delta \tau_p \) will have a specific theoretical value for transform-limited pulses. [3.23] [3.24] This value depends upon the shape of the amplitude envelope (e.g. Gaussian 0.44, hyperbolic secant 0.31) and assumes the pulse is “chirp-free,” i.e. \( \varphi(t) \) has no nonlinear terms and therefore simply represents the carrier frequency \( \omega_{\text{laser}} \) of the laser pulse: \( \varphi(t) = \omega_{\text{laser}} t \). In
this way, a measured TBP which is close to some theoretical value is an indication that the pulse is relatively chirp-free and gives an idea of the actual shape of the envelope.

We have measured the TBP for the excitation pulses used in our experiments by spectrally and temporally resolving the laser pulse. The FWHM of the power spectrum, $\Delta \nu_p$, was measured by aligning the laser beam into a 25 cm spectrometer (SPEX) with an optical multichannel analyser (OMA) (EG&G Electronics; 1024 photodiodes) mounted at the output port. The position of the grating (600 grooves/mm; blazed for 750 nm) was controlled manually using a CD2A Compudrive (SPEX). The system was calibrated by using lines from an Argon lamp (Oriel) and had an overall resolution of approximately 0.25 meV.

The laser pulse duration, $\Delta \tau_p$, was measured by the standard method of non-collinear intensity autocorrelation. [3.25] In this measurement, two time-delayed replicas of the infrared laser pulse are mixed via second harmonic generation (SHG) [3.26] in a thin, highly transparent nonlinear crystal like potassium dihydrogen phosphate (KDP). If the laser pulses are separated in time by time-delay $\Delta t$, then the non-collinear intensity autocorrelation trace $S_{NC-IA\text{C}}$ is given by

$$S_{NC-IA\text{C}}(\Delta t) = \int I_{laser}(t) - I_{laser}(t-\Delta t) dt$$  \hspace{1cm} \text{Eqn.3-1}$$

where $I_{laser} = |E_{laser}|^2$. For Gaussian pulses, it is easily demonstrated that the actual duration of the laser pulse intensity $\Delta \tau_p$ is the FWHM of $S_{NC-IA\text{C}}(\Delta t)$ divided by 1.414.
In order to measure $S_{\text{NLO-AC}}(\Delta t)$, the optical set-up of Fig.3.1 was employed, with the sample replaced by a 300μm thick KDP crystal (Cleveland Crystals, cut for 800nm). In this geometry, the SHG pulse at the visible blue frequency $2\omega_{\text{laser}}$ is emitted in the momentum conserving direction ($k_1 + k_2$), along the optical axis of the lens, and is spectrally filtered with a blue bandpass filter (BG40 color glass, Newport) to reject any stray IR light scattered from the laser pulses. The SHG signal is spatially filtered with irises, then directed to a photomultiplier tube (PMT) optimal for detection of blue light (Hamamatsu 931A, mounted in a Products for Research housing and typically powered at around 400 Volts). The signal measured at the PMT was sent to a lock-in amplifier from Stanford Research Systems (SR510). To provide a reference for the lock-in amplifier, both beams $k_1$ and $k_2$ were chopped (typically at a few hundred Hz) before Lens 1 by a mechanical light beam chopper from Ithaco (HMS Series 221). The double chopping technique was employed so that the signal isolated by the lock-in must necessarily arise from both beams. This is consistent with the SHG measurement and this same technique was also used in the multi-wave mixing detection described below. In this way, we are assured that the signal measured by the lock-in amplifier is the correct one and not a stray or background signal. Typical values for the TBP that we measured are in the range $\Delta v_p \Delta t_p = 0.45 - 0.50$. Thus the pulses from the oscillator are nearly transform limited Gaussian pulses.

We should note two important points. First, our apparatus is designed so that the laser pulse characterization is performed at the position of the sample. Thus, the pulses we measure are identical to the pulses used to excite the MQW structure. This will prove
to be very important to our analysis of the data in the following chapters. Second, the maximum of the intensity autocorrelation $S_{\text{NOIAC}}(\Delta t)$ locates for us the zero time-delay $\Delta t = 0$ of the experiment. Once this is known, all data taken using the same optical set-up, after the sample is exchanged for the KDP crystal, will have the same zero-delay $\Delta t = 0$. Knowing when the pulses are coincident to within a few fs will also prove to be crucial to the interpretation of the data.

Although the traditional TBP approach provides a simple way to detect chirp in the laser pulse, it is not an extremely sensitive measurement, because the intensity autocorrelation $S_{\text{NOIAC}}(\Delta t)$ varies only as the square of the electric field. A further limitation is that it does not uniquely determine the pulse. Importantly, there is a way to improve upon the sensitivity of the second-order autocorrelation. Instead of using the non-collinear geometry described above, the beams are mixed co-linearly, such that there is an interference of the electric fields of the two pulses before the doubling takes place. This produces an interferometric autocorrelation which depends upon the fourth power of the field. For this reason, this measurement is known as a second-order interferometric autocorrelation $S_{2\text{-IAC}}$ and is given by

$$S_{2\text{-IAC}}(\tau) = \int \left| E_{\text{laser}}(t) + E_{\text{laser}}(t-\tau) \right|^2 dt$$

Eqn. 3-2

where $\tau$ is the time delay between pulses. It has been shown that using the high sensitivity interferometric $S_{2\text{-IAC}}(\tau)$ measurement, coupled with simultaneous measurements of the
power spectrum and the intensity autocorrelation $S_{N\text{C-}\text{IAC}}(\Delta t)$, it is possible to accurately extract amplitude and phase characteristics from fs laser pulses. [3.23] [3.24]

The optical set-up for the $S_{2\text{IAC}}(\tau)$ measurement is the Michelson interferometer shown in Figure 3.2. Using a beamsplitter (Oriel) coated to transmit 40% of the IR beam, the input beam from the laser is split into two beams which travel down the arms of the interferometer and are reflected at 0° angle of incidence from 1 inch diameter mirrors. One of the pulses is time-delayed with respect to the other by mounting the mirror atop a stepper motor identical to the one used in the multi-wave mixing set-up. (We will discuss how to achieve sub-femtosecond resolution below.) A compensator (identical to the beamsplitter, but uncoated, from Oriel) is placed in one of the arms to ensure that each pulse experiences the same dispersion. The beams are then recombined and sent co-linearly along the optical axis of a bi-convex lens (focal length = 6.3cm), which focuses the beams onto a 300μm thick KDP crystal. Blue light is emitted via SHG when the two pulses are coincident, as explained above. The detection of the blue light is identical to the intensity autocorrelation, although in this set-up the beam is mechanically chopped before the beam splitter.

An example of a second-order interferometric autocorrelation $S_{2\text{IAC}}(\tau)$ measured for pulses from the Ti:Sapphire oscillator is shown as the thin solid line in Fig.3.3. The fringe pattern contained within upper and lower envelopes is the characteristic form for $S_{2\text{IAC}}(\tau)$. In such a measurement, the presence of chirp is immediately apparent by distinctive features in the wings of the trace. [3.24] We checked this experimentally by placing a 10 cm long glass rod (BK7) in the path of the beam before the Michelson interferometer and
measuring the broadening with $S_{2\Delta\tau}(\tau)$. In this case, we saw a pronounced thickening and modulation of the wings of the trace, due to the chirp induced on the pulse. The fact that the pulse in Fig.3.3 does not demonstrate such features also indicates that the chirp produced by the optical elements themselves was negligible. To verify that this pulse is chirp-free, we have fit the data to the $S_{2\Delta\tau}(\tau)$ predicted theoretically for a *chirp-free* Gaussian pulse of approximately 80 fs pulse duration (thick solid line). Clearly, the fit is excellent within the resolution of the experiment. Thus we can say with confidence that the pulses from the Ti:Sapphire oscillator are nearly transform-limited Gaussian pulses with durations typically between 80-120 fs.

A discussion of ultrashort laser pulse characterization would not be complete without mentioning some of the more recent advances in the field. It is important to note that the techniques we have just described have severe limitations in that either they do not adequately and uniquely determine the pulse characteristics (TBP) or they are difficult to implement since the optical apparatus can be quite tedious to align (interferometric autocorrelations). Recently developed techniques combine complete characterization of ultrashort laser pulses with relative ease of use. They rely upon *simultaneous* time- and frequency-domain measurements of the ultrashort optical pulse. An example is the chronocyclic representation [3.27] and its application to phase measurements for fs pulses. [3.28] However, the single most important recent advance in the field of ultrashort laser pulse characterization has been the development of frequency-resolved optical gating (FROG) techniques. [3.29] [3.30] The FROG measurement consists of two parts: experiment and algorithm. The experimental apparatus mixes two time-delayed replicas of
the laser pulse in a nonlinear optical medium and spectrally resolves the mixed signal as a function of time-delay. This produces a simultaneous time- and frequency-domain representation of the pulse which is known as the FROG trace. The phase retrieval algorithm fits the FROG trace and in doing so generates the complete intensity $I(t)$ and phase $\varphi(t)$ of the incident pulse. [3.31] [3.32] [3.33] The FROG technique, now commercially available, is well regarded for its high sensitivity to chirp, its general applicability (any optical nonlinearity may be used), its ease of construction, and its robust algorithm. In fact, FROG was recently used to completely specify in amplitude and phase 13-fs pulses from a self-mode-locked Ti:Sapphire laser, which represents the shortest characterization performed to date. [3.34]

Although in principle these various methods of optical waveform characterization are applicable to any ultrashort optical pulse, including the coherent wave mixing emission in our experiments, in practice this is not the case. The above techniques have been developed for laser pulse characterization, and thus require pulses with nJ or at the very least µJ of energy per pulse. The measured coherent emission from the MQW samples used in our experiments is a few fJ of energy per pulse, at the lowest excitation densities we could detect. Thus, to date there is no single technique available for ultrafast pulse characterization of very small signals, which we can apply to the experiments in MQWs.

3.5.2 Full characterization of the coherent emission

To completely characterize the ultrafast coherent multi-wave mixing emission from quasi-2D excitons in the GaAs MQW structures investigated in our studies, we must determine
both the amplitude and the phase of the emitted pulse. As we have seen, because of the low energy per pulse of the multi-wave mixing emission, the techniques commonly used for ultrashort laser pulse characterization are not applicable. For this reason, we developed a different approach using five distinct intensity and interferometric techniques in the time- and frequency-domains simultaneously. Although we do not extract the exact envelope \( A(t) \) and phase \( \varphi(t) \), we do obtain information on the temporal profile of the amplitude and the instantaneous frequency dynamics of the ultrafast emission. [3.35]

As we demonstrated in Ch.2, in multi-wave mixing the pump and probe pulses induce several orders of nonlinear polarization in the material, which radiate coherently in the different momentum conserving directions. Recall that for a given direction and time-delay between pump and probe pulses \( \Delta t \), the nonlinear polarization, \( P(t, \Delta t) \), and the multi-wave mixing coherent emission, \( E_{signal}(t, \Delta t) \), have the same time dependence. We are interested in characterizing \( E_{signal}(t, \Delta t) \) as fully as possible precisely because its time dependence in amplitude and phase is a direct reflection of the evolution of the macroscopic nonlinear polarization \( P(t, \Delta t) \). This polarization is, of course, influenced by dephasing processes due to collisions and by many-body effects due to Coulomb interactions. Ultimately, it is these physical processes which we would like to understand better for the semiconductor systems under study.

Neglecting interactions (e.g. setting \( V = 0 \) in the model for dense media presented in Ch.2 [3.19]), for a homogeneously broadened collection of independent two-level systems, the polarization \( P(t, \Delta t) \sim e^{-t/T_2} \) decays exponentially in time with dephasing time \( T_2 \equiv \Gamma^{-1} \), for a fixed time-delay \( \Delta t \). Historically, it was not possible to directly resolve \( P(t, \Delta t) \)
$\Delta t$) on a femtosecond time scale, because of the limitations of electronic detection. For this reason, the time-integrated (TI) measurement technique was developed, which uses a slow-detector to integrate the total energy emitted as a function of the time-delay $\Delta t$ between excitation pulses. The TI trace, $S_{\text{TI}}(\Delta t)$, is given by

$$S_{\text{TI}}(\Delta t) = \int |P(t, \Delta t)|^2 dt \quad \text{Eqn.3-3}$$

Importantly, for independent two-level systems $S_{\text{TI}}(\Delta t)$ decays exponentially with the polarization dephasing time $T_2$, thus giving the same information as $P(t, \Delta t)$. The TI technique for characterizing the amplitude of the coherent emission is presented in Fig.3.4, which shows the multi-wave mixing set-up of Fig.3.1 plus the amplitude detection schemes. The pump and probe beams are mechanically chopped for lock-in detection and the multi-wave mixing signal is collimated, spatially filtered, and aligned into a GaAs slow detector (RCA31034A PMT, mounted in a water cooled Products For Research housing), which measures the integrated intensity of the beam versus time-delay $\Delta t$. In this way the TI measurement *indirectly* provides information on the nonlinear polarization $P(t, \Delta t)$.

The discussion thus far has neglected Coulomb interaction effects, which, as we showed in Ch.2, can lead to deviations from the exponential decay of $P(t, \Delta t)$. These signatures of Coulomb correlation can be detected by analysing the lineshape of the coherent emission. There is clearly a need to *directly* obtain the profile of $P(t, \Delta t)$, and by time-resolved (TR) measurements we come as close as we can to determining the
amplitude of the ultrafast emission. We achieved temporal resolution of the multi-wave mixing signal by using sum-frequency generation (SFG) [3.36] [3.37] in a cross-correlation geometry, similar to the SHG measurements discussed for laser pulse characterization via second-order intensity autocorrelation. As shown in Fig.3.4, instead of sending the coherent emission from the sample directly to a slow detector, as in the TI measurement, we optically gate the multi-wave mixing emission via SFG in a 300μm thick nonlinear KDP crystal, using a time-delayed reference pulse “k₃” from the laser. The optics (beam splitter and retro-reflector) and stepper motor producing the time delay T for pulse k₃ are as described in section 3.4 (see Fig.3.1) and the detection of the blue sum-frequency light is identical to the intensity autocorrelation measurement detailed above (Eqn.3-1). Thus, the TR signal Sₜₐ₅(T, Δt) for a fixed time-delay Δt is given by

$$S_{TR}(T,\Delta t) = \int |P(t,\Delta t)|^2 |E_{laser}(t-T)|^2 dt \quad \text{Eqn.3-4}$$

where it is easy to see that if the reference pulse from the laser $E_{laser}(t-T)$ were a δ-function pulse δ(t-T), then $S_{TR}(T, \Delta t)$ would exactly reproduce $|P(t, \Delta t)|^2$. Thus, for finite reference pulses, $S_{TR}(T, \Delta t)$ gives the temporal profile of the coherent emission convolved with the reference pulse from the laser, which we know from the previous section to be nearly transform-limited and Gaussian in lineshape.

It is important to mention three points about the TR method. First, the measurement is made for fixed time-delay Δt between the pump and probe pulses, and so
the sample is under a fixed excitation condition. This is very different from the TI technique, which in fact measures a variation with changing time-delay. Second, by definition the TI measurement integrates over the real-time response of the nonlinear polarization, thus losing information preserved in the TR signal. Third, although the time delay $T$ represents the real-time evolution of the coherent emission, there is no way for us to determine the zero of absolute time, $t = 0$, from this measurement. (Recall that time $t = 0$ is defined as being when probe pulse $k_1$ is incident upon the sample.) This is true, because both the reference pulse $k_3$ and the multi-wave mixing signal follow different optical paths than pulse $k_1$. Thus, from the experiment, we know only the calibration of the T-axis without knowing absolutely where the origin of time $t$ is. As we show in the following chapter, however, it will be possible to determine $t = 0$ from numerical fits to the TR data.

The above methods characterize the amplitude of the coherent emission in the time domain. In the frequency domain, we measure the power spectrum of the emitted pulse for a fixed time-delay $\Delta t$, $S_{ps}(\omega, \Delta t)$, by aligning the multi-wave mixing beam into the spectrometer and OMA system described in the section on laser pulse characterization above. The power spectrum is given by

$$S_{ps}(\omega, \Delta t) = I(\omega, \Delta t) = |E_{signal}(\omega, \Delta t)|^2 = |P(\omega, \Delta t)|^2$$

Eqn.3-5

For independent, homogeneously broadened two-level systems, the power spectrum of the coherent emission is a Lorentzian centered at the resonant exciton frequency and any
asymmetry in the shape is an indication that chirp is present in the emitted pulse. As we saw in Ch.2, chirp is another signature of Coulomb correlation. By using mirrors placed upon kinematic mounts (Thorlabs), we were able to rapidly switch between power spectrum measurements of the multi-wave mixing signal and the laser pulse. In this way we were able to constantly monitor and measure the excitation laser pulse characteristics during the course of the experiments. Importantly, the power spectrum of the laser pulse was measured both directly from the laser and after propagation through the same optics as the multi-wave mixing signal. This allows us to automatically compensate for the dispersion induced on the pulses by the optical elements in the set-up and to directly compare the two spectra.

This fact, that the multi-wave mixing signal can be directly compared with the laser pulse through the same dispersive optical path, thus accounting for effects like broadening and chirp, is especially important for the phase measurements. These instantaneous frequency measurements were made by directing the coherent emission from the sample into the optical set-up of the Michelson interferometer in Fig.3.2. The first-order interferometric autocorrelation was measured by aligning the co-linear beams directly into the GaAs slow detector used for the TI experiment described above. Recall that the pulse energies of multi-wave mixing signals are too low for second-order autocorrelations, so the lens and nonlinear crystal in the figure are removed for this measurement. The resulting fringe pattern is recorded as the time delay \( \tau \) is varied. The first-order interferometric autocorrelation \( S_{IAC}(\tau, \Delta t) \) of the multi-wave mixing signal is measured for fixed time-delay \( \Delta t \) and is given by
A typical example of the $S_{1-\text{IAC}}(\tau, \Delta t)$ trace for the laser pulse is shown in Fig.3.5. Because the autocorrelation is symmetric in $\tau$, only half the trace is shown. The fringes appear within upper and lower envelopes characteristic of the first-order interferometric measurement. The noisy feature apparent around $\tau = 95$ fs is likely due to a mis-step of the stepper motor. Sources of error are discussed in greater detail below. At the wavelength $\lambda = 850$ nm, the optical cycle is approximately 2.8 fs and so in a typical $S_{1-\text{IAC}}(\tau, \Delta t)$ trace there are on the order of a few hundred fringes. A close-up view of a few of the fringes demonstrates the accuracy of the measurement, as shown in Fig.3.6(a). Each point on the fringe corresponds to a single step of the programmable stepper motor and there are 21 points per fringe, which gives us sub-femtosecond resolution of better than 0.14 fs. This is the type of accuracy necessary to detect changes in the instantaneous frequency of the ultrafast coherent emission.

Coupled with the high temporal resolution, we also have superior reproducibility, which we attribute in large part to the stability of the Ti:Sapphire oscillator. This is illustrated in Fig.3.6(b), which presents the differential fringe spacing (DFS) between successive $S_{1-\text{IAC}}(\tau)$ measurements of the laser pulse. As we explain in detail below, the DFS measures the difference between two interferometric measurements by tracking the relative positions of the fringes. In multi-wave mixing experiments, (see Ch.6), the
coherent emission trace is usually measured relative to the trace from the reference laser pulse. Here, for the purpose of demonstrating the reproducibility, Fig. 3.6(b) shows the DFS for successive interferometric traces of the laser pulse itself. As we can see from the figure, there is virtually no difference between the two successive measurements to within $\lambda / 10$. As described below, this is consistent with the fact that we are limited by the surface roughness of the interferometer mirrors, which are specified to be better than $\lambda / 20$.

The DFS is a measure of the instantaneous frequency of the coherent emission from the sample and is determined in two steps. First, interferometric $S_{\text{I-AC}}(\tau, \Delta t)$ traces are taken for the multi-wave mixing signal and for the reference pulse from the laser. Letting $N(\tau)$ be the number of fringes in a $S_{\text{I-AC}}(\tau)$ trace from delay $\tau = 0$ to delay $\tau$, $N_{\text{WM}}(\tau)$ and $N_{\text{laser}}(\tau)$ are determined from their respective traces. (This is equivalent to assigning a number to each successive fringe and recording its position in time.) Next, the differential fringe spacing is computed as the difference between the temporal positions of the corresponding fringes: $\text{DFS}(\tau) = N_{\text{laser}}(\tau) - N_{\text{WM}}(\tau)$, as shown in Fig. 3.7. In this way, we measure the evolution of the instantaneous frequency of the multi-wave mixing pulse sent into the Michelson interferometer, relative to the reference pulse. For the case of "linear chirp" sketched in Fig. 3.7, where the carrier frequency of the coherent emission ($\omega_{\text{laser}} - \alpha$) is shifted from the central frequency of the reference laser pulse ($\omega_{\text{laser}}$), it is easy to understand intuitively and to prove mathematically that $\text{DFS}(\tau)$ is linear in time, as is $\Delta \varphi(t) = -\alpha t$, the phase shift between the two pulses. It is not possible to prove this result for the general case of nonlinear chirp, but we have verified numerically on test pulses that
DFS(τ) does in fact reproduce the phase difference between the reference pulse and the test pulse. This result coupled with the fact that the power spectrum and amplitude measurements are smooth, well-behaved functions without discontinuities gives us confidence that we extract from the DFS(τ) measurement information on the instantaneous frequency dynamics of the coherent emission.

There are several important experimental points to discuss regarding the interferometric measurements. First, the sub-femtosecond resolution (~ 0.14 fs) required for interferometric accuracy was obtained using the same programmable stepper motors as the amplitude measurements. As we discussed in the section on the multi-wave mixing set-up, these stepper motors have 0.1 μm step sizes, implying a minimum time-delay of 0.66 fs. To achieve the smaller time delays, the direction of travel of the stepper motor was oriented at an angle to the direction of the incident laser beam. By doing so, we could easily obtain step sizes giving a resolution of about 70 attoseconds (40 steps per fringe). However, such resolution would only slow the data collection process without adding new information, and so we chose to acquire data with lower (140 attosecond) resolution. The disadvantage of running the stepper motor at an angle to the beam path is that as the stepper motor moves, it translates the mirror laterally and the beam travels over the surface of the mirror. Thus one limitation to our experiment is determined by the surface roughness of the mirrors used in the interferometer, as indicated in Fig.3.6.

A second important experimental point involves the calibration of the interferometric set-up. Because the angle of orientation of the stepper motor is difficult to measure precisely on the optical breadboard itself, after construction we did not know a
priori the calibration of the step size. To determine the number of steps per femtosecond, we aligned CW beams (from a HeNe laser and also from the Ti:Sapphire oscillator) into the interferometer and measured $S_{1-1AC}(\tau)$. Simultaneous power spectrum measurements of the CW beams provided the laser wavelength, and once the optical cycle was known, we were able to accurately calibrate the interferometer for future measurements.

Third, it is worth emphasizing that we measure the phase or instantaneous frequency of the multi-wave mixing signal via a differential measurement. In determining the function $DFS(\tau)$, we automatically subtract systematic sources of error in the experiment, because the reference used is an unchirped pulse from the laser (the probe pulse $k_1$) passing through the same optical set-up as the multi-wave mixing signal, missing the sample, of course, but including the sapphire substrate. Systematic errors eliminated in this way include chirp induced on the multi-wave mixing signal by propagation through and reflection from optical components, patterns in the travel of the stepper motor, and features on the surface of the interferometer mirror. We cannot, however, subtract away other sources of error in the interferometric measurements, such as effects due to mis-steps of the stepper motor (see Fig.3.5), laser instabilities, and air turbulence. Although the stability of the Ti:Sapphire laser was not a major problem, the air currents in the laboratory were. To isolate the Michelson interferometer from these currents, it was typically covered after alignment by a plastic box with holes allowing beams into and out of the set-up.

Finally, there is an interesting effect due to the finite window in time and frequency within which we perform the experiments. In theory, the first-order interferometric
 autocorrelation \( S_{1-IAC}(\tau) \) and the power spectrum \( S_{PS}(\omega) \) of a pulse are related by Fourier transform. Thus, in principle, there is no need to build interferometers when one may simply measure the power spectrum of the multi-wave mixing emission and take the Fourier transform. In practice, however, we find that by Fourier transforming one measurement we cannot reproduce the other. This is demonstrated in Fig.3.8, which shows experimentally measured \( S_{1-IAC}(\tau) \) and \( S_{PS}(\omega) \) and their fast Fourier transforms (FFT). The \( S_{PS}(\omega) \) measurement contains 1024 points in the frequency domain and \( S_{1-IAC}(\tau) \) is measured with 4096 data points. The discrepancy results from the finite experimental window, as opposed to infinite theoretical window, in frequency and time and the finite accuracy of the FFT algorithm. Although the FFT captures some of the important features, such as the beating in time and peaks in frequency, it clearly does not reproduce the direct measurement itself.

Because the first-order interferometric autocorrelation of the multi-wave mixing signal is symmetric in time, we also performed the first-order interferometric cross-correlation \( S_{1-ICC}(u, \Delta t) \) measurement to provide the sign of the phase shifts in time. The cross-correlation is performed for fixed time-delay \( \Delta t \) between pulses and is given by

\[
S_{1-ICC}(u, \Delta t) = \int P(t, \Delta t) + E_{laser}(t-u)^2 \, dt \quad \text{Eqn.3-7}
\]

where the coherent emission interferes with a reference pulse from the laser delayed by time \( u \). The set-up is the Mach-Zender interferometer shown in Fig.3.9. One arm of the
interferometer contains the multi-wave mixing optical set-up of Fig. 3.1, which generates the coherent emission from the sample, while the other arm contains the time delayed reference pulse from the laser. The multi-wave mixing beam and the reference laser beam are made co-linear and aligned into the GaAs slow detector used for the first-order interferometric autocorrelation. The sub-femtosecond time-delay is achieved as described for the interferometric measurement above. Data from such a measurement will be presented in Ch. 6, where their interpretation will also be important for establishing the degree of inhomogeneous broadening in the sample.

3.5.3 Data collection and processing

Power spectrum measurements at the OMA were interfaced via GPIB to either a 386 or 486 PC and controlled by software (Princeton Applied Research, Model 1471A Detector Interface). The collected data was translated into ASCII format and then processed in the ASYST programming language. All traces in the time-domain were controlled by a scanning program written in ASYST, which incremented the stepper motors while collecting data from the lock-in amplifier. The time-domain data was directly processed using ASYST.
3.6 Summary and conclusions

We have described the experimental apparatus we constructed to characterize the coherent emission from excitons in GaAs quantum wells. The ultrafast emission is resolved in both the time- and frequency-domain using intensity and interferometric techniques of unprecedented resolution, when compared to traditional experiments on these systems. In the following three chapters we present the first experimental results of transient four- and six-wave mixing measurements investigating the ultrafast dynamic response of both the amplitude and the instantaneous frequency of the emission.
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Figure 3.1: Optical set-up for transient multi-wave mixing experiments generating four-wave ($2\mathbf{k}_2 - \mathbf{k}_1$) and six-wave ($3\mathbf{k}_2 - 2\mathbf{k}_1$) mixing signals in the directions shown. The convention for positive time-delay ($\Delta t > 0$) is also shown. BS = beam splitter. M = mirror.
Figure 3.2: Michelson interferometer for interferometric autocorrelations. $M =$ mirror. BS = beam splitter. PMT = photomultiplier tube. The lens and nonlinear crystal (dashed components) are used only for second-order autocorrelations; for first-order autocorrelations they are removed.
Figure 3.3: Second-order interferometric autocorrelation of a Ti:Sapphire laser pulse with duration approximately 80 fs. The thin line (fringe pattern) is the measured data and the thick line is the envelope of a theoretical prediction for a chirp-free Gaussian pulse.
Figure 3.4: Optical set-up for time-integrated (TI) and time-resolved (TR) multi-wave mixing measurements for amplitude characterization of the coherent emission.
Figure 3.5: Typical first-order interferometric autocorrelation of the ultrashort laser pulse from the Ti:sapphire oscillator. Time delay $\tau = 0$ represents co-incidence of pulses from the two-arms of the Michelson interferometer of Fig.3.2.
Figure 3.6(a): The resolution of the interferometric measurement is determined by the number of steps per fringe (21) and the duration of the optical cycle (2.81 fs), giving a minimum time-delay smaller than 140 attoseconds.

Figure 3.6(b): The reproducibility of the experiment is measured from the differential fringe spacing of two successive autocorrelation measurements of the laser pulse. The accuracy of the experiment is observed to be approximately $\lambda / 10$. 

81
Figure 3.7: The differential fringe spacing $\text{DFS}(\tau)$ (magnitude shown by arrows) is determined by comparing the position of interferometric autocorrelation fringes of the signal pulse (thin line) with the position of the corresponding fringes of the reference pulse from the laser (thick line). The case of "linear chirp" is sketched here.
Figure 3.8: Four-wave mixing power spectrum measurement (a) and first-order interferometric autocorrelation (a') taken under identical experimental conditions. For comparison, their fast Fourier transforms are shown in (b) and (b'), respectively.
Figure 3.9: Mach-Zender interferometer for first-order interferometric cross-correlations of the multi-wave mixing signal with a reference pulse from the laser. A mirror mounted on a mechanical stepper motor provides time delay $u$. $M =$ mirror. $BS =$ beam splitter. $PMT =$ photomultiplier tube.
Chapter 4

Four-Wave Mixing:
Ultrafast Amplitude Decay

4.1 Introduction

It is known that Coulomb correlation influences both the linear and the nonlinear optical response of excitons in GaAs quantum wells (QWs), as demonstrated, for example, by pump-probe experiments. [4.1] In this chapter, we investigate the effects of Coulomb interaction on time-resolved four-wave mixing (TR FWM) measurements. If Coulomb correlation plays a role, then, in addition to the prompt contribution to the coherent FWM emission due to phase-space filling (PSF), we expect to observe a delayed contribution arising from polarization wave scattering (PWS), as mediated by the Coulomb potential. (See Ch.2.)

Historically, the first transient FWM experiments performed on semiconductors involved time-integrated (TI) measurements. As explained in Chapters 2 and 3, these TI measurements were viewed as being equivalent to time resolving the emission itself, since such is the case for independent two-level systems. [4.2] However, once signatures for Coulomb correlation appeared in TI FWM from semiconductors [4.3] [4.4], there was a clear need for TR FWM, where all the information lost to integration could be recovered.
and observed. Time resolution was initially achieved by using streak cameras in experiments on mixed crystals where dephasing times are several hundred picoseconds. [4.5] The first TR FWM measurements on semiconductor QWs by cross-correlation (using upconversion techniques to optically gate the emission, see Ch.3) were made using ps pulses. [4.6] [4.7] Following the development of stable, tunable, fs-pulsed lasers in the near-IR [4.8], more thorough and quantitative studies could be embarked upon, including studies at low temperatures. [4.9]

Here we present results from the first attempt to fully characterize the transient nonlinear optical response of quasi-2D room temperature excitons in GaAs on a femtosecond time scale. [4.10] [4.11] [4.12] [4.13] We begin by measuring the amplitude of the coherent emission from the sample in this and the following chapter and present measurements of the instantaneous frequency in Ch.6.

After a brief description of some experimental details not outlined in previous chapters, the TR FWM data is presented in section 4.2. Upon comparison with the TI FWM lineshapes, it is clear that the simple two-level system description of FWM coherent emission is not valid for this system. This is confirmed in section 4.3 when the TR FWM data is fit to numerical solutions obtained from the nonlinear Schrodinger equation. Proper fits can only be obtained when Coulomb correlation is included. These important and new results are summarized and conclusions are drawn in section 4.4.
4.2 Experimental results

The sample investigated for this study is a multiple quantum well (MQW) structure consisting of 47 periods of 98Å GaAs wells and 96Å Al0.3Ga0.7As barrier layers. It was prepared as described in Ch. 3 and held at room temperature for all experiments. The transmission spectrum of the MQW sample is shown as the solid curve in Fig. 4.1, which also shows a typical power spectrum for the excitation laser pulses (dashed curve) used in these experiments. The Ti:Sapphire laser was tuned to selectively excite the n=1 heavy-hole exciton, as shown in the figure, for all experiments described in this chapter.

Two-pulse time-integrated (TI) and time-resolved (TR) four-wave mixing (FWM) experiments were performed. All measurement techniques and timing conventions for excitation pulses were defined in the previous chapter. For the data presented in this chapter, the temporal overlap of the two excitation pulses k1 and k2 (i.e. time delay \( \Delta t = 0 \)) was found by two independent methods. One technique marked \( \Delta t = 0 \) by using the location of the intersection point of the TI FWM signals measured in directions \( 2k_2-k_1 \) and \( 2k_1-k_2 \), as shown in Fig.4.2. For finite pulses, this procedure is known to give an accurate estimate of zero time delay. [4.14] (Note that all FWM data presented in this dissertation were measured in direction \( 2k_2-k_1 \). The signal in the opposite FWM direction, \( 2k_1-k_2 \), was measured solely for the purpose of establishing zero time delay.) The other technique marked \( \Delta t = 0 \) by measuring the intensity autocorrelation of the laser pulse at the location of the sample itself. The two methods for establishing \( \Delta t = 0 \) were found to differ by less than 4 fs, which is well within our experimental error.
4.2.1 Free induction decay

Figure 4.3 shows a series of TR FWM signals measured at excitation density \( N_x = 3 \times 10^{11} \text{cm}^{-2} \) and for time-delays between \( \Delta t = -40 \text{ fs} \) and \( \Delta t = +140 \text{ fs} \). Note that on the abscissa the zero of absolute time, \( t = 0 \), is not marked. Rather, the TR FWM traces are presented relative to one another, with the time calibration noted. As mentioned in Ch.3, it is impossible for us to measure precisely the origin of absolute time (\( t = 0 \)) in the TR measurements. However, as explained in detail in section 4.3, once these TR FWM data are fit to numerical calculations for the coherent emission in direction \( 2k_2-k_1 \), it will be possible to locate \( t = 0 \). This is an important point, because knowledge of \( t = 0 \) will greatly contribute to our understanding of the exciton dynamics affecting the coherent emission.

Even without knowledge of \( t = 0 \), there is much to be learned from these data as they are presented here. First, we note that the temporal lineshapes are smooth and regular, without discontinuities. This point will be important to remember when considering the interpretation of instantaneous frequency measurements in Ch.6. Second, the overall duration of the coherent emission is rather fast, \( \approx 200 \text{ fs} \), relative to the duration of the \( \approx 80 \text{ fs} \) (FWHM) laser pulses. This indicates that the polarization dephasing time \( T_2 \) is fast, which will be verified below. Third, upon closer examination the TR lineshapes are asymmetric, non-exponential, and vary with time-delay. The implications of this will be discussed in detail in following sections of this chapter. Fourth, the timing of the emission clearly varies with time-delay. Recalling the analysis of Yajima
and Taira [4.2] (see Ch.2) for a collection of non-interacting two-level systems under δ-function pulsed excitation, we expect the timing of the FWM emission to depend upon time-delay in a specific way. In fact, the exact dependence is determined by the degree of inhomogeneous broadening in the system. Thus, one important result of the TR FWM data presented here is that by carefully measuring the timing of the emission one can determine whether or not the system is homogeneously broadened.

We demonstrate this fact immediately by plotting the relative positions of the maxima of the TR FWM signals from Fig.4.3 vs. the time-delay \( \Delta t \), as shown by the filled circles in Fig. 4.4. Also marked on the figure are the evolutions with time-delay expected for free induction decay signals (hollow circles) and for photon echoes (triangles). Recall that in the analysis of Yajima and Taira, for \( \Delta t > 0 \) a homogeneously broadened system emits a FID signal in direction \( 2k_2-k_1 \) immediately following the arrival of pulse \( k_2 \), or, at time \( t = \Delta t \). On the other hand, a strongly inhomogeneously broadened system emits a photon echo only once time \( \Delta t \) has elapsed after pulse \( k_2 \) is incident, or, at time \( t = 2\Delta t \). As plotted in the figure, for \( \Delta t > 0 \) this corresponds to a line of slope equal to 1 for FID (hollow circles) and 1/2 for photon echo (triangles). From the figure it is clear that our data reflect a free induction decay (FID) process [4.15], not a photon echo, and arise from a homogeneously broadened collection of quasi-2D excitons. Additional TR FWM data taken at higher excitation density \( N_x = 10^{12}\text{cm}^{-2} \) are shown in Figures 4.5 and 4.6 and confirm this result. (We note that for \( \Delta t < 0 \) the analysis of Yajima and Taira predicts no FWM emission. Experimentally, however, we do measure a signal for \( \Delta t < 0 \) due to the
overlap of the finite excitation pulses for small Δt.) In this way, TR FWM provides a means of determining unambiguously whether or not the system being studied is homogeneously broadened. Importantly, there is no way of determining this property of the system from the conventional TI FWM measurement alone.

The FID we observe is understood when one considers that the experiments are performed at room temperature, where collisional broadening with the large population of thermal phonons homogenizes the exciton line. At low temperatures, a homogeneously broadened exciton line would normally require heterostructures made from very high quality materials, since fluctuations in layer thickness are a source of inhomogeneous broadening. (Indeed, the photon echo behavior expected from the inhomogeneously broadened system of a QW at low temperature has been verified experimentally by others. [4.7]) For the purpose of purely studying the ultrafast dynamics of excitons, we prefer a homogeneously broadened system, where each exciton "sees" the same environment and which responds with a free induction decay. For this reason the experiments were performed at room temperature, the only disadvantage being a relatively fast polarization dephasing time T2. This leads to the overall short duration of the coherent emission, as we saw in the TR FWM signals above. In the following sections we will measure T2 directly from the FWM data using the conventional method of TI FWM and contrast this result with the analysis of the TR FWM lineshape.
4.2.2 Time-resolved vs. time-integrated data

Having demonstrated that the system is homogeneously broadened from the TR FWM results, we turn to the TI FWM data both to check the internal consistency of our results and to extract an estimate for the polarization dephasing time $T_2$. We begin by examining the TI FWM signal shown as the solid line in Fig.4.7, taken under the same excitation conditions as the TR FWM data of Fig.4.3, and noting a few qualitative features. The profile of the TI signal is only slightly asymmetric, indicating a polarization dephasing time $T_2$ which is fast relative to the excitation laser pulse duration. This is consistent with the observations from the TR FWM measurement and is not surprising in light of the fact that we are working both at room temperature and at the exciton saturation density $N_{sat} \approx 3 \times 10^{11} \text{cm}^{-2}$, where we expect collisions with phonons and other excitons to increase the dephasing rate of the coherent polarization established in the sample. Notice also that the TI FWM curve peaks around $\Delta t = +50\text{ fs}$ and not at $\Delta t = 0$. This effect is well understood from modeling done for two-level systems under resonant excitation by finite pulses [4.16] and it results from a combination of finite pulse effects and finite, non-zero polarization dephasing time $T_2$. In fact, this result tends to support our measurement of $\Delta t = 0$.

Importantly, we can verify the internal consistency of our TR and TI FWM results by numerically integrating the TR FWM data in Fig.4.3 for each time-delay and comparing the result to the TI FWM signal measured directly with the GaAs slow detector. Fig.4.7 shows the results of the numerical integration (crosses) and the measurement of the peak amplitude (hollow circles) normalized and superimposed upon the direct TI FWM measurement (solid line). The data, whether integrated numerically or by the detector, are
clearly in good agreement and give us confidence in the internal consistency of the TR and TI measurements.

Using the fact that the system under study is homogeneously broadened, we can now examine the TI FWM lineshape in greater detail by recalling the analysis presented in Ch.2. [4.2] For noninteracting two-level systems resonantly excited by δ-function pulses, the TI FWM signal decays exponentially as \( \exp(-2\Delta t/T_2) \) for FID from homogeneously broadened systems. Let us apply this analysis to the TI FWM measurement taken at lower excitation density \( N_x = 10^{11} \text{cm}^{-2} \), shown as curve (b) in Fig.4.8, and we extract a dephasing time \( T_2 \) of \( \approx 135 \pm 5 \text{ fs} \). This simple analysis represents the conventional approach taken in FWM experiments: the TI FWM signal is measured and dephasing time \( T_2 \) deduced from it. Importantly, it is worth emphasizing that for non-interacting two-level systems this approach is valid. From this perspective, in fact, there is not much to be gained from going to the trouble of measuring the TR FWM signal: both TI and TR FWM lineshapes decay exponentially and reflect the polarization dephasing time \( T_2 \) in the sample. Indeed, as we saw above, by numerically integrating the TR signal one reproduces the TI lineshape! (Even the issue of homogeneous broadening, which is settled by TR measurements, may also be determined more easily, perhaps, by TI three-pulse FWM experiments. [4.17]) The critical assumption made when applying this analysis to semiconductors is that the collection of resonantly excited quasi-2D excitons, in this case, responds as a collection of independent and non-interacting two-level systems would respond. In fact, as we show immediately, this is not correct and the conventional analysis presented above for deducing \( T_2 \) is wrong.
The error becomes obvious when we compare the lineshape of the TI FWM signal to that of the TR FWM signal. From the analysis presented in Ch.2 for independent two-level systems [4.2], both TI and TR FWM lineshapes are expected to decay exponentially, with the same time dependence. This is understood as being a reflection of the exponential decay of the coherent polarization in the medium, metered by the dephasing time $T_2$. Fig.4.8 compares the TI FWM signal analysed above (curve (b)) with the TR FWM signal (curve (a)) taken at $\Delta t = 0$ and under identical excitation conditions. The curves have been normalized and the unrelated time axes have been shifted to bring the maxima into coincidence for comparison. Clearly there is an enormous difference between the two curves. The TR FWM lineshape does not decay exponentially, and is, in fact, much broader than the TI FWM trace. (One might expect the TR FWM trace to be slightly broader, since the upconversion is realised not with $\delta$-function pulses, but with finite pulses. However, this is a small effect and certainly cannot explain the nonexponential decay we observe.) Furthermore, the degree of discrepancy between the TR and TI curves strongly depends upon the excitation density, as demonstrated by the data presented in Fig.4.9, which are taken at higher excitation density $N_x = 4 \times 10^{11} \text{cm}^{-2}$. At higher density we still observe a distinct difference between TR and TI FWM, but the non-exponential decay of the TR trace is clearly more pronounced at lower density. These observations are all consistent with effects due to Coulomb correlation, as described in Ch.2, where there is a delayed polarization wave scattering (PWS) contribution to the emission arising from interactions among excitons, thus leading to a non-exponential profile for the TR FWM signal. This effect will be demonstrated explicitly in the next
section. We note that after the above experiments were performed, another group obtained numerical solutions to the semiconductor Bloch equations (SBE) for excitation conditions matching our experiment. [4.18] They compared TR FWM traces for several $\Delta t$ and the lineshapes of TI vs. TR FWM signals and found excellent agreement with our measurements. They, also, attributed their findings to Coulomb interaction.

We understand the density dependence of our results by noting that at higher excitation densities there are more free electron hole pairs present due to exciton ionization and these free carriers act to screen the Coulomb correlation. It is for this reason, less screening at lower densities, that the non-exponential decay of the TR signal is more pronounced in Fig.4.8 than in Fig.4.9. This description will be discussed in greater detail in the next section. For now, a final point to emphasize is that by its very nature, the TI measurement loses information (during integration) that can only be found from measuring the TR FWM lineshape directly. Assuming that the TR and TI measurements provide equivalent information is incorrect for FWM experiments in semiconductors.

4.3 Numerical analysis

We may quantify the qualitative description given above by fitting the TR FWM data to the lineshape predicted by the nonlinear Schrodinger equation for the exciton transition amplitude. [4.19] [4.20] This description was introduced in the Appendix and shown to be equivalent to the formalism presented in detail in Ch.2. For convenience, we rewrite Eqn.8 of the Appendix, separating terms for clarity
The notation for the renormalized transition frequency has been changed from \( \omega \) to \( \Omega \). As described in Ch.2, the first two terms on the right hand side describe the linear response, while the last two describe the nonlinear response. Recall that the first nonlinear term originates from the Pauli exclusion principle and accounts for the effect of phase space filling (PSF) in the semiconductor. It is analogous to a saturation term and for high fields it acts to reduce the dipole coupling of the exciton to the applied field. The second nonlinear term describes the effect of Coulomb correlation as excitons at one site \( \psi' \) interact with excitons at another site \( \psi \) via the potential \( V \). This term accounts for polarization wave scattering (PWS), which produces a contribution to the coherent FWM emission which is delayed with respect to the prompt PSF contribution.

Using the perturbation expansion described in Ch.2, we solve Eqn.4-1 numerically, in the mean-field approximation, to third order in the field for the coherent emission in direction \( 2k_2-k_1 \). We further include the effect of upconversion of the emitted signal (see Ch.3) to completely reproduce the TR FWM result for our experimental conditions. The adjustable parameters are: pulse duration, dephasing time \( T_2 \), and the ratio of nonlinearities (Coulomb correlation to saturation density) \( Vl\psi_{sat}^2 \). The excitation laser pulses are known to be Gaussian in shape and their duration is deduced from the measured non-collinear intensity autocorrelation assuming transform limited pulses. The dephasing
time is first estimated from TI FWM results and then adjusted, along with the ratio of nonlinearities, to best fit the data.

Figure 4.10 shows fits of the numerical analysis to series of TR FWM data taken at excitation density $N_x = 10^{11} \text{cm}^{-2}$. In the figure, the dash-dotted lines give the PSF contribution from Pauli exclusion, while the dashed lines give the PWS contribution from Coulomb correlation. The thin solid line represents the sum of these two contributions and is seen to match the data very well. Importantly, we find that it is impossible to fit these TR FWM data without including the effect of Coulomb correlation. From the figures it is easy to obtain an intuitive understanding of this. The PSF contribution is nearly instantaneous, beginning immediately after the arrival of the second pulse (and limited only by the fact that we have finite pulses). The PWS contribution, on the other hand, is delayed with respect to the PSF contribution. This occurs because PWS requires coherent polarization to be present in the sample. Naturally, the time before which the polarization loses its coherence is $T_2$, so the PWS via Coulomb interaction is delayed by this amount of time, as we will show below. This combination of a prompt plus a delayed contribution is the signature for Coulomb correlation in TR FWM and leads to an overall decay which is non-exponential. Such a decay is impossible to reproduce from PSF alone.

It is important to note that the entire TR FWM series vs. $\Delta t$ is fit for a single origin of absolute time ($t = 0$), for a fixed relative magnitude, and, naturally, for a single excitation pulse: i.e. these are parameters which are not adjusted to make these fits. We note that this procedure gives us the best estimate we can possibly have for the true zero of absolute time $t$. Thus, the only parameters adjusted for the fits are $T_2$ and $\text{V}^2\psi_{\text{rel}}^2$.
which are summarized in Table 4.1(a). From the table it is clear that for a fixed excitation density, $T_2$ and $\mathcal{V}l\psi_{\text{rad}}^2$ vary with time delay $\Delta t$. Although at first this fact was surprising to us, upon reflection it makes sense when one recalls that the two excitation pulses $k_1$ and $k_2$ are not identical. In fact, the intensity of $k_2$ is twice that of $k_1$. Therefore, the effective excitation density in the sample will vary depending upon the timing of the excitation pulses, $\Delta t$. As explained before, at higher excitation densities, the dephasing time $T_2$ decreases and the Coulomb correlation $\mathcal{V}$ is screened. For this reason, $T_2$ is smaller for $\Delta t < 0$, when the more intense pulse $k_2$ is incident on the sample first. This effect, specifically that $T_2$ varies with $\Delta t$, is now known as excitation induced dephasing (EID) [4.21] and was confirmed by fits to TR FWM data taken at higher excitation density. Also listed in the table is the percentage of the TR FWM signal arising from the PWS contribution. As expected, the highest percentage $\approx 75\%$ occurs for $\Delta t < 0$, when the FWM emission is dominated by the effects of Coulomb correlation. As the time-delay increases for $\Delta t > 0$, the percentage decreases since the induced polarization has more time to dephase, thus reducing the relative contribution of PWS.

We should note that the $T_2$ used to fit all the TR data in this section are consistent with the dephasing times we will present in the next chapter from six-wave mixing (SWM) experiments under similar excitation conditions. Furthermore, the $T_2$ deduced from the TI FWM measurements are clearly seen to be unreliable and inconsistent with those deduced from TR FWM and SWM. The reasons are now obvious: the conventional analysis of TI FWM data neglects effects due to EID and due to the contribution from Coulomb correlation. An example is the value for $T_2$ extracted from the TI FWM measurement at
low excitation density $N_s = 10^{11}\text{cm}^{-2}$ in Fig.4.8: $T_2 = 135 \pm 5$ fs is inconsistent with SWM data. On the contrary, the value obtained from analysis of the corresponding TR FWM trace at $\Delta t = 0$ gives a value much larger: $T_2 = 190 \pm 5$ fs. It is worth emphasizing that in the TR FWM experiment, $\Delta t$ remains fixed, so excitation of the sample is constant. This is not true for TI FWM, which measures variations as a function of $\Delta t$ and therefore contains in its lineshape a superposition of excitation conditions.

The real strength of the TR FWM numerical analysis appears when we compare the fits for several excitation densities. Because of effects due to EID, we only compare TR FWM lineshapes for coincident pulses ($\Delta t = 0$), as shown in Fig.4.11 and summarized in Table 4.1(b). At the highest density, the TR FWM signal is entirely due to PSF and the dephasing time is extremely short. At these densities, band gap renormalization effects become important: the semiconductor continuum states shift below the excitation frequency, excitons dissociate and create free electron-hole pairs, which shorten the relaxation time and screen the Coulomb interaction. [4.1] As the density is lowered, the polarization dephasing time $T_2$ increases and the PWS contribution to the emission therefore increases, until it dominates the emission at the lowest densities we were able to measure. Interestingly, the saturation density for GaAs QWs is $N_{sat} = 3 \times 10^{11}\text{cm}^{-2}$ and from these data the Coulomb correlation appears to rapidly "turn on" below this density. Table 4.1(b) shows this explicitly as the percentage of the TR FWM signal due to PWS jumps from $= 14\%$ when $N_x > N_{sat}$, to $= 60\%$ when $N_x$ falls below $N_{sat}$. This is consistent with our qualitative descriptions of screening and dephasing in the sample. At the lower densities, the coherent polarization, and hence PWS, has sufficient time to build up before
dephasing processes destroy it. We may directly observe this growth by noting how the timing of the peak of the TR FWM signal varies with excitation density. As indicated before, these fits to the TR data represent the only way of determining accurately the location of $t = 0$. Now we see the importance of that information: as the density is lowered, the polarization maintains its coherence for a longer time and the contribution to the emission arising from Coulomb correlation is therefore emitted at a later time ($\approx T_2$). This effect is clearly demonstrated in these data where the position of the peak of the TR FWM signal varies from $\approx 15$ fs at the highest density to $\approx 160$ fs at the lowest density.

4.4 Conclusions

We have shown that there is much to be gained by directly measuring the amplitude of the coherent emission from semiconductors. TR FWM measurements have not only confirmed that the room temperature excitons in the quantum well sample are homogeneously broadened, they have demonstrated that effects due to Coulomb correlation in such systems can dominate the emission at low excitation densities. In performing the analyses which lead to these results we also discovered, for the first time, that the dephasing time $T_2$ can vary as a function of the time-delay between pulses: an effect later dubbed “excitation induced dephasing” [4.21] in the literature. Importantly, it is clear from these results that conventional TI FWM measurements alone are not sufficient for a thorough understanding of the exciton dynamics. In fact, we have shown
that TI measurements can hide information which is found by analysis of the measured TR lineshape.

The data presented here represent the first quantitative measurements and analyses of the effects of Coulomb correlation on the TR FWM emission from room temperature excitons in GaAs QWs. We can further test the ideas which led us to these results by measuring the next higher order of wave-mixing signal under similar excitation conditions. Although higher order effects on FWM have previously been considered in relation to Coulomb correlation [4.4] [4.22], until now the direct effects of Coulomb interactions on the six-wave mixing (SWM) signal itself have not been investigated. The TI and TR lineshapes of SWM measurements are presented in the following chapter.
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Figure 4.1: Transmission spectrum of the multiple quantum well sample at room temperature (solid line) and the power spectrum of the excitation laser pulse (dashed line). The pronounced dips in the transmission at approximately 840nm and 846nm are the n=1 light-hole and heavy-hole excitons, respectively.
Figure 4.2: Finding time delay $\Delta t = 0$ using the intersection of TI FWM signals from directions $2k_1-k_2$ (dotted line) and $2k_2-k_1$ (solid line), for typical experimental conditions: excitation density $N_e = 3 \times 10^{11}$ cm$^{-2}$ and laser pulse duration $(78 \pm 3)$ fs.
Figure 4.3: TR FWM signals, offset for clarity, for a range of time delays $\Delta t$ between -40fs and +140fs. The data were taken for an excitation density $N_x = 3 \times 10^{11} \text{cm}^{-2}$ and for an excitation laser pulse duration of $(78 \pm 3)\text{fs}$. 
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Figure 4.4: Relative positions of the maxima of the TR FWM signals shown in Fig. 4.3 vs. time delay $\Delta t$ (filled circles). Evolution expected for free induction decay signals (hollow circles) and for photon echoes (triangles).
Figure 4.5: TR FWM signals, offset for clarity, for a range of time delays $\Delta t$ between -80fs and +160fs. The data were taken for an excitation density $N_x = 10^{12}\text{cm}^{-2}$ and for an excitation laser pulse duration of $(78 \pm 3)$fs.
Figure 4.6: Relative positions of the maxima of the TR FWM signals shown in Fig.4.5 vs. time delay $\Delta t$ (filled circles). Evolution expected for free induction decay signals (hollow circles) and for photon echoes (triangles).
Figure 4.7: TI FWM signal measured directly with the GaAs slow detector (solid line). Numerical integration (crosses) and maximum amplitude (hollow circles) of the TR FWM data shown in Fig.4.3. All data points are normalized to the peak of the TI FWM signal and all data are taken at excitation density $N_x = 3 \times 10^{11} \text{cm}^{-2}$ and with an excitation laser pulse duration of $(78 \pm 3)\text{fs}$. 
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Figure 4.8: (a) TR FWM signal recorded for $\Delta t = 0$ and (b) the corresponding TI FWM signal. All data are taken for excitation density $N_x = 10^{11}$ cm$^{-2}$ and with an excitation laser pulse duration of $(96 \pm 2)$ fs.
Figure 4.9: (a) TR FWM signal recorded for $\Delta t = 0$ and (b) the corresponding TI FWM signal. All data are taken for excitation density $N_x = 4 \times 10^{11} \text{cm}^{-2}$ and with an excitation laser pulse duration of $(98 \pm 2)\text{fs}$. 
Figure 4.10: Numerical fits to TR FWM data taken at excitation density $N_x = 10^{11}\text{cm}^{-2}$ and with an excitation laser pulse duration of $(98 \pm 2)\text{ fs}$ for time-delays $\Delta t =$ (a)-40 fs, (b)0 fs, (c)+80 fs, (d)+120 fs. The dash-dotted lines give the phase-space filling contribution, the dashed lines give the Coulomb contribution, and the solid lines give their sum.
Table 4.1(a): Parameters from fits to TR FWM data in Fig.4.10, $N_x = 10^{11} \text{cm}^{-2}$, and the percentage of the TR FWM signal arising from the Coulomb (PWS) contribution to the signal.

<table>
<thead>
<tr>
<th>$\Delta t$ (fs)</th>
<th>$T_2$ (fs)</th>
<th>$\sqrt{W_\text{sat}}^2$</th>
<th>%</th>
</tr>
</thead>
<tbody>
<tr>
<td>-40</td>
<td>160 ± 5</td>
<td>.009</td>
<td>75.0</td>
</tr>
<tr>
<td>0</td>
<td>190 ± 5</td>
<td>.009</td>
<td>71.6</td>
</tr>
<tr>
<td>+80</td>
<td>190 ± 5</td>
<td>.011</td>
<td>67.4</td>
</tr>
<tr>
<td>+120</td>
<td>190 ± 5</td>
<td>.009</td>
<td>54.8</td>
</tr>
</tbody>
</table>

Table 4.1(b): Parameters from fits to TR FWM data in Fig.4.11, $\Delta t = 0$, and the percentage of the TR FWM signal arising from the Coulomb (PWS) contribution to the signal.

<table>
<thead>
<tr>
<th>$N_x$ (cm$^{-2}$)</th>
<th>$T_2$ (fs)</th>
<th>$\sqrt{W_\text{sat}}^2$</th>
<th>%</th>
</tr>
</thead>
<tbody>
<tr>
<td>$1 \times 10^{13}$</td>
<td>10 ± 5</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>$1 \times 10^{12}$</td>
<td>70 ± 5</td>
<td>.002</td>
<td>1.8</td>
</tr>
<tr>
<td>$4 \times 10^{11}$</td>
<td>130 ± 5</td>
<td>.0033</td>
<td>14.1</td>
</tr>
<tr>
<td>$2 \times 10^{11}$</td>
<td>190 ± 5</td>
<td>.007</td>
<td>60.4</td>
</tr>
<tr>
<td>$1 \times 10^{11}$</td>
<td>190 ± 5</td>
<td>.009</td>
<td>71.6</td>
</tr>
</tbody>
</table>
Figure 4.11: Numerical fits to the TR FWM data taken at $\Delta t = 0$ and for a series of excitation densities $N_x = (a)10^{13}$, (b)$10^{12}$, (c)$4\times10^{11}$, (d)$2\times10^{11}$, and (e)$10^{11}$ cm$^{-2}$. The dash-dotted lines give the phase-space filling contribution, the dashed lines give the Coulomb contribution, and the solid lines give their sum.
Chapter 5

Six-Wave Mixing: Time-Integrated and Time-Resolved Measurements

5.1 Introduction

Coherent transient wave-mixing experiments with ultrashort laser pulses can reveal important dynamics in the many-body interactions between excitons in quantum wells. As we saw in the previous chapter, the presence of Coulomb correlation significantly modifies the temporal lineshape of four-wave mixing (FWM) signals measured at low excitation densities. In order to quantify and compare the relative contributions of the various nonlinearities involved (phase space filling and Coulomb correlation), however, numerical fits to the time-resolved (TR) FWM data were necessary. In the present chapter, we demonstrate for the first time that the lineshape of time-integrated (TI) six-wave mixing (SWM) reflects the presence of Coulomb correlation in a simple, direct, and unambiguous manner.

It is commonly assumed that TI measurements of higher order coherent wave-mixing signals (i.e. orders higher than FWM) will not reveal any information about the dephasing processes of the system being studied. [5.1] This assumption, coupled with the experimental difficulties associated with measuring the small signals arising from fifth-
order processes, explains why wave-mixing experiments usually do not measure diffracted signals beyond the first-order, FWM, signal. In fact, we derived this result explicitly in Ch.2 for SWM emission from a collection of independent two-level systems under resonant excitation by δ-function excitation pulses [5.2], where the analysis further showed that all information related to the dephasing of the polarization is contained in the TR SWM measurement. However, these assumptions were shown to be incorrect when effects arising from Coulomb interaction were included in the model, as is necessary for the case of coherent emission from semiconductors. Here, we verify these theoretical predictions experimentally by measuring the TI and TR SWM emission from GaAs quantum wells at several excitation densities.

In section 5.2 we begin our presentation of the experimental results by showing that at high excitation densities, when Coulomb interactions are screened, it is possible to extract reliable dephasing information only from the TR SWM measurement. We then lower the excitation density and directly measure signatures of Coulomb correlation in the TI SWM lineshape. In section 5.3 we summarize our results and conclude our analysis of the ultrafast amplitude decay of coherent wave mixing emission from semiconductors.

5.2 Experimental results

The sample we investigated in the SWM experiments was the optically thin GaAs multiple quantum well structure described in Ch.4. The transmission spectrum of the sample and the power spectrum of the excitation laser pulse used in the experiments are shown in
Fig. 4.1. All measurements were performed at room temperature using transform-limited, 
\( \approx 100 \text{ fs} \) laser pulses from a Ti:sapphire laser tuned to selectively excite the \( n=1 \) heavy-
hole exciton. As we demonstrated in Ch. 4, under these experimental conditions the 
exciton in our system was homogeneously broadened through collisions with thermal phonons. Thus, our wave-mixing signals corresponded to a free-induction decay process 
with density dependent dephasing times less than one picosecond. The SWM emission in 
direction \( 3k_2-2k_1 \) was measured via both TI and TR experiments. All measurement 
techniques and timing conventions for excitation pulses were defined in Ch. 3. The 
temporal overlap of excitation pulses in directions \( k_1 \) and \( k_2 \) (i.e. \( \Delta t = 0 \)) was found by 
measuring the noncollinear intensity autocorrelation of the excitation laser pulse at the 
location of the sample.

5.2.1 SWM measurements at high excitation densities

At excitation densities greater than the saturation density for the sample \( N_{sat} = 3 \times 10^{11} \text{cm}^{-2} \), 
excitons quickly ionize from collisions with other excitons and with phonons. Thus, under 
these conditions, the Coulomb interaction between excitons is screened due to the 
presence of a relatively large number of free carriers. [5.3] In this case, the strength of 
the Coulomb term (which is parametrized by \('V'\) in the equations in Ch. 2) is 
approximately zero and the excitons are non-interacting. As we saw in Ch. 4, the system 
of excitons then behaves like a collection of independent two-level systems. Recall that in 
the absence of interactions, SWM emission is present only when the two excitation pulses 
are incident on the sample at the same time, i.e. when time-delay \( \Delta t = 0 \). (See Eqn. 2-
12(b.) In this case, the TI SWM signal derived for δ-function excitation pulses is given only by a coherent spike at \( \Delta t = 0 \). (This result is true for all successive wave-mixing orders \((m)\) where \( m \geq 2 \).) For finite pulse widths, therefore, we would expect the TI SWM signal to follow the laser pulse and to be symmetric around \( \Delta t = 0 \).

This theoretical prediction has been verified experimentally and is shown in Fig. 5.1. The solid line in the figure is the TI SWM signal taken at high excitation density \( N_x = 10^{13} \text{cm}^{-2} \). We see that it is symmetric with respect to \( \Delta t = 0 \) with no obvious decay. For comparison, we overlay with the intensity autocorrelation of the excitation laser pulse used in the experiment raised to the 5/2 power (dotted curve). Clearly, over several orders of magnitude the two signals have the same temporal dependence, with no asymmetry in the TI signal. In this sense, at high excitation densities the TI SWM measurement is given by a coherent spike determined by the temporal overlap of the excitation pulses and provides no information on the polarization dephasing time \( T_2 \).

Under these conditions, then, we expect that all of the dephasing information is contained in the TR SWM lineshape, which is predicted to decay exponentially with time constant \( T_2/2 \). (See Eqn.2-12(a).) In this way, an estimate of \( T_2 \) can be extracted directly from the TR SWM measurement. In Fig. 5.2 we compare the TI and TR SWM traces taken at high excitation density \( N_x = 10^{13} \text{cm}^{-2} \). Indeed, the TR lineshape has a slightly asymmetric exponential decay for positive times, which is not present in the TI lineshape. To demonstrate that this asymmetry is a reflection of the polarization dephasing time \( T_2 \), we measured the TR SWM signal for decreasing excitation density. Recall that because the collision rate decreases at lower excitation densities, we expect \( T_2 \) to increase, as has
been demonstrated many times via FWM experiments. (See, for example Ch.4., [5.3], [5.4].) Fig. 5.3 shows TR SWM lineshapes taken at $\Delta t = 0$ for three excitation densities. We should point out that because SWM is a fifth-order process, the smallest signal that we could upconvert for time-resolution was produced at an excitation density $N_x \approx 10^{12}\text{cm}^{-2}$. This is above the saturation density for the sample $N_{sat} \approx 3 \times 10^{11}\text{cm}^{-2}$ and therefore high enough to effectively screen the Coulomb interaction. For this reason, in this experiment, we could lower the density of excitons by as much as an order of magnitude and still be in the regime of non-interacting excitons. Fig. 5.3(a) shows that at the highest density, $N_x \approx 10^{13}\text{cm}^{-2}$, the dephasing is so fast that we are nearly limited in resolution by the duration of the laser pulses. Nonetheless, we estimate from the measurement a polarization dephasing time $T_2 = 54 \text{ fs}$. As we lower the density to $N_x = 4 \times 10^{12}\text{cm}^{-2}$ (Fig. 5.3(b)), the TR lineshape develops a clear exponential decay from which we estimate a dephasing time $T_2 \approx 84 \text{ fs}$. Finally, Fig. 5.3(c) shows that at the lowest density we could measure, $N_x \approx 2 \times 10^{12}\text{cm}^{-2}$, the dephasing time has increased to approximately 132 fs. Clearly, as the density is lowered the polarization established in the sample maintains its coherence for longer times, and therefore we observe a slower exponential decay to the TR SWM trace.

These TI and TR SWM observations are consistent with the theoretical predictions for independent two-level systems. It is also important to note that these estimates of $T_2$ are in good agreement with values obtained from FWM under identical experimental conditions. This is plotted in Fig. 5.4, which compares values for the dephasing time $T_2$ extracted from SWM (circles) and FWM (squares) measurements for several excitation...
densities. The agreement gives us confidence in both the internal consistency of our results and in the interpretation of the data.

5.2.2 SWM measurements at low excitation densities

If the model we are using to interpret the data is correct, we should also be able to measure another important theoretical prediction: that there is in SWM an unambiguous signature for Coulomb correlation which is easily observed from a qualitative analysis of the TI signal. Recall from the discussion surrounding Eqn.2-12(b) that if one includes in the model effects arising from Coulomb interactions, then there is SWM emission at time delays other than $\Delta t = 0$ and the presence of interactions produces an asymmetry in the TI signal. This effect arises because the polarization remaining in the system after the pulsed-excitation field is no longer present continues to interact with the population grating via the Coulomb potential, thus producing a diffracted signal. This process was called polarization-wave scattering (PWS) in Ch.2. The dynamics of the interaction of the polarization with the grating are such that the usual (in the absence of interactions) time development of the coherent emission is significantly changed. It is this asymmetry which is the signature of Coulomb correlation in TI SWM. As we demonstrate below and contrary to the complicated analyses used to interpret FWM data, this signature is observed quickly and easily from the TI SWM data.

As we demonstrated by the FWM results presented in Ch.4, by lowering the exciton density to a point below the saturation density for GaAs, $N_{sat} = 3 \times 10^{11}\text{cm}^{-2}$, the Coulomb interaction between excitons is no longer efficiently screened by free carriers.
The dynamics of these interactions then significantly affect the wave-mixing emission and cannot be ignored. Because SWM is a fifth-order process, the emission at such low densities was very small and it was not possible to detect the upconverted TR SWM signal. However, it was possible to perform the TI SWM experiment and data from such a measurement is shown in Fig. 5.5. The exciton density in this experiment was $N_x = 2.7 \times 10^{11} \text{cm}^{-2}$ and at this density an asymmetry in the TI measurement was clearly visible in a simple logarithmic plot of the data. This is an entirely different response from the TI SWM data taken at higher excitation density (Figs. 5.1 and 5.2) where, in the absence of interactions, we observed the TI SWM measurement to be a symmetric coherent spike around $\Delta t = 0$.

Clearly, at low densities the presence of Coulomb interactions allows for the scattering of the induced polarization off the grating, which occurs even when the two excitation laser pulses are not in the sample at the same time. Thus, the interactions arising from PWS produce an emitted SWM signal for $\Delta t \neq 0$. In fact, our observations are consistent with the slower decay of the emission expected for positive time delays. (See Eqn.2-12(b)). Thus, we interpret the pronounced asymmetry in the TI signal measured here as the signature of exciton-exciton interactions via Coulomb correlation in SWM.
5.3 Summary and conclusions

We have presented experimental evidence for many-body interactions via Coulomb correlation, as observed for the first time from SWM measurements at low excitation densities. By changing the excitation density we observe clear variations in both the polarization dephasing time $T_2$ and the effective strength of the Coulomb interaction. These results are entirely consistent with the theoretical model presented in Ch.2. and with the FWM data from Ch.4. Importantly, an unambiguous signature of these collective exciton dynamics was observed from only a simple qualitative analysis of the TI SWM measurement.

We have shown in Chs. 4 and 5 that TI and TR amplitude measurements of the coherent emission from semiconductor quantum wells at room temperature can reveal signatures attributed to Coulomb correlation, as predicted by the theoretical models of Ch.2. Another important, yet heretofore ignored, prediction of these models is that Coulomb correlation affects both the amplitude and the phase of the coherent emission. In the next chapter we conclude our treatment of the full characterization of the coherent wave mixing emission from semiconductors, by presenting measurements of the ultrafast instantaneous frequency dynamics.
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Figure 5.1: TI SWM lineshape measured at high excitation density $N_x = 10^{13}$cm$^{-2}$ (solid curve) compared with the noncolinear autocorrelation trace of the excitation laser pulse raised to the power $5/2$ (dotted curve).
Figure 5.2: Symmetric TI SWM lineshape (a) vs. asymmetric TR SWM lineshape at $\Delta t = +80\text{fs}$ (b). All data were taken at high excitation density $N_x = 10^{13}\text{cm}^{-2}$. 
Figure 5.3: TR SWM lineshapes measured at Δt = 0 for excitation densities (a) $N_x = 10^{13}\text{cm}^{-2}$, (b) $N_x = 4\times10^{12}\text{cm}^{-2}$, and (c) $N_x = 2\times10^{12}\text{cm}^{-2}$. The dephasing times extracted from the TR decays are: (a) $T_2 = 54\text{fs}$; (b) $T_2 = 84\text{fs}$; (c) $T_2 = 132\text{fs}$.
Figure 5.4: Comparison of dephasing times $T_2$ extracted from SWM (circles) and FWM (squares) measurements for several excitation densities.
Figure 5.5: TI SWM trace at low excitation density $N_x = 2.7 \times 10^{11}$ cm$^{-2}$. The dashed line is a visual aid to demonstrate the asymmetry of the curve.
Chapter 6

Ultrafast Response via Four-Wave Mixing: Phase Measurements

6.1 Introduction

We have shown that time-integrated (TI) and time-resolved (TR) multi-wave mixing measurements are both important techniques for detecting signatures of Coulomb correlation in the ultrafast coherent emission from semiconductors. Both four- and six-wave mixing (FWM, SWM) signals detected in TI and TR experiments fit very well into the theoretical predictions for the amplitude of the multi-wave mixing emission presented in Ch.2. For example, as demonstrated in Ch.4, at the lowest excitation densities the TR FWM profile displayed both prompt and delayed contributions to the emission. This allowed us to directly resolve the instantaneous nonlinear polarization response due to phase-space filling (PSF) and the time-delayed polarization-wave scattering (PWS) response due to Coulomb correlation. Importantly, the theoretical models in Ch.2 also indicate that the PSF and PWS contributions to the coherent emission are “out of phase,” thus predicting a dynamic instantaneous frequency evolution throughout the duration of the emitted pulse, resulting from Coulomb correlation. In the absence of Coulomb correlation, there is no such change of phase, i.e. the emitted pulse is chirp-free.
Using the interferometric techniques described in Ch.3., we set out to fully characterize the FWM signal from 2-D excitons in GaAs quantum wells. This requires resolving not only the amplitude of the ultrashort emitted pulse, but also the phase. We find that by combining frequency domain power spectrum measurements with interferometric time domain measurements, coupled with our knowledge of the amplitude decay from Ch.4, we obtain information on the instantaneous frequency dynamics of the coherent emission. Our results demonstrate for the first time that Coulomb correlation does, in fact, affect both the amplitude and the phase of multi-wave mixing signals from semiconductors. [6.1] [6.2] [6.3]

The chapter is organized as follows. After discussing the experimental method in section 6.2, we present the results of our time- and frequency-domain characterization. We begin, in section 6.3, with a demonstration of the techniques used in this chapter by directly measuring a quantum beat in the FWM emission from a “three-level” system created by simultaneous excitation of the heavy-hole (hh) and light-hole (lh) excitons in the quantum well. We then present measurements of the coherent emission from selectively excited hh-excitons and study the effect of Coulomb correlation on the instantaneous frequency dynamics in section 6.4. As in Chs.4 and 5, our observations are in good agreement with the predictions of the theoretical models presented in Ch.2. Finally, we summarize our results and conclude the discussion in section 6.5.
6.2 Experiment

We performed transient, two-pulse FWM experiments on a multiple quantum well (MQW) structure consisting of 50 periods of 95 Å wide GaAs wells with 45 Å wide Al$_{0.3}$Ga$_{0.7}$As barrier layers. The sample was prepared as described in Ch.3 and held at room temperature for all experiments. The absorption spectrum of the sample is presented in Fig.6.1, which clearly shows the $n = 1$ hh-exciton at energy 1.467 eV and the $n = 1$ lh-exciton at energy 1.482 eV. A typical power spectrum of the 80-100 fs long pulses from the Ti:sapphire oscillator is illustrated by the shaded region in the figure. The laser is specified completely in Ch.3. The FWHM (full width at half-maximum) of the laser pulse power spectrum was typically around 30 meV. Thus, it was large enough to easily cover both the hh- and lh-exciton resonances, which are separated by 15 meV. The laser pulse was tuned around the $n = 1$ excitons, as explained below, to allow for simultaneous excitation of both the hh- and lh-excitons or selective excitation of the hh-exciton only.

We measure the FWM emission in direction $2k_2-k_1$, as explained in Chs. 2 and 3. To characterize the instantaneous frequency dynamics, we measure three quantities described in detail in Ch.3:

1.) The FWM power spectrum, $S_{\text{FWM}}(\omega, \Delta t)$ (Eqn.3-5).

2.) The first-order interferometric auto-correlation measurement of the FWM emission, $S_{\text{IAC}}(\tau, \Delta t)$ (Eqn.3-6), referred to hereafter as the IAC measurement.

3.) The first-order interferometric cross-correlation measurement of the FWM emission, $S_{\text{ICC}}(\tau, \Delta t)$ (Eqn.3-7), referred to hereafter as the ICC measurement.
These measurements provide us with a simultaneous time-frequency description of the FWM signal, which we interpret in light of the amplitude characterization discussed in Ch.4.

It is important to recall that the instantaneous frequency dynamics itself is determined from a differential measurement: the differential fringe spacing (DFS(τ)), explained in detail in Ch.3. The DFS(τ) is obtained by first measuring the IAC of the signal we are interested in characterizing and then measuring the shift of those IAC fringes relative to a reference. The ideal "ruler" we use as a reference is the IAC fringe pattern of the transform-limited laser pulse traveling through the same optical elements as the signal. In this way the differential measurement corrects for all sources of dispersion in the optical set-up, which add chirp to both the signal and the reference pulse. Recall that the DFS(τ) reproduces the temporal evolution of the phase, as illustrated for the case of "linear" chirp (a simple frequency shift) in Fig.3.7. For this simplified case it is easy to see that if the signal and the reference are at the same frequency, the DFS(τ) measurement will be a straight line of zero slope. On the other hand, if the signal and the reference are at different frequencies (as in Fig.3.7), then the DFS(τ) measurement will be a straight line of non-zero slope. Naturally, by measuring the slope of the DFS(τ) measurement one can determine the actual instantaneous frequency of the signal, since one knows the reference frequency from power spectrum measurements of the laser pulse. Furthermore, a nonlinear DFS(τ) evolution thus indicates higher-order, nonlinear phase changes during the temporal evolution of the signal, i.e. the presence of chirp on the signal pulse itself. Thus, we interpret any instantaneous frequency changes observed on the DFS(τ)
measurement of the FWM signal as an effect due solely to the intrinsic dynamics of Coulomb correlated excitons in the MQW sample. We begin our investigation of the instantaneous frequency dynamics of the coherent FWM emission by simultaneously exciting both hh- and lh-excitons in the next section. Then, in section 6.4, we examine the dynamic nonlinear optical response exhibited by hh-excitons when they alone are selectively excited.

6.3 Quantum beats

It is instructive to examine the simultaneous excitation of hh- and lh-excitons for several reasons. First, the IAC measurement provides a beautiful visual demonstration of the phenomenon of quantum beats in the coherent emission from semiconductor heterostructures. Second, it reveals the instantaneous frequency dynamics behind the beating process, which has never been measured experimentally for such systems. Third, it clearly illustrates the precision of the interferometric measurements we will use to study the effects of Coulomb correlation on the phase of the coherent FWM emission, in section 6.4.

In order to simultaneously excite both the hh- and lh-exciton resonances, the excitation laser is tuned so that the central wavelength of the pulse is at approximately 1.482 eV, the energy of the lh-exciton. Because of the spectral bandwidth of the ultrashort pulse, the hh-exciton resonance is also excited. In this case, we expect the coherent FWM emission to contain contributions from both excited resonances. This is
indeed the case, as illustrated in Fig.6.2, which shows the power spectrum of the FWM emission (thick curve) for time-delay $\Delta t = 0$ and excitation density $N_x = 3 \times 10^9$ cm$^{-2}$. As expected, we see two large peaks in the FWM power spectrum at the energies of the hh- and lh-exciton. The excitation laser pulse (thin curve) is shown for comparison. It is important to note that two pieces of information are missing from the power spectrum measurement. First, it is not clear whether the FWM emission comes from two distinct and independent two-level systems, the hh-exciton and the lh-exciton, or from a single “three-level” system consisting of the hh- and lh-excitons quantum mechanically coupled to a common ground state. Second, the power spectrum measurement indicates that radiation is emitted at both the hh- and lh-exciton energies, but it does not reveal the dynamics of the instantaneous frequency during the course of the emission.

We can address both these points by examining the response in the time-domain. The distinction between the transient response from two independent two-level systems and from a single three-level system has been investigated experimentally for a variety of systems including dilute atomic vapors [6.4] and semiconductor heterostructures [6.5] [6.6] [6.7]. When two closely spaced resonances are excited simultaneously, we expect to observe a beating modulation in the time-domain, which was observed by these experiments. Recently, an experimental method using TR FWM was developed to distinguish between quantum beats from a three-level system and polarization interference from two independent two-level systems. [6.8] The method was demonstrated for specially designed GaAs MQW structures, but the basic idea is simple. If the excitation laser pulse creates a collection of identical three-level systems, then the entire system is
homogeneously broadened and therefore the coherent emission is a free-induction decay (FID) process. On the other hand, if the excitation pulse creates two distinct collections of independent two-level systems, then the entire system is inhomogeneously broadened and therefore the coherent emission is a photon echo.

We have already demonstrated in Ch.4, that by time-resolving the FWM emission via intensity cross-correlation and plotting the relative positions of the maxima of the TR FWM signals vs. \( \Delta t \), we could distinguish between FID and photon echo processes. (See Figs.4.4 and 4.6.) Here we use the same principle with the first-order interferometric cross-correlation (ICC) measurement described above. Fig.6.3 shows a typical ICC trace of the FWM emission for simultaneous excitation of the hh- and lh-exciton resonances. The data are taken at low excitation density \( N_x = 3 \times 10^{10} \text{ cm}^{-2} \) and for \( \Delta t = 0 \). The beating pattern expected in the time-domain is clearly visible in the figure. The beating modulation on the ICC envelope has a measured period, \( T \), of approximately 280 fs. This corresponds well to the energy separation, \( \Delta E \), between the hh- and lh-excitons: \( \Delta E = 15 \text{ meV} = (h \Delta \nu) = (h / T) \) gives \( T = 275 \text{ fs} \). We use the amplitude information afforded by the ICC envelope to determine whether the beat we observe is a quantum beat or the result of polarization interference. As explained above, we vary the time-delay \( \Delta t \) and measure the relative position of the first peak of the ICC envelope. Results of the measurements for two excitation densities are shown as the filled circles in Fig.6.4. Also plotted in the figure are the evolutions expected for FID signals (hollow circles) and for photon echoes (triangles), following the analysis of Yajima and Taira for non-interacting systems under \( \delta \)-function pulsed excitation. (See Ch.2 and reference [6.9].) At both low
excitation density (a) $N_x = 3 \times 10^{10}$ cm$^{-2}$ and high excitation density (b) $N_x = 3 \times 10^{11}$ cm$^{-2}$ the data clearly follow the evolution of a FID decay signal from a homogeneously broadened system. (We note that for $\Delta t < 0$ the analysis of Yajima and Taira predicts no FWM emission. Experimentally the signals measured for $\Delta t < 0$ are due to the finite duration of the 100 fs excitation pulses plus contributions from PWS via Coulomb correlation. In any case, the signals at $\Delta t < 0$ do not affect the results stated here.) Thus, these ICC measurements indicate that the coherent FWM emission is a FID signal from a homogeneously broadened system. This is consistent with the room temperature measurements on a similar quantum well sample presented in Ch.4. Thus, under simultaneous excitation of the hh- and lh-exciton resonances, the modulation in the ICC envelope of the FWM signal is the result of a quantum beat from a collection of three-level systems.

We now determine the instantaneous frequency dynamics missing from the FWM power spectrum shown in Fig.6.2, by measuring the first-order interferometric autocorrelation (IAC) of the FWM emission taken under identical experimental conditions. The result is shown in Fig.6.5(a). As with the ICC, we observe a pronounced beating modulation in the envelope of the fringes. The beat period measured from this data is approximately 275 fs, which is in excellent agreement with the separation in energy between hh- and lh-excitons, as described above. We determine the instantaneous frequency dynamics of this FWM emission by measuring the DFS($\tau$) (Fig.6.5(b)), as described above. (The reference used for DFS($\tau$) is the IAC of the laser pulse whose power spectrum is also shown in Fig.6.2.) Simultaneously comparing the FWM power
spectrum (Fig.6.2), the IAC of Fig.6.5(a), and the DFS(\(\tau\)) of Fig.6.5(b), we can see the evolution of the instantaneous frequency of the emitted FWM pulse. Between \(\tau = 0\) and \(\tau = 60\) fs the slope of DFS(\(\tau\)) is zero, which means that the FWM emission is at the frequency of the laser, which is the frequency of the lh-exciton resonance. Thus, initially the FWM emission is dominated by the contribution from the lh-exciton. Gradually, though, the frequency of the emission begins to shift and between \(\tau = 80 - 120\) fs there is an abrupt phase shift of \(\pi\) as the emission goes through the first beat node in Fig.6.5(a). Finally, after about 120 fs, DFS(\(\tau\)) is again nearly linear with a non-zero slope. The measured value of the slope indicates that after approximately 120 fs the FWM emission is dominated by the contribution from the hh-exciton. Because of the fundamental quantum limit imposed by the uncertainty principle, the change of frequency during the beating process is not instantaneous. In fact, the change of phase takes \(\approx 60\) fs to complete, which places the measured duration of the quantum beat only about 40% above the quantum limit.

To demonstrate the simplicity behind this type of interferometric analysis, we show as the thick curve in Fig.6.6 a close-up of the fringes around the first beat node (\(\tau = 100\) fs) presented in the IAC of Fig.6.5(a). Note that the amplitude of the curve first decreases and then increases as the fringes pass through the beat node itself. For comparison and as a reference we have superimposed fringes (thin curve) taken from around \(\tau = 0\) in the IAC of Fig.6.5(a). On the left side of the figure we have aligned the two curves so that they are in phase. It is clear that the beat node fringes step out of phase with the “reference”
curve after only about 12 optical cycles. Thus the IAC and corresponding DFS(τ) clearly indicate the instantaneous frequency dynamics of the coherent emission missing from the FWM power spectrum measurement of Fig.6.2 alone. In this way, using the three techniques simultaneously, we obtain information on the dynamics of the phase evolution of the ultrafast coherent emission from the sample.

6.4 Instantaneous frequency dynamics

To measure the effects of Coulomb correlation on the instantaneous frequency dynamics it is best to remove the complications added by the quantum beating from simultaneously excited resonances. For this reason, we tune the excitation laser pulse to a position slightly below the hh-exciton resonance. In this way we selectively excite a collection of hh-excitons only. We use the same techniques of FWM power spectrum, IAC, and DFS(τ) shown for the case of quantum beats above to obtain simultaneous time and frequency measurements of the nonlinear optical response. We extract the phase information from the DFS(τ) and observe effects which we attribute to Coulomb correlation.

At low excitation density \( N_x = 3 \times 10^9 \text{ cm}^{-2} \) and for time-delay \( \Delta t = 0 \), Fig.6.7 shows the results of these three measurements for the FWM emission induced under the excitation conditions described above. The power spectrum is shown as the thick curve in Fig.6.7(a), which also shows the power spectrum of the detuned excitation laser pulse.
(thin curve) for comparison. Clearly the FWM power spectrum is highly asymmetric, indicating the presence of chirp on the emitted FWM pulse. The power spectrum measurement shows a pronounced contribution to the FWM emission from the hh-exciton with some FWM frequency components at the central frequency of the laser. We verify the presence of chirp directly by measuring the IAC and the corresponding DFS(τ) under identical excitation conditions, Fig.6.7(b) and (c). The IAC measurement shows a very long decay, extending out to over 400 fs, at this low density due to the slow polarization dephasing time (T₂), as was illustrated via TR FWM measurements in Ch.4 and TR SWM measurements in Ch.5. The corresponding DFS(τ) shows the nonlinear phase dynamics (chirp) expected from the power spectrum measurements and also gives the temporal evolution of the instantaneous frequency. From the DFS(τ) we see that the FWM emission actually starts out with the dominant contribution from the hh-exciton (the non-zero slope of the DFS(τ) corresponds to the de-tuning of the reference laser pulse relative to the hh-exciton) and after approximately 250 fs the FWM emission drifts to the frequency of the laser (zero slope portion of the DFS(τ)). Again, by simultaneously measuring the time and frequency domain response we obtain information not revealed by power spectrum measurements alone. As explained in Ch.2, this dynamic frequency change is caused by the combination of the instantaneous contribution to the FWM emission, due to phase space filling (PSF), and the delayed contribution to the FWM emission, from polarization wave scattering (PWS) via Coulomb correlation. Thus the presence of Coulomb correlation at this low excitation density does effect the instantaneous frequency dynamics of the FWM emission. This is consistent with the
models presented in Ch.2 and with the results of FWM and SWM amplitude measurements presented in Chs.4 and 5. In this sense, the nonlinear phase dynamics is a "signature" for Coulomb correlation.

To verify that these effects are the result of Coulomb correlation we varied the excitation density and performed these same measurements. From the discussions of Chs.4 and 5 we demonstrated that at high excitation densities effects due to Coulomb correlation disappear. This occurs because at high excitation densities there are more free electron-hole pairs present, due to exciton ionization via collisions, which act to screen the Coulomb correlation. Thus at high excitation density the system of excitons is reduced to a collection of independent two-level systems. In Fig.6.8 we present FWM power spectrum data taken at $\Delta t = 0$ over a wide range of excitation densities: (a) $N_x = 3 \times 10^9$ cm$^{-2}$; (b) $N_x = 1.2 \times 10^{10}$ cm$^{-2}$; (c) $N_x = 6 \times 10^{10}$ cm$^{-2}$; (d) $N_x = 3 \times 10^{11}$ cm$^{-2}$. At the lowest density we have the data presented in Fig.6.7(a). As the excitation density is raised the FWM power spectrum becomes more symmetric and eventually approaches the lineshape of the laser. We interpret the increasing symmetry as a reflection of the reduced Coulomb correlation resulting from increased screening at high excitation densities. These results are qualitatively equivalent to the trends observed in the TR FWM traces we fit numerically in Ch.4. As the excitation density is raised, the polarization dephasing time $T_2$ decreases, thus diminishing the delayed PWS contribution to the emission. This leaves only the instantaneous PSF contribution and so, at high excitation densities, the FWM emission becomes chirp-free.
We further confirm this interpretation by directly measuring the FWM instantaneous frequency dynamics via the IAC and corresponding DFS(τ), as shown in Fig.6.9 for low and high excitation densities: (b) \( N_x = 3 \times 10^9 \) cm\(^{-2} \) and (c) \( N_x = 3 \times 10^{11} \) cm\(^{-2} \). For comparison, the IAC and corresponding DFS(τ) for the excitation laser pulse are shown in Fig.6.9(a). The low excitation density FWM data shows the long decay coupled with the nonlinear phase dynamics discussed above. The high excitation density FWM data is completely different from the low density result. First, the decay of the high density IAC is very fast, almost as fast as the 100 fs laser pulse itself. This is due to the fast polarization dephasing time \( T_2 \) at high excitation density, as shown with the amplitude TR FWM data in Ch.4. Second, the corresponding DFS(τ) is a straight line, indicating a constant phase throughout the emitted FWM pulse. This absence of nonlinear phase dynamics is attributed to the screening of the Coulomb correlation at high excitation densities. Thus, these direct time-domain measurements are consistent with both the interpretation of the power spectra measurements described above and with the results obtained via amplitude FWM measurements in Ch.4.

6.5 Summary and conclusions

We have measured the ultrafast FWM emission from 2-D excitons in GaAs MQWs in both the time and frequency domains via power spectrum and interferometric correlation experiments. By comparing the simultaneous measurements, we observed quantum beats
in the nonlinear optical response from multiply excited resonances. The accuracy of these interferometric measurements is sufficient to determine that the duration of the beat is only about 40% above the fundamental quantum limit.

Furthermore, we have demonstrated for the first time that the instantaneous frequency dynamics of the FWM emission from semiconductors is strongly influenced by the presence of Coulomb correlation. The signature for Coulomb correlation detected here is qualitatively consistent with the theoretical model for dense media presented in Ch.2 and with the experimental results obtained in amplitude measurements of the FWM signal presented in Ch.4. Our results are also consistent, qualitatively, with numerical solutions to the semiconductor Bloch equations (SBE). [6.3] Importantly, our measurements have also highlighted limitations to the SBE, which currently provide the most complete description of semiconductor nonlinear optical response. In the next chapter we discuss how these limitations indicate new directions for future research.
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Figure 6.1: Absorption spectrum of the multiple quantum well sample at room temperature (solid line) showing the $n=1$ heavy- and light-hole excitons at 1.467 eV and 1.482 eV, respectively. The power spectrum of a typical excitation laser pulse (shaded region) is also shown. In these experiments, the laser was tuned above and below the heavy-hole resonance.
Figure 6.2: Four-wave mixing emission power spectrum (thick line) showing contributions from both the heavy- and light-hole excitons. The data is taken for excitation resonant with the light-hole exciton at excitation density $N_x = 3 \times 10^9$ cm$^{-2}$ and for time-delay $\Delta t = 0$. The excitation laser pulse (thin line) is shown for comparison.
Figure 6.3: First-order interferometric cross-correlation of the FWM signal emitted for simultaneous excitation of the heavy- and light-hole excitons. The beating modulation of the envelope is obvious. The data are taken at low excitation density $N_x = 3 \times 10^{10}$ cm$^{-2}$ and time-delay $\Delta t = 0$. 
Figure 6.4(a): Relative positions of the maxima of the interferometric cross-correlation signals vs. time-delay $\Delta t$ (filled circles). Evolutions expected for free induction decay signals (hollow circles) and for photon echoes (triangles) are also plotted. Data are taken for excitation density $N_x = 3 \times 10^{16}$ cm$^{-2}$, as in Fig.6.3.
Figure 6.4(b): Relative positions of the maxima of the interferometric cross-correlation signals vs. time-delay Δt (filled circles). Evolutions expected for free induction decay signals (hollow circles) and for photon echoes (triangles) are also plotted. Data are taken for excitation density $N_x = 3 \times 10^{11} \text{ cm}^{-2}$. 
Figure 6.5: (a) First-order interferometric autocorrelation of the FWM signal, whose
power spectrum is presented in Fig. 6.7. (b) The corresponding DFS (c) clearly showing
the change of phase around the first beat node at approximately $t = 100$ fs.
Figure 6.6: Close-up view of fringes from the experimentally measured interferometric autocorrelation of Fig.6.5. For comparison, the thin curve is taken from $\tau = 0$ fs and the thick curve is taken from around the beat node at approximately $\tau = 100$ fs. It is clear after only 12 fringes (33 fs) that the two curves are stepping out of phase with one another.
Figure 6.7: FWM data taken for selective excitation of the heavy-hole exciton at time-delay $\Delta t = 0$ and low excitation density $N_x = 3 \times 10^9$ cm$^{-2}$. The FWM power spectrum (a) (thick line) is asymmetric compared to the laser pulse (thin line). The interferometric autocorrelation (b) of the FWM emission, taken under identical excitation conditions, is shown together with the corresponding differential fringe spacing (c).
Figure 6.8: Power spectra of the FWM emission (thick curves) for time-delay $\Delta t = 0$ and excitation densities: (a) $N_x = 3 \times 10^9 \text{cm}^{-2}$; (b) $N_x = 1.2 \times 10^{10} \text{cm}^{-2}$; (c) $N_x = 6 \times 10^{10} \text{cm}^{-2}$; (d) $N_x = 3 \times 10^{11} \text{cm}^{-2}$. The power spectra of the excitation laser pulse (thin curves) is shown for comparison. For this experiment, the laser is tuned slightly below the heavy-hole exciton resonance.
Figure 6.9: Interferometric autocorrelation traces and the corresponding differential fringe spacing DFS(τ) for the FWM signals whose power spectra are presented in Fig.6.8. FWM data is shown for the lowest and highest excitation densities recorded: (b) $3 \times 10^9 \text{cm}^{-2}$, (c) $3 \times 10^{11} \text{cm}^{-2}$. The excitation laser pulse, tuned for selective excitation below the heavy-hole exciton, is shown in (a) for comparison.
Chapter 7

Conclusions

7.1 Principal results

We have measured the transient nonlinear optical response of GaAs multiple quantum well structures at room temperature via multi-wave mixing experiments in order to study the effects of Coulomb correlation on the ultrafast dynamics of quasi-2D excitons. To interpret our results, we have modeled the semiconductor as a homogeneously broadened ensemble of interacting two-level systems. Upon solving the equation of motion for the density matrix, we obtained analytical forms for the nonlinear polarization induced in the material under impulsive excitation. This led to a series of “signatures” for Coulomb correlation in both the amplitude and phase of four- and six-wave mixing (FWM, SWM) signals. For example, when Coulomb correlation is included in the model:

1.) the time-resolved (TR) FWM signal has a delayed contribution to the emission, arising from polarization wave scattering (PWS), in addition to the usual prompt response from field scattering.

2.) the time-integrated (TI) FWM measurement has a signal, also arising from the scattering of polarization waves, which appears at negative time-delays.

3.) the TI SWM lineshape is asymmetric, instead of resembling a coherent spike, with a slower decay for positive time-delays, again from PWS.
4.) the FWM emission exhibits a nonlinear phase evolution, because the prompt and delayed contributions to the nonlinear signal are out of phase.

Naturally, these signatures were unknown for dilute media, where interactions are neglected and the TI FWM measurement alone is therefore sufficient to extract information on the polarization dephasing rate. In fact, the signature for Coulomb correlation in TI FWM (see 2.), above) was the first one recorded for experiments in semiconductor heterostructures. [7.1] In this dissertation, we have presented evidence for the other three.

To realize these measurements, we constructed an apparatus for transient, multi-wave mixing experiments consisting of a modelocked Ti:sapphire oscillator delivering transform limited pulses of duration ≈100 fs, an optical set-up in the two-beam geometry for generating the FWM and SWM signals, and an electronic lock-in detection scheme interfaced to a personal computer. Our samples were optically thin, ≈100 Å GaAs multiple quantum well structures held at room temperature. We measured both the TI and TR multi-wave mixing signal, the power spectrum of the coherent emission, and the instantaneous frequency of the signal. The phase measurements were achieved via interferometric correlations, which had a temporal resolution of better than 140 attoseconds.

The TR FWM measurements provided much information on the dynamics of the quasi-2D excitons in our system. After verifying the internal consistency of the TR FWM measurements with the TI result, we studied the behavior of the TR FWM signal vs. the time-delay between excitation pulses and determined that the ensemble of excitons in our
sample was homogeneously broadened. The coherent emission from the sample thus corresponded to a free induction decay process, which is consistent with the theoretical analysis above. Using this result, we were able to fit the TR FWM traces taken for a series of excitation densities and time-delays to numerical solutions of the theoretical model, based on realistic excitation conditions. From the fits, we learned that the TI measurement hides information that can be extracted from an analysis of the TR signal. For instance, the temporally delayed PWS arising from Coulomb correlation (see 1.), above) can dominate the coherent emission at low excitation densities, where the potential remains unscreened. This leads to a non-exponential decay of the TR FWM lineshape, which is easily distinguished from the TI response. From the fits, we also determined that the polarization dephasing time $T_2$ depends upon both the excitation density, as expected, and, surprisingly, the timing of the excitation pulses. We will say more about this unexpected result in the following section. For the first time, a numerical analysis of the $TR$ FWM lineshape provided quantitative information regarding the effects of Coulomb correlation on the nonlinear polarization induced in GaAs quantum wells. [7.2]

In addition to the amplitude FWM measurements, we also examined the higher order nonlinear response of our samples via TI and TR SWM experiments. TR SWM measurements verified that the dependence of the polarization dephasing time $T_2$ on the excitation density was consistent with the results found independently through the TR FWM measurements described above. TI SWM measurements at high excitation densities reproduced the symmetric, coherent spike expected for independent two-level systems, while TI measurements at low densities had an asymmetric lineshape. This asymmetry
indicated that there was a PWS contribution to the induced nonlinear polarization in addition to the contribution from field scattering. Thus, by measuring the fifth-order nonlinear optical response of room temperature excitons in GaAs quantum wells, we presented for the first time experimental evidence supporting the signature of Coulomb correlation (see 3., above) in TI SWM. [7.3]

Beyond the traditional amplitude measurements of FWM and SWM, we also presented the first measurements of the phase of the ultrafast coherent emission from GaAs quantum wells. Using a differential technique to analyse interferometric correlation data, we compared the time domain response of the FWM emission to frequency domain power spectra measurements. We observed quantum beats in the emission of simultaneously excited heavy-hole (hh) and light-hole excitons, which is consistent with the interpretation of a homogeneously broadened system found from TR FWM measurements. When the hh-exciton alone was selectively excited, we measured both the power spectrum and the instantaneous frequency dynamics of the coherent FWM emission and found that they depended upon excitation density. In particular, at the lowest densities, there was a pronounced nonlinear variation to the phase of the FWM signal, which disappeared with increased excitation density. This observation was found to be consistent with the interpretation of a time-delayed, and out-of-phase, PWS contribution to the FWM emission (see 4., above). Thus, for the first time, the nonlinear phase dynamics of Coulomb correlated excitons in GaAs quantum wells was verified experimentally. These results were qualitatively consistent with predictions from both the simplified model for dense media, described above, and the full numerical solution to the
7.2 Future research directions

The results summarized above offer experimental confirmation of signatures of Coulomb correlation appearing in multi-wave mixing experiments on semiconductors at low excitation densities. These signatures were predicted from a theoretical model for dense media based upon interacting two-level systems and are consistent with numerical solutions to the SBE. In addition to obtaining qualitative agreement with theory, we also detected surprising and important limitations to the currently available theoretical models. In this section we discuss new directions for future experimental and theoretical research toward a more complete description of the nonlinear optical response of excitons in quantum wells.

An important issue raised by our results was found in the TR FWM measurements, where to obtain numerical fits to the data it was necessary to vary the polarization dephasing time $T_2$ as the time delay between excitation pulses $\Delta t$ was changed. This indicates that during the course of a TI measurement, $T_2$ is not constant. This is a very surprising result, when one considers that TI measurements were traditionally performed for the very purpose of determining “the” polarization dephasing time for the system. This effect is understood intuitively in terms of an increased dephasing rate as the exciton density increases during the course of excitation. We expect the effect to be most
important when the polarization dephasing time is not much longer than the duration of
the excitation pulses themselves, as is the case for our room temperature experiments.
This effect was subsequently and independently confirmed by other groups via FWM
measurements on GaAs [7.6] and named "excitation induced dephasing" (EID). Clearly,
for a complete description of the semiconductor, theoretical models must be expanded to
include dephasing processes resulting from EID.

Another important question to be answered by future research is brought to light
by the measurements of the instantaneous frequency dynamics of the FWM signal.
Historically the information contained in the phase of the ultrafast coherent emission was
ignored and only the amplitude response was studied. This was true because of the
experimental difficulties associated with measuring phase for very small, very fast signals
and because the amplitude response was well described by numerical solutions to the SBE,
which currently provides the most complete description of the nonlinear optical response
of semiconductors. We have found that although the response vs. excitation density is in
qualitative agreement with theoretical predictions, some of the approximations used for
numerical solutions of the SBE prevent quantitative agreement with both the phase
dynamics and the response vs. time-delay between excitation pulses. These surprising
results and the corresponding calculations are well described by reference [7.4]. This
discovery, which was only detected via measurements of the instantaneous frequency of
the FWM emission, reveals an important limitation of the existing theoretical model.
Although much research remains to be done on this subject, the results of reference [7.4]
indicate that non-Markovian effects should be included in a complete theoretical

160
description. This new model must go beyond both the static treatment of screening and the frequency independent description of dephasing.

Finally, on an experimental note, studies of the transient nonlinear optical response of semiconductors have much to gain from steady advances in the fields of ultrashort laser pulse generation and characterization. As solid-state fs-oscillators evolve toward shorter (≈10 fs) pulses, temporal resolution much better than the results presented here becomes available. [7.7] Furthermore, these spectrally broad lasers make possible experiments involving the simultaneous excitation of bound and continuum semiconductor states. Additionally, the development of phase detection schemes applicable not only to high intensity ultrashort laser pulses, but also to low intensity spectroscopic signals, such as those characterized in this dissertation, would be of great benefit. Clearly, there is much to be learned from characterizing the ultrafast coherent emission from semiconductors in both amplitude and phase.

7.3 Concluding remarks

Investigating the transient nonlinear optical response of semiconductors is a rich and interesting field of research for many reasons. It encompasses the diverse sciences (and arts) of ultrafast laser techniques, semiconductor heterostructure growth, nonlinear optical phenomena, and many-body physics. We have presented in this dissertation only a tiny fraction of the current research being performed everyday as this complex field develops.
We hope that the physical insight gained from the discussion here inspires new experiments, improved theoretical models, and a wealth of unanticipated discoveries.
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Appendix

Optical Response of Interacting Two-level Systems

Beginning with Eqns.11(a), (b) from reference [1], we obtain the Eqns.2-1, 2-2 used in the phenomenological model of Ch.2. We then discuss the equivalent formalism of reference [2] used to numerically fit the time-resolved four-wave mixing data in Ch.4.

We use the notations of reference [1]. Under optical excitation with externally applied field $E(t)$, a collection of $N$ interacting two-level systems satisfies the optical Bloch equations

$$\left[ \frac{\partial}{\partial t} + \gamma_2 + i(\epsilon_1 - \epsilon_2) \right] P(t) = i[N - 2v(t)]|\mu|^2 E_{loc}(t) \quad \text{Eqn.1}$$

$$\left[ \frac{\partial}{\partial t} + \gamma_1 \right] v(t) = -i[P(t)E_{loc}^*(t) - P^*(t)E_{loc}(t)] \quad \text{Eqn.2}$$

where the transition amplitude $\psi$ and population $n$ are given by the polarization $P = N\mu^*\psi$ and the excited state density $v = Nn$. Here, the driving field is the Lorentz local field $E_{loc} = E + LP$, as determined by the Lorentz local field factor $L$, and the transverse and longitudinal relaxation rates are denoted $\gamma_2 = (T_2)^{-1}$ and $\gamma_1 = (T_1)^{-1}$, respectively.
Substituting $E_{kk} = E + LP$, we find that the transition energy is renormalized to

$$\Omega = \varepsilon_1 - \varepsilon_2 - V, \text{ where } V = N |\mu|^2 L.$$ 

Thus, Eqn.1 becomes

$$\left[ \frac{\partial}{\partial t} + \gamma_2 + i\Omega \right] P(t) = i[1 - 2n(t)]N|\mu|^2 E(t) - 2iVn(t)P(t) \quad \text{Eqn.3}$$

and, assuming $L$ (and hence $V$) is real, Eqn.2 becomes

$$\left[ \frac{\partial}{\partial t} + \gamma_1 \right] \psi(t) = -i[P(t)E^*(t) - P^*(t)E(t)] \quad \text{Eqn.4}$$

To find the behavior of the transition amplitude $\psi$ and population $n$, we substitute $P = N\mu^*\psi$, $\nu = N\nu$ and cancel the common factor $(N\mu^*)$. We also re-label the transverse ($\gamma_2$) and longitudinal ($\gamma_1$) relaxation rates as $\Gamma = (T_2)^{-1}$ and $\gamma = (T_1)^{-1}$, respectively. Thus, Eqns.3 and 4 become

$$\left[ \frac{\partial}{\partial t} + \gamma + i\Omega \right] \psi(t) = i[1 - 2n(t)]\mu E(t) - 2iVn(t)\psi(t) \quad \text{Eqn.5}$$

$$\left[ \frac{\partial}{\partial t} + \gamma \right] n(t) = -2\text{Im}[\mu E(t)\psi^*(t)] \quad \text{Eqn.6}$$
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which are identical to the Eqns. 2-1, 2-2 used in Ch. 2 to derive time-dependence of the first-, third-, and fifth-order polarizations and hence the transient multi-wave mixing response.

It is important to note that the Eqn. 1 above is also equivalent to equation (2) of reference [2], which we used for the numerical analysis of Ch. 4. We demonstrate this by beginning with Eqn. 1 above and substituting $E_{loc} = E + LP$, finding that the renormalized transition frequency is given by $\omega = (\varepsilon_1 - \varepsilon_2 - N_0 |\mu|^2)$. Letting $V = 2N_0 |\mu|^2$ and substituting $P = N_0 \mu^* \psi$, $\nu = N_0$, Eqn. 1 becomes

$$\frac{\partial}{\partial t} + \gamma_2 + i\omega \psi(t) = i[1 - 2n(t)]|\mu|E(t) - iVn(t)\psi(t)$$

Eqn. 7

Making the approximation $n \equiv |\psi|^2$, valid for low excitation densities [3], and changing the notation for the transverse ($\gamma_2$) relaxation rate to $\Gamma = (T_2)^{-1}$, Eqn. 7 becomes

$$\frac{\partial}{\partial t} + \Gamma + i\omega \psi(t) = i\left[1 - \frac{|\psi(t)|^2}{|\psi_{sat}|^2}\right]|\mu|E(t) - iV|\psi'(t)|^2\psi(t)$$

Eqn. 8

where the saturation density is given by $|\psi_{sat}|^2 = 1/2$ for two-level systems. As explained in greater detail in Ch. 4, the terms on the right side of the equation clearly show the two sources of nonlinearity in the problem. Firstly, phase-space filling due to Pauli exclusion
enters via the saturation term. Secondly, Coulomb correlation enters as excitons at one site $\psi'$ interact with excitons at another site $\psi$ via the potential $V$.

Equation 8 above is identical to the nonlinear Schrödinger equation (equation (2)) of reference [2] and is employed for the numerical fits to the time-resolved four-wave mixing data presented in Ch.4. The results for the time-dependent first- and third-order polarizations derived from Eqn.8 are equivalent to the formalism presented in detail in Ch.2, using Eqns.5, 6 above.
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