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ABSTRACT

Knowledge-based remote sensing image analysis with GIS data is acknowledged as a promising technique. However, the difficulty in knowledge acquisition, a well-known bottleneck in building knowledge-based systems, impedes the adoption of this technique. Automating knowledge acquisition is therefore in demand. This paper presents a machine learning approach to automated construction of knowledge bases for image analysis expert systems integrating remotely sensed and GIS data. The methodology applied in the study is based on inductive learning techniques in machine learning, a subarea of artificial intelligence. It involves training with examples from remote sensing and GIS data, learning using the inductive principles, decision tree generating, rule generating from the decision tree, and knowledge base building for an image analysis expert system. This method was used to construct a knowledge base for wetland classification of Par Pond on the Savannah River Site, SC, using SPOT image data and GIS data. The preliminary results show that this method can provide an effective approach to integration of remotely sensed and GIS data in geographic information processing.

I. INTRODUCTION

Remote sensing can in certain instances provide up-to-date land cover information. Unfortunately, the classification accuracy of the resultant maps derived from traditional digital image processing methods may be insufficient for some GIS applications (Trotter, 1991).

It is generally acknowledged that the results of statistical image processing techniques are often rather crude when compared with those of a skilled photo-interpreter (Philipson, 1986). Statistical approaches usually rely solely on the spectral information, while image interpretation by human photo-interpreters involves the consideration of spectral, spatial and contextual information in the image (i.e., tone, color, size, texture, shape, pattern, height, shadow, site, association) (Nagao et al., 1980; Jensen, 1996). In addition, the photo-interpreter uses heuristic rules of thumb and ancillary information (Argialas, et al., 1990).

The above observation suggests that it is necessary to incorporate supplemental information and knowledge when performing digital image processing of remote sensing data. This justifies two important research areas: (1) incorporating ancillary GIS in the image analysis process, and (2) employing knowledge-based system or expert system techniques. Enslin et al. (1987) point out that geographers should examine how GIS can be used to improve image classification through application of the logic and techniques of artificial intelligence. On the other hand, when incorporating spatial information from GIS data with spectral information from remotely sensed
data, traditional statistical image processing methods are not capable of handling these two kinds of information which usually have different statistical natures. Thus, adopting expert system or knowledge-based approaches to image analysis with remote sensing and GIS data is a natural development in geographic information processing.

Argialas and Harlow (1990) observe that image interpretation techniques have shifted from spectral classification to contextual, spatial syntactic analysis, and to knowledge-based interpretation. Therefore, a gradual fusion has taken place between knowledge-based systems, pattern recognition, image analysis, and GIS. In recent years a number of studies have employed knowledge-based systems or expert systems and incorporated GIS data in the analysis of remotely sensed data (McKeowen, 1987; Argialas et al., 1990; Newkirk et al., 1990; Janssen et al., 1992; Knotoes et al., 1993; Johnsson, 1994). However, such methods are complex and not trivial to develop (Knotoes et al., 1993). Most image analysis expert systems are not operational. No commercial software package for knowledge-based image analysis is available. It has been acknowledged in the artificial intelligence community that the problem is due to the "knowledge acquisition bottleneck". Acquiring human knowledge and transferring it to a computer usable form to build a knowledge base for an expert system is complex, time-consuming and expensive (Feigenbaum, 1981). To solve this problem, great effort has been exerted in the artificial intelligence community to automate knowledge acquisition for obtaining low-cost and high-quality knowledge bases. The studies on automated knowledge acquisition belong to one subfield of artificial intelligence (AI) known as machine learning (Carbonell et al., 1983).

The knowledge acquisition bottleneck does exist in knowledge-based image analysis. Researchers in this area have reported difficulty in building knowledge bases for expert image analysis systems (Knotoes et al., 1993). In fact, geographic knowledge is usually fuzzy and uncertain. Thus, it is even more difficult to elicit. In addition, many current knowledge-based systems for image analysis are ad hoc systems. It is difficult to transfer their knowledge base to other projects with different objectives or geographic conditions. This makes the cost of building an expert system even higher. However, while machine learning techniques have been employed in automatic construction of knowledge bases for expert systems in many areas, its application in remote sensing and GIS is rare. This research fills this gap by developing a methodology using techniques of machine learning to automatically construct a knowledge base for an integrated image analysis expert system that incorporates remotely sensed and GIS data. Because production rules are the most common method of representing the knowledge in a knowledge base, automatically generating rules is the major goal of this research.

I. KNOWLEDGE-BASED SYSTEMS AND MACHINE LEARNING

2.1 Expert Systems and the Knowledge Acquisition Bottleneck

An expert system is a computer program that represents and reasons with knowledge of some specialist subject with a view to solving problems or giving advice (Jackson, 1990). It is based on an extensive body of knowledge about a specific problem domain. Such knowledge is stored in a knowledge base separately from the inference engine, both of which compose the core of an expert system. A knowledge base contains the knowledge usually in the form of facts and rules. Such a system is also called a "rule-based system". Most current expert systems are of this type. It is the extent and quality of its knowledge base that determines the success of an expert system (Forsyth, 1984). Because of the importance of the knowledge base in an expert system, the terms "knowledge-based systems" and "expert systems" are often used interchangeably in the literature.

Although not all of the technical problems in developing an expert system have been overcome, the purely technical issues involved in the system's role, such as selecting an appropriate inference engine, are no longer major obstacles. Instead, many human factors have been identified as major
obstacles (Suh et al., 1993). The time-consuming and expensive process of knowledge acquisition is widely considered the major bottleneck in building expert systems (Feigenbaum, 1981; Forsyth, 1984; Suh et al., 1993). There are two major reasons for this bottleneck: (1) the process requires the engagement of the domain expert and the knowledge engineer over a long period of time; and (2) although experts are capable of using their knowledge in their decision making, they are usually not capable of formulating their knowledge explicitly in a form sufficiently systematic, correct and complete to form a computer application (Bratko et al., 1989). Therefore, there is a need to automate the knowledge acquisition process. Machine learning may be used to accomplish this task.

2.2 Machine Learning: a Possible Solution to the Problem

Machine learning is a subfield of artificial intelligence. It is the science of computer modeling of human learning processes. One of its major objectives is to automate the process of knowledge acquisition for other AI applications, including expert systems. Machine learning techniques enable a computer to acquire knowledge from existing data, theories or knowledge with certain inference strategies, such as induction or deduction. Using computer-acquired knowledge for automated construction of knowledge bases for expert systems is one of the major applications of machine learning techniques, and also one of the possible solutions to the knowledge acquisition bottleneck in building expert systems (Bratko, 1990, Maniezzo et al., 1993).

III. RESEARCH METHODOLOGY

Over the years, research in machine learning has been pursued with varying degrees of intensity using different approaches and placing emphases on different aspects and goals. Based on the underlying learning strategy, machine learning can be classified into rote learning, learning from instruction (or learning by being told), learning by analogy, learning from examples (supervised learning), and learning from observation and discovery (unsupervised learning) (Carbonell et al., 1983).

In this study, learning from examples (supervised learning), which is a form of inductive learning, was used. This technique is suitable to a problem domain with (1) descriptions of data attribute values, (2) a predefined classification scheme, (3) discrete classes, and (4) sufficient data (Quinlan, 1993). Remote sensing image analysis with GIS data has these features. Supervised learning tries to induce a classification rule from a set of pre-classified training examples. Usually, the input to the program in such a learning process is a set of training data that can be viewed as a list. Each record in this list contains a class attribute indicating the class to which this example belongs and the values of other attributes that are used to classify the raw data. The output is expected to be a method of classifying subsequent instances (Ginsberg, 1993). The resulting classification method can be in the form of production rules (Quinlan, 1993), which can be used directly for the automated construction of knowledge bases for expert systems. In this way, supervised inductive learning exploits the known empirical observation that experts find it easier to produce good examples than to provide explicit and complete general theories (Bratko, 1990). This is exactly the case in human image interpretation. Therefore, supervised learning is an appropriate technique for our problem domain.

There are a number of algorithms based on inductive learning, such as ID3 (Quinlan 1979) and AQ15 (Michalski et al., 1986). Induction of decision trees is one of the most widely used approaches to inductive (supervised) learning. ID3 is the most famous tree induction algorithm and tree induction is therefore often referred to as ID3 (Bratko, 1990). Algorithm C4.5 improves and augments ID3 (Quinlan, 1993).
The method of applying inductive learning technique in this research is based on Quinlan's learning algorithms C4.5. In addition to the abovementioned common features of the supervised inductive learning, C4.5 is very flexible. There are no assumptions or requirements for data statistical distribution. Data can be either nominal or numerical. This is very beneficial to the integration of GIS data with remote sensor data as they usually have different statistical distributions and many ancillary GIS data are nominally scaled. The major idea of C4.5 is to induce a decision tree for classification from training examples, then generate decision rules from this decision tree. The learning process with the C4.5 algorithm includes the following stages:

1. **Data set definition.** This includes selecting appropriate remotely sensed data and GIS data to be used in the learning process and thereafter in the knowledge-based classification system. The value of the data attributes must be well described. The values may be non-numerical or numerical.

2. **Class Definition.** This is similar to the traditional supervised classification method. A classification scheme must be adopted before the learning takes place.

3. **Training.** This is the process where the domain image analysis experts become involved. They select a subset of the data that should be representative of the remaining data in the data set and classify this data subset according to the classification scheme using their domain expertise. They are not required to explain their expertise explicitly. The computer will perform this task in the following stages. This is the major difference between machine learning and the conventional method of building a knowledge base.

4. **Generating decision trees.** Based on the training example, the algorithm tries to employ an induction strategy to generalize a series of decision rules for classification, which can be viewed as a decision tree for the classification. This is the core of C4.5. One of the unique features of C4.5 is its use of information theory to guide the selection of the attribute used at each node of the decision tree. It maximizes the information gain at each node by selecting the appropriate attribute used to decide the division of example data to produce the most effective decision tree.

5. **Pruning decision trees.** The output from the last process is often a very complex tree and can be simplified. This is done by discarding one or more subtrees and replacing them with leaves. Such replacement is based on predicting the error rate of a tree and its subtrees. If replacement of this subtree with a leaf, or with its most frequently used branch, would lead to a lower predicted error rate then the tree is pruned accordingly.

6. **Generating rules.** This is the most important step in the process as it automatically constructs a knowledge base for the image analysis expert system. First, initial rules from each path of the decision tree are generated. Each rule is then simplified by removing conditions that do not seem helpful for discriminating the nominated class from other classes. For each class in turn, rules are further simplified according to their contribution to the accuracy of the set of rules as a whole.

7. **Building the knowledge base.** Using rules generated during the previous stage the knowledge base is built. It can be used in an expert system to conduct final classification of the entire data set with an inference engine.

**IV. A CASE STUDY: PAR POND WETLAND LAND COVER CLASSIFICATION**

4.1 Study Area and Data

Par Pond is a 1000 ha. reservoir on the Savannah River Site, SC. It was constructed in 1958. Natural invasion of wetland has occurred over its 37-year history with much of the shoreline having developed extensive beds of persistent and non-persistent aquatic macrophytes. Par Pond
has been the object of numerous studies of wetland ecology using remote sensing and GIS technologies (Jensen et al., 1992, 1993). The data and expertise from the previous and ongoing projects on Par Pond are beneficial to this study.

A SPOT multispectral image of Par Pond obtained on February 2, 1994, was used. The previous study has shown that spatial information and the domain expertise is very essential to the identification of some wetland vegetation. For instance, it has been confirmed that four biophysical variables that can be obtained from GIS, including the water depth or elevation, slope, fetch (exposure pattern) and soils affect aquatic macrophyte growth (Jensen et al., 1992). These data were obtained from a GIS database and used as the ancillary data along with the spectral data to build the knowledge base for image analysis.

**DEM.** The DEM of Par Pond was developed by digitizing large scale (1:1,200) photogrammetrically derived topographic maps for the lower half prior to its construction and 1:24,000 USGS 7.5' topographic quadrangles for the upper half. A triangulated irregular network (TIN) model was built from the digitized contour lines. It was then converted to a 5x5 m grid DEM.

**Slope.** The percentage slope data were generated from the DEM with the same grid.

**Fetch.** Fetch is the unobstructed distance that wind can blow over water in a specified direction. It is an important factor affecting the growth of aquatic macrophytes. Fetch used for Par Pond was computed according to the distance from a pixel to the shore at a specific angle, which can range from 0 to 360 degree, and the distance from the pixel to the shore in the direction of dominant wind (Jensen et al., 1992). The fetch data are also in the format of a 5x5 m grid.

**Soil.** The soil data for Par Pond was classified into five categories according to its suitability for aquatic macrophytes, including worst, poor, moderate, good and best. The ARC/INFO coverage of the soils was also converted into the format of a 5x5 m grid.

A classification scheme was developed for the abovementioned ongoing project. This scheme was adopted in the training and for the final classification. The classes identified for the specific study date according to this scheme are: water (w), bare soil (b), spikerush (s), bullrush (br), dead vegetation (d), old field (o) and pine/hardwoods (p). These six classes were used for the training data and final classification.

Training data were selected by ecology experts using large scale color infrared aerial photography (NAPP photography) and other ground truth data, including ground survey, ground photography and video records. A total of 131 points with relatively even distribution were selected. The NAPP photography obtained on January 18, 1994, was scanned and geometrically registered to the SPOT image which was rectified to a UTM projection. The training points were digitized on the screen with a background of rectified NAPP photography. The UTM coordinates of the training points were used to extract the values of the seven variables (attributes) from the GIS database.

### 4.2 Preliminary results

Two experiments were conducted to test the learning procedure and evaluate its usefulness in building knowledge bases for image analysis with GIS data. In the first test, the learning procedure was conducted only with SPOT spectral data (Band 1: B1, Band 2: B2, Band 3: B3). The C4.5 decision tree program used the 131 training samples and generated a decision tree with 33 nodes (Figure 1). A knowledge base with 11 rules was constructed (Figure 2). The rules were used to classify the training data and an error of 15.3% resulted (Table 1). Major errors included confusion between old field (o) and spikerush (s) and dead vegetation. Of 20 samples of old field, 9 were
incorrectly classified as other classes. This led to an error of 45%. This is not a surprise because such confusion reflects the overlap of spectral classes representing these landcover classes in the feature space of the SPOT multispectral data and has been noticed in the previous interpretation and conventional classification of SPOT spectral data in Par Pond.

Table 1. The error matrix of the classification of the training data using the knowledge base in the Figure 2

<table>
<thead>
<tr>
<th>Ground/Classified</th>
<th>w</th>
<th>b</th>
<th>s</th>
<th>br</th>
<th>d</th>
<th>p</th>
<th>o</th>
<th>Total</th>
</tr>
</thead>
<tbody>
<tr>
<td>water</td>
<td>23</td>
<td>3</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>26</td>
</tr>
<tr>
<td>bare soil</td>
<td></td>
<td>25</td>
<td>2</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>25</td>
</tr>
<tr>
<td>spikerush</td>
<td>18</td>
<td>1</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>19</td>
</tr>
<tr>
<td>bullrush</td>
<td>8</td>
<td>1</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>9</td>
</tr>
<tr>
<td>dead vegetation</td>
<td>1</td>
<td>19</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>20</td>
</tr>
<tr>
<td>pine/hardwood</td>
<td>1</td>
<td>9</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>10</td>
</tr>
<tr>
<td>old field</td>
<td>6</td>
<td>2</td>
<td>1</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>13</td>
</tr>
<tr>
<td>Total</td>
<td>23</td>
<td>23</td>
<td>31</td>
<td>11</td>
<td>21</td>
<td>9</td>
<td>13</td>
<td>131</td>
</tr>
</tbody>
</table>

In the second test, the four GIS variables were used in addition to the three spectral variables. This produced a decision tree with the same number of nodes and a knowledge base with the same number of rules as in the first test (Figures 3 and 4). The classification error of the training data using these rules, however, was only 8.4%. The misclassified number of old field was 3 with an error rate of 15%, compared to 9 and 45%, respectively, in the first test (Table 2). The GIS variables played an important role in the rules used to classify the old field (rules 8, 9, 10 and 11), spikerush and dead vegetation (rule 6). This indicates that the GIS variables enhanced the power of classifying these three classes that were confused spectrally. On the other hand, spectral data are important in the rules to classify water and bare soil, which are two spectrally extreme classes and easy to be classified using only spectral data. This suggests that the rules produced by the machine learning method are compatible with human interpretation methods.

Table 2. The error matrix of the classification of the training data using the knowledge base in the Figure 4

<table>
<thead>
<tr>
<th>Ground/Classified</th>
<th>w</th>
<th>b</th>
<th>s</th>
<th>br</th>
<th>d</th>
<th>p</th>
<th>o</th>
<th>Total</th>
</tr>
</thead>
<tbody>
<tr>
<td>water</td>
<td>24</td>
<td>2</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>26</td>
</tr>
<tr>
<td>bare soil</td>
<td></td>
<td>25</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>25</td>
</tr>
<tr>
<td>spikerush</td>
<td>19</td>
<td>7</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>20</td>
</tr>
<tr>
<td>bullrush</td>
<td>2</td>
<td>19</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>10</td>
</tr>
<tr>
<td>dead vegetation</td>
<td>1</td>
<td>9</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>10</td>
</tr>
<tr>
<td>pine/hardwood</td>
<td>1</td>
<td>17</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>20</td>
</tr>
<tr>
<td>old field</td>
<td>3</td>
<td>19</td>
<td>9</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>13</td>
</tr>
<tr>
<td>Total</td>
<td>24</td>
<td>25</td>
<td>28</td>
<td>19</td>
<td>9</td>
<td>19</td>
<td>13</td>
<td>131</td>
</tr>
</tbody>
</table>

V. CONCLUSIONS

Ancillary data available in a GIS are very valuable in land cover classification of remotely sensed data. Traditional statistical methods are inherently incapable of handling the complexity of a broad spectrum of data in such cases. Knowledge-based methods provide a powerful and flexible approach to dealing with the nonspectral data. However, this requires the expense of building of complex knowledge bases. Machine learning, a subfield of artificial intelligence provides a potential solution to this dilemma. In this study, a supervised inductive machine learning technique generated decision trees and production rules from training data to construct knowledge bases...
automatically for a land cover classification in Par Pond on the Savannah River Site, SC using SPOT multispectral image data and GIS data. This method exploits the empirical observation that experts find it easier to produce good examples than to provide explicit and complete general theories by allowing the experts to do the easier part of the job and leaving the difficult part of the job (providing the rules) to the computer. The preliminary results of the study are promising. It generated automatically a usable knowledge base for the land cover classification. It also incorporated the GIS data into the image analysis effectively and efficiently. Further studies should evaluate, (1) using a separate test data set rather than the training data, (2) new techniques, such as windowing (Quinlan, 1993) to generate more accurate trees and knowledge bases, and (3) incorporating GIS data with nonnumerical attribute values.
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**Figure 1.** A portion of the decision tree generated only from the SPOT spectral data

<table>
<thead>
<tr>
<th>Rule</th>
<th>Condition</th>
<th>Class</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>$B3 &lt; 44$</td>
<td>$class\ w$</td>
</tr>
<tr>
<td>2</td>
<td>$B1 &gt; 77$</td>
<td>$class\ b$</td>
</tr>
<tr>
<td>3</td>
<td>$B2 &lt; 44 \land B3 &gt; 71 \land B3 &lt; 79$</td>
<td>$class\ p$</td>
</tr>
<tr>
<td>4</td>
<td>$B1 &lt; 52 \land B3 &gt; 63$</td>
<td>$class\ p$</td>
</tr>
<tr>
<td>5</td>
<td>$B1 &lt; 58 \land B2 &gt; 46 \land B3 &gt; 76$</td>
<td>$class\ p$</td>
</tr>
<tr>
<td>6</td>
<td>$B1 &gt; 52 \land B1 &lt; 63 \land B3 &lt; 63$</td>
<td>$class\ s$</td>
</tr>
<tr>
<td>7</td>
<td>$B1 &gt; 62 \land B1 &lt; 63 \land B3 &lt; 76$</td>
<td>$class\ s$</td>
</tr>
<tr>
<td>8</td>
<td>$B1 &gt; 63 \land B1 &lt; 69$</td>
<td>$class\ d$</td>
</tr>
<tr>
<td>9</td>
<td>$B1 &gt; 58 \land B1 &lt; 77 \land B3 &gt; 78$</td>
<td>$class\ d$</td>
</tr>
<tr>
<td>10</td>
<td>$B1 &lt; 62 \land B2 &gt; 44 \land B3 &gt; 63 \land B3 &lt; 76$</td>
<td>$class\ o$</td>
</tr>
<tr>
<td>11</td>
<td>$B2 &gt; 44 \land B2 &lt; 49 \land B3 &gt; 76$</td>
<td>$class\ br$</td>
</tr>
</tbody>
</table>

**Figure 2.** The Knowledge base generated only from the SPOT spectral data
Figure 3. A portion of the decision tree generated from the SPOT spectral data and GIS data

Rule 1: $B1 \leq 49$ AND $\text{elevation} \leq 195$ -> class $w$
Rule 2: $B1 > 77$ -> class $b$
Rule 3: $B1 > 66$ AND $\text{elevation} \leq 192$ -> class $b$
Rule 4: $B1 > 49$ AND $B3 \leq 65$ AND $\text{elevation} \leq 195$ AND $\text{fetch} > 85$ -> class $s$
Rule 5: $B1 > 55$ AND $B2 < 49$ AND $B3 > 65$ AND $\text{slope} > 2$ AND $\text{elevation} \leq 193$
AND soil > 0 and soil $\leq 4$ -> class $br$
Rule 6: $B1 > 58$ AND $B1 \leq 77$ AND $\text{elevation} > 195$ -> class $p$
Rule 7: $B1 \leq 58$ AND $\text{elevation} > 195$ -> class $p$
Rule 8: $B1 < 66$ AND $B3 > 65$ AND $\text{slope} \leq 2$ AND $\text{elevation} \leq 195$ AND soil $> 0$
-> class $o$
Rule 9: $B1 < 66$ AND $B3 > 65$ AND $\text{elevation} \leq 195$ AND soil $> 4$ -> class $o$
Rule 10: $B1 > 49$ AND $B3 \leq 65$ AND $\text{fetch} \leq 85$ -> class $o$
Rule 11: $B1 \leq 77$ AND $B3 > 70$ AND $\text{elevation} \leq 193$ AND soil $\leq 0$ -> class $o$

Figure 4. The Knowledge base generated from the SPOT spectral data and GIS data