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Abstract

We present a real-time MPEG software decoder that uses message-passing libraries such as MPL, p4 and MPI. The parallel MPEG de-
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coder currently runs on the IBM SP system but can be easily ported to other parallel machines. This paper discusses our parallel MPEG decoding algorithm as well as the parallel programming environment under which it uses. Several technical issues are discussed, including balancing of decoding speed, memory limitation, I/O capacities, and optimization of MPEG decoding components. This project shows that a real-time portable software MPEG decoder is feasible in a general-purpose parallel machine.
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1 Introduction

Video compression is a crucial technique in coping with large amounts of digitized video data. MPEG (Motion Pictures Expert Group) is an industrial standard of video and associated audio compression for digital media storage and transmission. An MPEG video system consists of an encoder and a decoder: the encoder compresses a sequence of images (video) into a bitstream and the decoder decompresses the bitstream and displays the decompressed
video. Since a video sequence has to be displayed in real-time, an MPEG decoder is required to perform over a billion operations per second. Usually, special hardware with signal processing chips is needed to implement an MPEG decoder. This paper explores the possibility of using portable parallel software environment to implement such a video decoder.

Although a hardware-based MPEG system can encode and decode video sequences in real-time and the cost for the hardware will decrease dramatically in the coming years, a software-based approach presents several advantages: First, it provides a simulation environment for designing the hardware. In fact, a software simulation must be performed before designing any hardware-based MPEG system, since it involves complex compression algorithms. Second, a software-based approach provides flexibility to accommodate growing varieties of algorithms and specific applications. Third, a software-based approach enables the use of a single general-purpose multiprocessor computer which, for many visual communication and image processing tasks, is more economical than buying separate special hardware pieces. Our investigation of a parallel software-based implementation of MPEG system was motivated by these considerations.
Recently, several real-time software decoders have been implemented. Rowe et al. [7] developed a portable MPEG-1 video decoder that can play small-sized (160×120) video in real-time. They used a SPARC 1+ to read the bitstream and a SPARC 10 to decode and display the video. Some frames may be dropped to accommodate network load and decoding speed. Taylor [8] implemented an MPEG-1 encoder and decoder that works in real-time using some special DSP processors embedded in parallel hardware. The drawback of this implementation is that it cannot be ported to a general-purpose parallel machine without such DSP processors. Ghafoor et al. [1] studied speedup with different numbers of processors on several parallel machines including the nCUBE2 and Intel's Paragon. But they did not incorporate such parallel decoding processes with real-time and continuous video display.

Our parallel MPEG-1 parallel decoder has the following features. First it is implemented in a general-purpose parallel machine (IBM SP) and can be easily ported to other machines, since it uses a message passing library such as MPL, p4 and MPI. Second, it can decode and display video smoothly in real-time by means of a HIPPI (HIgh Performance Parallel Interface) frame buffer. Third, the parallel MPEG decoder requires only 16 processors, which
are now available on many commercial parallel machines.

The remainder of this paper is organized as follows. Section 2 discusses our parallel MPEG-1 decoding algorithm. Section 3 describes our implementation environment, including the system configuration and message-passing libraries used. Section 4 discusses several technical issues faced in implementing the decoder. Section 5 presents our testing results. Finally, Section 6 summarizes the project and points out some future research and implementation topics.

2 Parallelization of the MPEG Decoder

MPEG is a video coding standard established by the Motion Pictures Expert Group of the International Standards Organization. Version 1 of MPEG (or MPEG-1) is primarily designed for digital storage such as CD-ROM at transmission speeds up to 1.5 Mbits/second. MPEG-2 is designed as a generic standard to support a variety of applications including high-definition TV, digital cable TV, and video-on-demand. Both MPEG-1 and MPEG-2 use discrete cosine transform coding, motion estimation and Hoffman coding
techniques to compress video data. This paper is mainly concerned with MPEG-1.

The syntax of an MPEG bitstream is organized into several layers: video sequence layer, group of pictures (GOP) layer, picture layer, slice layer, macroblock layer, and block layer. An upper layer encapsulates a lower layer, and each layer conveys information for some specific functions. For example, the video sequence layer contains information for an entire video sequence such as video size, bit rate, and default quantization matrices; the picture layer contains information such as picture coding type and temporal reference for non-intra coded pictures; the macroblock layer deals with motion estimation and compensation; and the block layer contains information on DCT coefficients.

There are three types of MPEG picture frames: intra-coded (I) frame, predictive-coded (P) frame and bidirectionally predictive-coded (B) frame. An I-frame is coded by using information only from itself. A P-frame is coded by using motion compensation from a past I-frame or P-frame. A B-frame is coded by using motion compensation from a past and/or future I-frame or P-frame. The group of pictures (GOP) layer is intended to assist random
access to the sequence. A GOP contains at least one I-frame, and it may contains some P-frames and B-frames. In the bitstream, the first frame in a GOP must be an I-frame, and the reference frames (an I-frame or a P-frame) by a P-frame or a B-frame are coded ahead so the bitstream can be decoded and displayed on-the-fly. But in display order, the first displayed frame in a GOP needs not be an I-frame; it may use an I-frame or a P-frame in the preceding GOP. In general, a GOP is a relatively independent unit and can be decoded in parallel if we add the sequence header and the previous GOP information. Our parallel algorithm is based on this observation.

Figure 1 is the diagram of the parallel MPEG decoder. The parallel MPEG decoder consists of a distributor, a number of decoders, and a collector. The distributor cuts a sequential MPEG bitstream into segments. Each segment contains sequence header, the preceding GOP (which may be referred to by the current GOP), the current GOP, and the sequence end code. The distributor also dispatches the cut segments to decoders in turn. Each decoder receives and decodes segments, dithers the decoded frames into the ARGB format (the display format for HIPPI), and sends frames to the collector. The number of decoders is scalable to accommodate different CPU
speeds. In our system, 14 to 18 SP nodes (each roughly equivalent to a RS/6000 model 370 workstation) are sufficient to achieve real-time decoding (30 frames/second). The collector collects decoded frames in order and sends them to a HIPPI frame buffer for real-time display.

Figure 1. The Basic Model of Parallel MPEG Decoder

3 System Environment and Parallel Programming Libraries

The parallel MPEG decoder was developed on IBM SP system using message passing parallel libraries. In this section, We describe system environment and parallel software tools.
**SP.** The SP is an IBM POWERparallel system that can provide high-performance CPU and I/O power with scalability and flexibility on a UNIX operating system. The current SP2 system can be scaled from 2 to 512 nodes, each node is essentially an RS/6000 model 370. The nodes are connected by internal high-performance switch. In the Mathematics and Computer Science Division of Argonne National Laboratory, 128 nodes are currently installed; each node is equipped with 128 MBytes of memory and 125 MFlops. The peak performance for switching between nodes is 35 MBytes/sec bandwidth and 63 μsec latency. In our parallel MPEG decoding system, only 16 to 20 nodes are required to achieve real-time performance.

**MPL.** MPL is IBM’s message-passing library for the high-performance switch. It is easy to parallelize a standard C program by calling a few message-passing functions in the MPL library. In our implementation of the MPEG decoder, fewer than 10 MPL functions are used. A list of MPL message-passing functions can be found in [3].

**p4.** p4 is one of the most popular message-passing systems that can run on a wide variety of parallel systems and workstations. One of the impediments to widespread use of parallel computers is lack of standard software.
tools; users have to use specific software tools provided by vendors. p4 is an early effort to build a "common language" for these machines. Currently, it has been installed in most major parallel machines and workstations. We implemented the parallel MPEG decoder using p4 library; and the performance is almost the same as that using MPL library.

**MPI.** MPI (Message Passing Interface) is a standard for message-passing system established by a broadly based parallel computing group including vendors, library developers, and users. MPI was completed in the spring of 1994 and is now awaiting public comments. An excellent book on MPI for newcomers as well as for experienced parallel researchers and programmers is [2]. One version of our parallel MPEG decoder was implemented with the MPI message-passing system.

**HIPPI.** HIPPI (HIgh Performance Parallel Interface) is, as its name says, a high-performance I/O interface. At Argonne, a HIPPI frame buffer developed by Input Output Systems Corporation is connected by a HIPPI channel to the IBM SP2 system. The image can be displayed from the HIPPI frame buffer at high resolution (1280×1024) or low resolution (640×512). TCP/IP and IPI-3 protocols are currently used for the connection. The peak
transmission performance is 40 MBytes/sec. Our parallel MPEG system delivers 30 frames/sec. at low resolution.

4 Implementation Issues for the Parallel MPEG Decoder

In this section, we discuss several technical issues in our implementation of parallel MPEG decoder. These issues must be taken into account when porting the parallel MPEG decoder into other machines.

Parallel Models. Figure 1 is a simple parallel MPEG decoding model. We also studied several more complicated parallel models to accommodate different CPU speeds, memory capacities, and transport protocols. Here we give some examples:

Token Model. Asynchronous message passing between nodes makes tasks more independent of each other. For example, in p4, the `p4_send()` function will return without waiting until an acknowledgment is received, so that the calling process can continue work on other calculations such as decoding. If this function is used, some decoders may keep sending decoded frames to
the collector where they must be wait in the buffer. This procedure will cause overflow if the buffer size is small. A scheduling algorithm is needed to overcome this drawback. A simple scheduling policy is to pass a token among each decoding node and to allow only the node holding the token to send the frames. Once it finishes sending, it releases the token to the next decoding process. This model is called a token model.

**Scalable Model.** Another way to overcome the memory limitation of the collector is to build a hierarchical buffering for the collector. For example, we can add a first-layer buffering processor for every three decoders and a second-layer buffering processor for every first-layer buffering processors and so on. This model enables decoding processes to be scaled to any number. The disadvantage of this model is that it introduces many overhead.

**Parallel I/O Model.** Display speed and stability can be dramatically improved if we can let the collector's output (sending to the HIPPI frame buffer) in parallel with its input (receiving from decoding nodes). At the current stage, the time for displaying one frame is bounded by the sum of the time for receiving it from a decoding node and the time for sending it to the frame buffer. Moreover, an instable transmission rate between a decoding
node to the collecting node will affect the display rate. This effect will be removed if a parallel I/O mechanism is implemented. A synchronization scheme is currently used to reduce the instability of transmitting frames from decoding nodes to the collecting nodes.

**Load Balance.** Load balance is an important issue in parallel computing. Several strategies are used in the parallel MPEG decoder. Since the decoding speeds for I-frames, P-frames and B-frames are different and a future reference frame will be delayed to display in MPEG codings, the decoding rate will vary significantly if we sent a frame as soon as it is decoded. Instead, we send frames when all frames in this GOP are decoded. Therefore, the decoding loads among decoders are almost balanced assuming each GOP requires the same decoding time. We also must balance the CPU speed and transmission capacities to achieve real-time performance. For example, if a routine that transforms a YUV format to ARGB format is put in the decoder, the transmitted data from decoding nodes to the collecting nodes will be reduced by 2.67 times. But by doing so, the collector must transform the format. This process is feasible only if the collector has a very high CPU speed.
Reducing Overhead. In our prototype implementation, one GOP with its preceding GOP is sent to each decoder. This process causes one GOP overhead for each transmission from distributor to decoder. The overhead can be reduced by transmitting several consecutive GOPs with one preceding GOP. But this modification will increase latency. The overhead can also be reduced by restricting bitstream in encoding process. If every GOP is started with an I-frame in the display order, one no longer needs to add a preceding GOP when distributing segments to decoders.

Local Optimization. Numerous coding optimizations were used in implementing our parallel MPEG decoder. These optimizations included use of local copies of variables to avoid memory references; as many register variables as possible; bit operations instead of arithmetic operations, and in-line expansions instead of function calls. Also, a fast dithering algorithm from YUV format to HIPPI’s ARGB format is used.
5 Experiment Results

We tested our parallel MPEG decoder for two standard video sequences: "flower garden" (Figure 2) and "tennis" (Figure 3). The testing result are summarized in Table 1. Note that the time is an approximation based on a segment containing GOPs with six frames. The testing was conducted in the system environment described in Section 3.

Figure 2. Flower Garden Image Figure 3. Tennis Image
<table>
<thead>
<tr>
<th>Total Number of Processors</th>
<th>16</th>
</tr>
</thead>
<tbody>
<tr>
<td>Overall Speed</td>
<td>30 frames /sec.</td>
</tr>
<tr>
<td>Latency</td>
<td>about 10 sec.</td>
</tr>
<tr>
<td>Image Size</td>
<td>352x240</td>
</tr>
<tr>
<td>Number of GOPs</td>
<td>26</td>
</tr>
<tr>
<td>Number of Frames</td>
<td>150</td>
</tr>
<tr>
<td>Bit-rate from Disk to Distributor</td>
<td>3.16 MB/sec.</td>
</tr>
<tr>
<td>Bit-rate from Distributor to Decoder</td>
<td>17 MB/sec.</td>
</tr>
<tr>
<td>Time from Decoder to Collector</td>
<td>0.0112 sec./frame</td>
</tr>
<tr>
<td>Time from Collector to HIPPI</td>
<td>0.0167 sec./frame</td>
</tr>
<tr>
<td>Time for Dithering a Frame</td>
<td>0.135 sec.</td>
</tr>
<tr>
<td>Time for Decoding a Segment (Fig. 1)</td>
<td>2.48 sec.</td>
</tr>
<tr>
<td>Time for Decoding a Segment (Fig. 2)</td>
<td>1.95 sec.</td>
</tr>
</tbody>
</table>

Table 1. Key Statistics of Parallel MPEG Decoder
6 Conclusions

In this paper, we developed a real-time software MPEG decoder using portable parallel processing tools. Compared with a hardware-based approach, the software-based approach provides a better environment for exploring video compression algorithms. In addition, the software approach enables flexibility and portability in applications. A future research topic is to investigate parallel video data distribution and management algorithms and parallel MPEG encoding schemes by using portable message passing libraries.
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