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Abstract

We have completed the upgrade and calibration of the Ion Dynamics Spectrometer (IDS), a high-speed Doppler duo-spectrometer which measures ion flow and temperature in the MST Reversed-field Pinch. This paper describes an in situ calibration of the diagnostic’s phase and frequency response. A single clock was employed to generate both a digital test signal and a digitizer trigger thus avoiding frequency drift and providing a highly resolved measurement over the system bandwidth. Additionally, we review the measurement of the spectrometer instrument function and absolute intensity response. This calibration and subsequent performance demonstrate the IDS to be one of the fastest, highest throughput diagnostics of its kind. Typical measurements are presented.
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I. INTRODUCTION

On the MST RFP [1] we have developed a fast passive Doppler spectrometer [2] for the study of ion dynamics. The spectrometer collects radiation from opposing directions along a toroidal chord, measuring the Doppler shift and broadening of various impurity lines with ≤10 µs resolution. Over its two years of operation the Ion Dynamic Spectrometer (IDS) has provided routine measurements of ion flow velocity and temperature over a variety of operating conditions. In addition the IDS has broadened our understanding of the phenomenology of fluid braking and anomalous ion heating during sawteeth events characteristic to RFP discharges [3–7]. In a recent upgrade of the diagnostic interference filters were replaced by small concave holographic grating monochrometers which have greatly improved light throughput and rejection of interfering lines. The system digitizers have also been upgraded from 100 kHz to 1 MHz along with the analog electronics to increase the analog bandwidth to 250 kHz. This will allow for more highly resolved measurements of the sudden fluid deceleration and anomalous ion heating during sawteeth events. The broad bandwidth will also facilitate the investigation of MHD activity (10-30 kHz). In particular the upgrade will allow the first direct measurement of the dynamo electric field, \( \mathbf{E}_d = (\mathbf{V} \times \mathbf{b}) \), which is believed to maintain the magnetic configuration of an RFP discharge [8]. This paper reports on the complete calibration of the upgraded system and presents data which demonstrates its upgraded capability. Particular attention is given to the system phase and frequency response which was measured \textit{in situ} using a synchronized digitizer and signal generator. Methods to measure the IDS single channel transfer function and absolute photon response will also be described.
II. CALIBRATION

A. Phase and frequency response

We performed a highly resolved in situ calibration of the entire IDS system phase response from 5 to 500 kHz. Figure 1 contains a sketch of the setup used for the calibration. The Quatech WSB-100 programmable D/A board, the key component of the calibration, generates an arbitrary function with 12 bit vertical resolution and a 20 MHz clock rate. The board generates continuous wave trains by cycling through a stored sinusoidal function with an integer number of clock cycles per period. Simulations demonstrate that at frequencies with as few as 40 steps per signal cycle the driving frequency retains greater than 99% of the signal power. The generator drove a bright LED, biased to insure a linear dynamic response to the driving signal. Fiber optics collected the oscillating light signal and passed it through the full IDS system. The 32 channel output from the IDS and the LED driving signal was digitized at 1 MHz with 12 bit resolution Aurora 14 digitizers. The 20 MHz WSB-100 data strobe, divided down to 1 MHz by a simple TTL circuit, clocked the digitizers insuring strict synchronization of the driving signal and data collection.

The signal output from the jth channel of the IDS at time $t_i$ can be modeled as

$$X_j(t_i) = S_j \sin(\omega_d t_i + \phi_j) + \delta_j(t_i),$$  \hspace{1cm} \text{(1)}$$

where $S_j$ and $\phi_j$ are the absolute amplitude and phase of the signal transmitted through the IDS, $\delta_j$ is a random deviate representing the photon fluctuation noise, and $\omega_d$ is the LED driving frequency. As Figure 2a depicts, the photon fluctuation noise amplitude dominates the low amplitude transmitted signal recorded at the output of the IDS. The correlation of $X_j(t)$ with a sinusoid of angle $\psi$ at exactly $\omega_0 = \omega_d$ over the full record length, $L$, yields the function [9],

$$C_j(\psi) = \frac{1}{L} \sum_{i=1}^{L} X_j(t_i) \sin(\omega_d t_i + \psi) = \frac{1}{2} S_j \cos(\psi - \phi_j) + O(\frac{\delta_{\text{rms}}}{L}).$$  \hspace{1cm} \text{(2)}$$

The first term on the right hand side of this equation represents the zero frequency beat wave between the correlated signals, and contains information about both the phase and amplitude
of the transmitted signal. The remaining term represents the DC beat wave between the
sinusoid and the Fourier component of the noise at the pulsed frequency and is small if
$L >> 1$. A linear fit to $C_j(\psi)$ through its positive-going root yields the correlation angle
$\psi = \phi_j - \pi/2$ (Figure 2c). We are then able to evaluate $C(\psi = \phi_j)$, making $\cos(\psi - \phi_j) = 1$
and yielding $S_j$. The amplitude and phase of the reference signal, $S_{ref}$ and $\phi_{ref}$, may be
obtained identically. This allows calculation of the phase lag, $\Phi_j(\omega_d) = \phi_j - \phi_{ref}$, introduced
by the channel and the relative channel response amplitude, $R_j(\omega_d) = S_j/S_{ref}$.

The above analysis relies on the record length satisfying $L >> \delta_{rms}/S_j$, a condition
easily satisfied by 128 K digitizer records. In addition, to retain the first term in Eq. 2, the
condition $\omega_d = \omega_o$ must be precisely satisfied. Inexact knowledge of the driving frequency
will introduce a non-zero beat frequency, $\omega_b = \omega_o - \omega_d$, into the correlation term causing it
to vanish if $L$ exceeds a beat period. Similarly, slight drifts in $\omega_d$ quickly decorrelate $X_j$ and
the sinusoid. If these drifts and errors are well known Eq. 2 may still be used if the record
length is shortened to a fraction of the beat period and signal correlation length. However,
employing the data strobe from the D/A signal generator to clock the digitizers, enables $\omega_d$
to be known exactly in the data regime, insuring an identically zero beat frequency and an
effectively infinite correlation length.

Figure 3 shows the measured system response amplitude and phase averaged over the
32 channels. The system exhibits an extremely linear phase response from DC to 250
kHz corresponding to a nondispersive signal delay of 3.64$\mu$s. The wide bandwidth of the
diagnostic removes the analog electronics as the limiting factor for time resolution of physical
phenomena. This limit is currently imposed either by the viewing chord which spatially
averages over fast fluctuations of highly localized phenomena, or the low spectral irradiance
of the impurity being observed. However, for large scale phenomena of bright impurities
the IDS is capable of resolving velocity and temperature dynamics with better than 10$\mu$s
resolution.
B. Instrument function

To measure the individual channel transfer functions we employed a Cadmium lamp powered by a regulated DC current source. A precision motor drive rotated the spectrometer grating sweeping the 226.5 nm Cadmium line in 5th order across the exit fiber-optic array. A single sweep of the Cadmium line traced out the instrument functions of sixteen IDS channels, corresponding to one view of the diagnostic. A photo diode detector provided a reference measurement of the lamp brightness, which varied $\sim 4\%$.

The area, centroid, and variance of each instrument function were calculated statistically, while the value and location of the instrument function maximum were estimated via a parabolic fit to the peak of each trace pulse. A linear fit to both sides of the peak provided an estimate of the instrument function FWHM. Additional sweeps for each view which included a neighboring Cadmium line at 283.7 nm in fourth order provided a conversion factor from the digitized time axis to a wavelength axis equal to the known wavelength separation of the two lines divided by their measured separation in time. Final sweeps in which both IDS views were illuminated determined the relative position of one set of sixteen channels to the other.

C. Absolute photon response

The absolute photon response of the IDS was measured using an integrating sphere with a well calibrated luminosity and blackbody spectral response. The sphere, placed directly in front of one of the two collecting lenses, illuminated 16 of the 32 IDS channels. Digitizing the 16 output signals at 1 MHz, 128K records were collected at various PMT bias voltages. The statistics of the photo-electrons emitted by the photo cathode of the PMT should dominate the statistics of the signal, $y$. By assuming the photo-electron emission to be a Poisson process one can realate the moments of $y$ to the mean number of photo-electron counts per sample, $\langle n_{pe}\rangle$, and the sensitivity of our detection system to the incident photo-electrons,
\[ 
\langle y \rangle = G_{pe} \langle n_{pe} \rangle \] (3a)
\[ 
\langle y^2 \rangle - \langle y \rangle^2 = G_{pe}^2 \left( \langle n_{pe}^2 \rangle - \langle n_{pe} \rangle^2 \right) = 2G_{pe}^2 \langle n_{pe} \rangle \Delta f \tau_{samp}. \] (3b)

Here \( \Delta f \) is the analog bandwidth of the diagnostic and \( \tau_{samp} \) is the sampling interval of the system digitizers. Additional corrections to Eq. 3b due to PMT dark current and the single electron response pulse distribution should be of order unity [10] within the precision of this calibration. However, the calibration data exhibits an unexpected quasi-Gaussian spike in the distribution about the signal baseline in addition to the expected Poisson distribution (Figure 4a). While the dark current originating within the PMT dynode chain is too small to account for all of the spike, a possible explanation lies in the delta function response of the detection system. Digitizer sampling 1 MHz of individual PMT photoelectrons in the wings of the response which rings about zero due to the finite system bandwidth may effectively pull a portion of the count distribution to negative and near zero values. Unfortunately, we have been unable thus far unable to reproduce this feature in simulations which incorporate these effects. A Gaussian fit to the distribution below the baseline (Figure 4b) subtracted from the whole distribution recovers a distribution which more closely approximates a Poisson curve (Figure 4c). Calculation of the moments of this distribution yields, through Eq. 3, estimates for \( \langle n_{pe} \rangle \) and \( G_{pe} \).

The photon flux incident on a single channel from the calibrated source is given by
\[ 
\Gamma_{\gamma} = \frac{I_\lambda \eta_{ch} \Delta_{ch}}{hc/\lambda}, \] (4)
where \( I_\lambda \) is the spectral irradiance of the integrating sphere, \( \eta_{ch} \) is the system étendue per channel of \( 11.7 \times 10^{-5} \text{sr cm}^2 \), \( \Delta_{ch} \) is the single channel width of 0.024 nm, and \( \lambda \) is 529.1 nm. This yields a \( \Gamma_{\gamma} \approx 400 \text{photons}/\mu\text{s} \) which when compared to the derived photo-electron flux, \( \Gamma_{pe} = \langle n_{pe} \rangle/\tau_{sample} = 1.5 \text{ p.e.}/\mu\text{s} \), corresponds to a total system efficiency of 0.3%. This value agrees well with a value of 2% for the system optical transmission efficiency.
estimated during the original diagnostic design multiplied by 15%, the quantum efficiency of the PMT's listed in manufacturer's specifications.

III. ANALYSIS AND RESULTS

A non-linear Gaussian fit yields the moments of the Doppler broadened line profiles output from the IDS [11]. Simulations have demonstrated that smoothing the raw data prior to conducting a fit reduces noise in the fit moments more effectively than smoothing the moments of fits to the raw data. Typically, data is binned from 1 MHz to 100 kHz prior to analysis because MHD phenomena in MST above 20 kHz is spatially averaged out. The IDS 250 kHz analog bandwidth maintains the capacity to observe fast, well-illuminated, global events.

The extremely linear phase response and broad analog bandwidth allow for the subtraction of a constant time delay from the time axis in place of a Fourier deconvolution of the system response from the raw data. Additionally, the narrowness of the single channel instrument function relative to the temperature broadened line width allow the approximation of the instrument function by a Gaussian. This enables the recovery of the thermal line width, $\sigma_{th}$, from the fit moment of the convolved profile, $\sigma_{fit}$, as,

$$\sigma_{th}^2 = \sigma_{fit}^2 - \sigma_{ch}^2$$  \hspace{1cm} (5)

where $\sigma_{ch}$ is the variance of the single channel instrument function. For normal plasma parameters this amounts to a small correction.

Figure 5 contains flow and temperature data from a typical MST discharge which demonstrates the upgraded capabilities of the IDS. The diagnostic clearly resolves the sudden, regular braking of the plasma flow that coincides with the discrete relaxation events known as sawtooth crashes [12]. The IDS allows the accurate measurement of the $\leq 100 \mu s$ deceleration on an individual sawtooth basis. These events are also characterized by the sudden spikes in the ion temperature apparent in Figure 5b. While diagnostic techniques such as
charge exchange analysis provide measurements of ion temperature they typically lack the time resolution of the IDS. The mode of operation used for this discharge is characterized by a period of small, rapid, sawtooth-like events, seen from 20 to 25 ms in Figure 5a-b. The IDS resolves the ion temperature and flow dynamics associated with these rapid events in addition to the final sawtooth crash which terminates the period and effects a dramatic reversal of the plasma flow direction at 25 ms. To facilitate presentation, the data shown in Figure 5a-b is binned at 20 kHz. However, the expanded plot of 2 ms about the sawtooth crash (Figure 5c-d) contains data points fit every 10 μs. Zooming in on this event it is apparent that what seemed a single braking event in Figure 5a is in fact two distinct braking events separated by less than 50 μs. A corresponding double spike can also be discerned in Figure 5d for the expanded temperature. This feature, invisible to resolutions $\geq 20\mu s$, could not have been observed with the IDS system prior to its upgrade.

IV. SUMMARY AND DISCUSSION

The upgrade to the IDS has made it one of the fastest, highest resolution spectroscopic diagnostics of its kind. A calibration technique employing a D/A signal generator synchronized with the system digitizers provides an accurate, in situ measurement of the system phase and amplitude response from 5 to 500 kHz. This calibration demonstrates that the IDS has an extremely linear phase response over a 250 kHz analog bandwidth. Measurement of the single channel instrument functions was performed with a bright Cadmium line swept over the sixteen channel array. In addition an estimate of the absolute photon response using a statistical analysis of the light signal transmitted through the IDS system from a blackbody spectral source shows a system gain and transmission efficiency in agreement with previous estimates. In operation the IDS has proven a powerful and robust measurement tool of fast global ion velocity and temperature dynamics. Measurements of events with the $\leq 10\mu s$ resolution of the upgraded IDS allow the quantitative measurement of rapid changes in the equilibrium ion flow and temperature typically associated with flux generating saw-
teeth events. In addition the enhanced resolution facilitates the investigation of plasma phenomena associated with MHD fluctuations in the fluid flow previously invisible on the MST.
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FIGURES

FIG. 1. Schematic of the in situ calibration of the IDS response amplitude and phase. The Quatech WSB-100 provides the clock for both the driving signal and the Aurora 14 digitizers.

FIG. 2. Extraction of phase information from noisy IDS output signals using correlation analysis. a) An oscillating signal, $S_{\text{ref}}$, drove an LED at $\omega_d$. The digitized data points are represented above with closed circles. b) The signal output from the jth channel, $X_j$, contains both the phase lagged output signal, $S_j$, and photon noise fluctuations with amplitude $\delta_{\text{rms}}$, recorded at the closed squares. c) Correlation of the driving signal and $X_j$ with a sinusoid at exactly $\omega_o = \omega_d$ over $2\pi$ yields the correlation function $C_{\text{ref}}(\psi)$ and $C_j(\psi)$ respectively. The phase lag introduced by the channel, $\Phi_j(\omega_d)$, is retrieved as the angle between the two positive going roots of the correlation functions. The relative channel response is calculated as, $R_j(w) = S_j/S_{\text{ref}}$.

FIG. 3. The calibrated phase and amplitude response from 5-500 kHz is shown averaged over the 32 IDS channels. The system response amplitude (solid) drops 5 dB from 5 to 250 kHz providing a broad analog bandwidth. From 250-500 kHz the response drops to -24 dB insuring negligible aliasing of high frequency noise. The system phase response (dashed) is exceptionally linear over the effective analog bandwidth corresponding to a nondispersive signal delay of 3.64$\mu$s.

FIG. 4. a) A histogram of digitized signal level yields a curve which appears to be a super position of the expected Poisson curve with a Gaussian spike about the channel baseline. b) A fit to the distribution below the baseline reveals an approximately Gaussian shape. c) Subtraction of the fitted Gaussian from the distribution recovers a distribution above the baseline which more closely approximates a Poisson curve. Here the horizontal axis has been renormalized to the corresponding number of incident photoelectrons and the Poisson curve corresponding to the calculated signal mean and variance is over drawn.
FIG. 5. IDS data from a typical MST discharge. a) The IDS resolves sharp decelerations in the ion flow during sawtooth events at 8, 13, 25, and 32 ms. b) These braking events are typically accompanied by large, sudden spikes in the ion temperature over which the impurity line profile remains thermal. c) Expanding the data about the large sawtooth at 25 ms reveals two distinct braking events separated by less than 50 μs. d) The corresponding heating spikes can also be discerned in the expanded temperature data.
RED COVER REPORT APPENDIX

This appendix contains specific results from the IDS calibration. The methods employed to achieve these results are detailed in the preceding paper.

FIG. A1. The measured instrument functions from three adjacent channels exhibit a roughly triangular shape. The channels overlap at half max corresponding to an optimal compromise between spectral luminosity and resolution.

FIG. A2. Each view of the IDS covers slightly less than 4 Å of the spectrum in 0.25 Å steps. Channel position was estimated via a parabolic fit to the top of the individual channel instrument functions.

FIG. A3. The channel to channel normalization exhibits little dependence on PMT bias setting. Comparison with a similar calibration performed one year prior to the current results shows little drift in relative channel sensitivity over time.

FIG. A4. The FWHM of each channel was estimated with a linear fit to the sides of the instrument function. The channels are approximately a quarter of an Angstrom wide. Error estimates are derived from the statistical fluctuations among four separate measurements.
FIG. A5. The channel variance was calculated statistically from the instrument functions. The average instrumental variance of each view is subtracted in quadrature from the measured variance of the thermally broadened line during data analysis. This instrumental contribution to line width is important only for very cold plasmas.

FIG. A6. A 3052 K blackbody curve provides an excellent fit to the integrating sphere calibration data provided by the sphere manufacturer. The curve provided an estimate of the sphere luminosity at the observed wavelength of 529.05 nm.

FIG. A7. a) The amplitude of the anomalous quasi-Gaussian spike about zero increased as the PMT bias was decreased. b) However the variance of the spike increased with PMT bias. Thus, as the PMT bias was increased the spike shortened and broadened. These effects have not been reproduced in simulations.

FIG. A8. a) The calculated gain of the system (digitizer counts/photon-\(\mu\)s) increases as would be expected with PMT bias. b) The estimated incident photo-electron flux remains constant for each of the PMT settings. This is consistent with our light source maintaining constant luminosity throughout the calibration.
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