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The bulk temperature measurement of pipe flows with thermal striping is explored. An experiment is conducted to examine the feasibility of using temperature measurements on the external surface of the pipe to estimate the bulk temperature of the flow. Simple mixing models are used to characterize the development of the temperature profile in the flow. Simple averaging techniques and Backward Propagating Neural Net are used to predict bulk temperature from the external temperature measurements. Accurate bulk temperatures can be predicted. However, some temperature distributions in the flow effectively mask the bulk temperature from the wall and cause significant error in the bulk temperature predicted using this technique.
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EXECUTIVE SUMMARY

The hot leg flows in some Pressurized Water Reactor (PWR) designs have a temperature distribution across the pipe cross-section. This condition is often referred to as a thermally striped flow. This temperature distribution is known to vary with time, apparently switching between two or three relatively stable configurations. The temperature distribution in the hot legs makes the accurate measurement of the bulk temperature of the core exit flow difficult. This research investigates methods to measure the bulk temperature of a flow in a pipe using externally mounted thermocouples.

The research contains experimental and analytical components. The experimental component involves a study of thermally striped flows in a three inch inner diameter pipe with Reynolds numbers around 500,000. Three different spatial inlet temperature distributions are considered. The first inlet configuration splits the pipe cross-section into two half moons, one on the top of the pipe, the other on the bottom. The second inlet temperature distribution is a concentric annular configuration. The third inlet temperature distribution is an eccentric annular configuration. The temperature distribution in the flow downstream of the inlet is measured inside the pipe using a rake of thermocouples mounted on an aerodynamic mast. The temperature distribution on the exterior of the pipe is measured using a ring of thermocouples pressure mounted by a clamp to the exterior of the pipe. Measurements of this type are taken at several positions downstream of the inlet. The actual bulk temperature is known in all tests through measurement of the flow rate and temperature for both of the inlet streams.

The development of the temperature profile downstream of the inlet is predicted using standard models for thermal diffusivity in turbulent pipe flows. These models predict spatial temperature gradients in the flow field as a function of axial position downstream of the inlet. These models are found to predict the measured data well. This information is useful in
determining the spacing of thermocouples in the internal rake and in the external ring necessary to achieve an accurate representation of the spatial temperature profile in the flow and the associated bulk temperature.

The bulk temperature is predicted from the external temperature measurements using two strategies. The first strategy uses the mean temperature value from the external values as the bulk temperature. This technique is based on the definition of the bulk temperature and assumes the pipe cross-section is divided into equal pieces, like a pie, with each piece having a temperature corresponding to the external temperature value. A uniform velocity profile is also assumed. The second strategy utilizes a Backpropagation Neural Net Algorithm to predict the bulk temperature based on the pipe external temperature measurements.

Both bulk temperature prediction strategies work well for the inlet temperature distribution where the cross-section is divided into two half moons. Unfortunately, the bulk temperature is not well predicted using the mean value strategy for the inlet configuration corresponding to concentric annuli because one of the temperature stripes is not in intimate contact with the pipe wall. The Backpropagation Neural Net Algorithm shows some advantage over the simple mean value method. However, the data gathered in the experimental part of this research are not diverse or numerous enough to properly train the network.
1. INTRODUCTION

A combined experimental and theoretical approach is employed to establish measurement strategies that allow accurate bulk temperature determination in PWR hot legs. The experimental effort uses a three inch diameter test pipe supplied with hot and cold fluid streams. The fluid streams are introduced in three different inlet geometries. The fluid flow velocities in the pipe are from 5 m/s to 8 m/s. Temperature profiles in the pipe are measured using an instrumented spool piece that could be placed at several positions downstream of the hot and cold fluid stream inlets. The spool piece is fitted with 14 thermocouples mounted circumferentially around the exterior of the pipe. A rake of 12 thermocouples spans the flow along the vertical cross-section. The spool piece allows characterization of the centerline temperature profile in the pipe at several positions downstream of the hot and cold fluid stream inlet.

Mechanistic thermal mixing models are employed to predict the experimentally measured temperature profiles. The mixing models use existing models for mixing length in fully developed pipe flow to derive thermal diffusivity as a function of the radial position. The radially varying thermal diffusivity is then used to predict the temperature profile development in the test section. The temperature field development is thereby described as a transient conduction problem. This technique works for the portion of the flow cross-section where the time average velocity is relatively constant, which is over 90% of the pipe diameter for the highly turbulent flows (i.e., \( \text{Re} > 10^6 \)) considered in this study.
1.1 History of Thermal Striping in PWR Hot Legs

Research on thermal striping is motivated by need for more accurate measurement of the bulk temperature of the coolant in the hot legs of conventional pressurized water reactors. Westinghouse pressurized water reactors (PWR's) with the so-called inverted top-hat design have thermal striping in the hot legs which causes inaccuracy in current bulk temperature measurements. It is desirable that results of the research be applicable to existing and future nuclear power plant designs. Therefore, current techniques and associated difficulties in the measurement of PWR hot leg bulk temperature are investigated via consultation with PWR owners and Westinghouse engineers. The intent of these investigations is to establish appropriate scaling parameters and inlet conditions for the experimental investigation and modeling of thermal stratification.

A meeting at Duke Power in Charlotte, NC on November 12, 1992 (attendees are listed in Appendix A) revealed information pertinent to the NRC sponsored research as follows:

a. The current method for measuring the bulk temperature in each hot leg utilizes three RTD's equally spaced around the circumference of the pipe, with one RTD located at the top. The RTD's extend approximately 30 cm into the pipe which is 0.9 m (29") in diameter. The current RTD's in each array have measured temperatures that differ by several degrees. The temperature measurements of the RTD's also vary significantly with time, as evidenced by a temperature vs. time history obtained from the McGuire plant. The dimensions of the hot leg and the positions of the RTD's on the hot leg relative to the reactor vessel are given in Appendix B.

b. The reason for the temporal variation in the RTD measurements has been
attributed to the so-called Upper Plenum Anomaly. The flow pattern in the upper plenum exhibits two or more stable patterns during normal operation of the reactor. Each of these flow configurations results in a different temperature distribution measured at the RTD positions on each hot leg, and in a different bulk temperature in each hot leg. This behavior is more noticeable in low leakage cores because the spatial temperature distribution of coolant leaving the top of the core is more pronounced.

c. Westinghouse is sponsored by a sub-group of the Westinghouse owner’s group called the Upper Plenum Anomaly Sub-group to evaluate the flow patterns in the upper plenum using Computational Fluid Dynamic (CFD) techniques. The list of the members of this sub-group are given in Appendix C.

Pursuant to the meeting in Charlotte, the following was learned from personal communication with Walt Lyman, a Consulting Engineer in Fluid Systems Engineering at Westinghouse. Both the inlet temperature distribution and the inlet velocity distribution are currently unknown for the hot legs. Further, the CFD analysis currently underway will require a benchmark to be credible given the complexity of the flow geometry and model. The benchmark for the CFD analysis may be partially fulfilled by experiments performed in Japan.

The RTD manifold is located three to five pipe diameters away from the reactor vessel on the Watts Bar Nuclear Plant operated by TVA, which is a typical Westinghouse PWR with an ice condenser containment. This manifold replaces the RTD bypass line that was originally used in these systems, but was removed due to safety issues. The RTD bypass line was a small diameter line in parallel to the hot leg in which the RTD’s were mounted. The flow in this line was well mixed and originated from a single position on the hot leg circumference. Therefore, the RTD’s were exposed to a single water
temperature in the bypass line. Thermal striping in the hot leg may have been present, but undetected.

The true flux of enthalpy through each of the hot legs must be known in order to allow an energy balance to be performed on the primary coolant loop. This is important to allow operation of the plant at peak efficiency and is also critical to the plant safety systems. The present uncertainty in the enthalpy flux through the hot legs has caused these nuclear plants to operate at less than their potential safe power output by a few tenths of a percent.

1.2 Determination of Bulk Temperature in PWR Hot Legs

The character of the thermal striping in the hot leg should be understood in order for the measurement strategy developed herein to be useful. The nature of the thermal striping can be quantified by considering the flow in the upper plenum which provides the inlet velocity and temperature distribution to the hot legs. The flow in the upper plenum is not well quantified in any study available in the open literature. However, several general characteristics of this flow can be identified.

The source of flow in the upper plenum comes from hundreds of flow paths in the core upper tie plate. These flows have spatially varying temperatures and velocities. The temperature distribution is on average peaked in the center of the core due to low leakage fuel loading designs. The flow is also peaked in the center of the core to maintain uniform thermal margins. Thus, the source term can be globally characterized with a center peaked radial profile of a cosine shape for both temperature and velocity.

The sink for the flow in the upper plenum is three operating hot leg nozzles. Each hot leg nozzle takes approximately the same amount of flow. The variation in flow between the three hot legs depends on the configuration
of the plant and the condition of the individual pumps and steam generators. The reactor is fitted with four hot legs, therefore, the three operating nozzles are not located symmetrically about the centerline of the reactor vessel.

The flow into the hot legs likely has some angular momentum characteristic of sink flows. The temperature distribution at the sink inlet is a function of the temperature distribution of the source, the flow pattern from the source to the sink, and the mixing that takes place during the time the fluid travels from the source to the sink. The upper plenum has many internal structures that promote mixing of the flow as it travels from the source to the sinks.

The flow in the upper plenum has at least two "stable" flow configurations. These configurations can be thought of as local minima in the energy of the flow. Occasionally the system will move from one local minimum to another. This movement may be motivated by an external perturbation of the system, or may be motivated by a particular trajectory of the state space that occurs as a natural consequence of randomness (i.e., chaos) internal to the flow. Westinghouse sponsored experiments in Japan (Walter Lyman, 1992) and may have more quantitative information on the flow in the upper plenum.

Note also that the hot leg nozzles fitted to the inner core barrel fit loosely to the outer pressure vessel. A leakage or bypass flow from the downcomer annulus enters the hot legs. This flow is thought to be small. Also, some plant configurations allow coolant to flow up through the barrel-baffle region, by-passing the core. These flows enter the hot leg near the cold leg temperature.

This description of the flow in the upper plenum leads to some qualitative information pertaining to the flow entering the hot legs. The
flow can have temperature variations ranging from the cold leg temperature to the highest temperature leaving a fuel bundle if mixing is disregarded in the upper plenum. The velocity distribution is likely typical of most sinks since the accelerations in the region near the hot leg nozzle are large relative to those elsewhere in the upper plenum. The effect of the bypass flow is probably small. However, it should be noted that the bypass flow due to nozzle leakage will have significant velocity since the pressure drop from the upper portion of the downcomer annulus to the hot leg inlet is large while the length over diameter ratio of the flow path is not large. This is not true for the upflow plants, since the barrel-baffle region flow is parallel to the core flow and the pressure difference is small.

The flow travels in the pipe several diameters before reaching the existing RTD manifold. This will allow some mixing and will relax the temperature distribution in the flow. For plants with an ice condenser type containment, the flow travels a total of around 13 diameters before entering the steam generator. Therefore, the flow is not fully mixed and some thermal striping persists even as it enters the lower plenum of the steam generator.

The challenge is to measure the enthalpy flux associated with the flow in the hot legs. Assuming that the temperature and velocity profiles are only dependant on the radial dimension, the enthalpy flux is defined by the integral across the flow cross-section of the enthalpy flux per unit area given as:

\[ \dot{h} = \int_A \rho(T) C_p(T) T(r) \nu(r) \, dA \]  \hspace{1cm} (1-1)

The product of the density times the heat capacity is a relatively weak function of temperature, allowing the integral to be rewritten in the following form for the circumstances of interest in this study.
The velocity distribution and the temperature distribution in the pipe cross-section must be known before the enthalpy flux can be accurately determined.

\[ \dot{h} = 2\pi \rho C_p \int_0^R T(r) v(r) r dr \]  

(1-2)
2. EXPERIMENT OBJECTIVES AND DESIGN

2.1 Experiment Objectives

This work studies the effect of a thermally striped flow through a pipe on the temperature measurements at the surface of the pipe. To accomplish this, the task is divided into five major objectives:

1. The delivery of a well-defined, thermally striped flow to the test section. This is implemented by using inlet transition pieces that deliver two different temperature streams to the test section with a specific geometric shape.

2. An accurate knowledge of the bulk temperature of the flow in the test section. This is determined by measuring the temperature of the source flows before mixing occurs, and the fluid flow rates from each source. These measurements are combined using the relation

\[ T_b = \frac{q_1 T_1 + q_2 T_2}{q_1 + q_2} \]  \hspace{1cm} 2-1

where \( q_i \) and \( T_i \) (i=1,2) are the volumetric flow rate and the temperature of the two streams. (Note the specific heat and density are assumed equal for \( T_1 \) and \( T_2 \). There is a difference of approximately 1% in the densities over the temperature span of interest here.)

3. Measurement of the internal temperature distribution. This helps to characterize the evolution of the temperature distribution as a function of axial position (i.e., along the pipe), and provides another measure of bulk temperature.
4. **Measurement of the external surface temperatures.** These measurements provide the "output", or response of the test section to the thermally striped flows. They would be the primary measurement parameter in a field application.

5. **Correlation of the external measurements with the bulk temperature measurements.** This is the main objective of the experiment. The external measurements provide information on the energy content of the pipe, and thus in many instances can be used to estimate the bulk temperature.

The physical implementation of items one through four are the subject of this section. The measurement results of the test runs are described in section 3. Methodologies to address item five are discussed in sections four and five.

### 2.2 Description of the Thermal Stratification Test Facility

The Thermal Stratification Test Facility (TSTF) was designed to simulate the effect of thermal striping in a coolant leg of a PWR. It consists of hot and cold water reservoirs, an inlet mixing piece, a test spool piece, piping, pumps, and instrumentation. A flow diagram of the TSTF is shown in Fig. 2-1. The system can deliver two different temperature streams at flow velocities up to 8 m/s. The University water system supplies the hot and cold water streams. Two inlet mixing pieces can be used to provide three different inlet geometries, semi-circular, concentric, and off-center. Temperature measurements are made in a test spool piece made of stainless steel, and instrumented with 16 surface (external) thermocouples and 12 internal thermocouples. A data acquisition system records the thermocouple measurements once per second.
Figure 2-1  Thermal Stratification Test Facility
System Description

Hot and Cold Water Reservoirs

The water reservoirs are two 300 gallon vertical cylindrical polytanks. These are the sources for different temperature streams in the test section. Each tank is equipped with a three inch penetration for discharge, and a 1.5 inch penetration and hose connection for water supply. The hot and cold water is supplied by the University physical plant. Temperatures vary seasonally, and are in the range of 15 – 25 °C for cold water and 40 – 50 °C for hot water. However, the differential temperatures remain at approximately 30 ±5 °C. Gate valves are located on the three inch discharge line to isolate the tanks from each other during filling.

Each tank has an independent differential pressure sensor and transmitter. The transmitters input to the data acquisition system so that the water volume vs. time can be logged, and the volumetric flow rates calculated. There is a calibrated thermocouple located in the discharge nozzle of each tank. The bulk temperature in the test section is determined using these measurements and equation 2.1. The thermocouples also provide a means of verifying that the source flows are isothermal.

Inlet Mixing Pieces

The inlet mixing pieces provide the transition from two separated isothermal flows to a single, thermally striped flow. They also provide the specific inlet geometry from which thermal mixing is allowed to proceed. In this sense, the end of the inlet mixing piece corresponds to the reactor vessel hot leg nozzle. There are two inlet mixing pieces that allow three different inlet conditions. Figure 2-2 shows the three inlet geometries, semi-circular, concentric, and off-center.
Figure 2-2 - Inlet Condition Geometries Used In The TSTF.
Figure 2-3 - Inlet Mixing Piece I.

Figure 2-4 - Inlet Mixing Piece II.
Inlet mixing piece I provides the semi-circular inlet condition. It is constructed out of three inch, schedule 40, clear PVC. Water flows from tank A into the bottom section of the wye, and from tank B into the top portion of the wye. The flows remain separated by a divider plate located horizontally along the discharge portion of the mixing piece. At the end of the horizontal run, the flows are allowed to begin mixing. A photograph of this inlet mixing piece is shown in Figure 2-3.

Inlet mixing piece II provides the concentric and off-center inlet conditions. The horizontal run is constructed out of three inch, schedule 40, white PVC, and the wye portion is constructed out of two inch, schedule 40 PVC. The bottom leg of the wye actually penetrates the three inch section at the wye, and runs through to the end, thus keeping the flows separate until the end of the mixing piece is reached. This configuration provides the concentric inlet condition. The center tube is supported at the end by three set screws. By adjusting these set screws, the end of the inner tube can be deflected in any direction. Setting the inner tube against the inside of the outer pipe provides the off-center inlet condition. Water flows from tank A into the bottom section of the wye, and from tank B into the top portion of the wye. At the end of the horizontal run, the flows are allowed to begin mixing. A photograph of this inlet mixing piece is shown in Figure 2-4.

A convention used in this work defines the temperature configuration of the inlet as the temperature of water (i.e., H for hot and C for cold) that is flowing from tank A or from tank B. For example, the temperature configuration HC refers to hot water flowing from tank A, and cold water flowing from tank B. Temperature configuration CH refers to the opposite situation. Thus for mixing piece I, the HC configuration would allow hot water to be the bottom layer in the test spool, and cold water to be the top layer. This convention is used in the test matrix to identify all possible combination of inlet conditions and axial positions.
Test Spool Piece and Extension Spools

The test spool piece is designed to simulate the thermal response (scaled) of a reactor coolant system hot leg, and to provide discreet temperature measurements at points on the surface, and in the interior flow of the pipe. It is 18 inches in length, and is constructed of three inch, schedule 40 stainless steel. This schedule was chosen because the dimensions scale well to a reactor coolant pipe. The inner diameter of 3.068 inches and wall thickness of 0.216 inches, gives a diameter to wall thickness ratio of 14.2. By comparison, the reactor coolant pipe has a diameter (29 inches) to wall thickness (2-1/3 inches) ratio of 12.4. The pipe material (304S) also has the same thermal conductivity as the reactor coolant system piping. Flanges are welded onto each end to provide for easy installation into and removal from the TSTF. A photograph of the test spool piece is shown in Figure 2-5.

To measure the external surface temperatures, an array of type k thermocouples are attached at the midpoint of the spool piece by use of a PVC harness. This thermocouple harness contains 16 thermocouple junctions, arranged in a circle with a spacing of approximately 22.5 degrees. It is secured to the outside of the spool piece by a hose clamp to ensure that even pressure is applied to all of the thermocouples. Conductant paste is also applied to each junction to further ensure good thermal conductivity.

Internal temperature measurements are made by an array of thermocouples that is inserted into the spool piece through a hole drilled at the midpoint. This thermocouple probe contains 12 thermocouples at a pitch of approximately five millimeters. Thermocouple wire is run through a hole bored down the center of a brass "mast", and the junctions emerge from a set of 12 holes drilled into the face of the mast. The crosssection of the mast is shaped like an airfoil to reduce drag and the resultant perturbations of the flow. The junctions protrude approximately 6 millimeters from the surface to allow temperature measurements to be taken before the mast creates a disturbance in the flow.
Figure 2-5 - Test Spool Piece Installed In The TSTF.
field. The probe mast is inserted vertically into the bottom of the pipe, and is countersunk into the top of the pipe for stability. Table 2-1 gives the positions of the thermocouples inside the pipe, and around the exterior perimeter. A photograph of thermocouple harness and probe are shown in Figures 2-6 and 2-7 respectively.

A set of extension spool pieces were made to allow the test spool piece to be moved to different axial positions. Table 2-2 shows the length of each extension spool, and the distance in inches and pipe diameters that it positions the temperature sensors on the test spool piece. The total length of the test section is 36 inches; 18 inches for the test spool piece and 18 inches for a combination of extension spool pieces.

The axial placement of the test spool piece by using the extension pieces defines the axial measurement stations that are used in the test procedures. A measurement station is defined by the combination of axial displacement of the test section, and temperature configuration of the inlet (i.e., HC or CH ). Thus if the inlet geometry I is used without an extension spool piece, and tank A contains hot water and tank B contains cold water, then the measurement station is designated as HC1-I. Changing the extension spool to number 5 would be designated as HC5-I, and so forth.

**Pumps And Discharge Tank**

There are two, 300 gpm capacity pumps that draw water from the tanks through the spool piece. The pumps are connected by a wye to a pipe at the end of the test spool piece. They each have a vertical discharge that turns through two elbows into a 500 gallon discharge tank. Each pump can be isolated by a quarter turn ball valve on the discharge pipe. The system can be operated with either one, or both, of the pumps. Operating with both of the pumps creates a combined flow rate of over 550 gpm (approximately 8 m/s). Single pump operation yields a flow rate of 370 gpm (approximately 5 m/s).
<table>
<thead>
<tr>
<th>Number</th>
<th>Position from pipe bottom (mm)</th>
</tr>
</thead>
<tbody>
<tr>
<td>A1</td>
<td>6</td>
</tr>
<tr>
<td>A2</td>
<td>12</td>
</tr>
<tr>
<td>A3</td>
<td>18</td>
</tr>
<tr>
<td>A4</td>
<td>24</td>
</tr>
<tr>
<td>A5</td>
<td>30</td>
</tr>
<tr>
<td>A6</td>
<td>36</td>
</tr>
<tr>
<td>A7</td>
<td>39</td>
</tr>
<tr>
<td>A8</td>
<td>42</td>
</tr>
<tr>
<td>A9</td>
<td>48</td>
</tr>
<tr>
<td>A10</td>
<td>54</td>
</tr>
<tr>
<td>A11</td>
<td>60</td>
</tr>
<tr>
<td>A12</td>
<td>66</td>
</tr>
<tr>
<td>A13</td>
<td>72</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Number</th>
<th>Position around pipe (degrees)</th>
</tr>
</thead>
<tbody>
<tr>
<td>B1</td>
<td>0</td>
</tr>
<tr>
<td>B2</td>
<td>23</td>
</tr>
<tr>
<td>B3</td>
<td>45</td>
</tr>
<tr>
<td>B4</td>
<td>68</td>
</tr>
<tr>
<td>B5</td>
<td>90</td>
</tr>
<tr>
<td>B6</td>
<td>113</td>
</tr>
<tr>
<td>B7</td>
<td>135</td>
</tr>
<tr>
<td>B8</td>
<td>158</td>
</tr>
<tr>
<td>B9</td>
<td>180</td>
</tr>
<tr>
<td>B10</td>
<td>203</td>
</tr>
<tr>
<td>B11</td>
<td>225</td>
</tr>
<tr>
<td>B12</td>
<td>248</td>
</tr>
<tr>
<td>B13</td>
<td>270</td>
</tr>
<tr>
<td>B14</td>
<td>293</td>
</tr>
<tr>
<td>B15</td>
<td>315</td>
</tr>
<tr>
<td>B16</td>
<td>338</td>
</tr>
</tbody>
</table>
Figure 2-6 - Thermocouple Harness.

Figure 2-7 - Thermocouple Probe.
### Data Acquisition System

The data acquisition system consists of a 48 channel A/D stand alone unit complete with termination board, cold junction compensation, and signal conditioning software. The unit can sample up to 48 analog inputs at the rate of 1 per second. It is connected to the parallel port of an IBM-PC. The data acquisition software scales the voltages to temperatures, and writes the results to the hard disk in an ASCII format file.

A total of 29 thermocouples from the test spool (16 external, 13 internal) terminate in the data acquisition unit. There are also two thermocouples that measure the temperature of each of the supply tanks. In addition, the pressure transmitters on the supply tanks also input to the unit, providing a log of tank level vs time (i.e., flow rate). All of the data is post-processed using the spreadsheet program Excel.

#### 2.3 System Operation

The supply tanks isolation valves are closed, and one tank is filled from the hot water supply, and the other tank from the cold water supply. During the filling process, the data acquisition system is started and the
proper operation of all sensors is verified. When the tank level is above the
discharge of the pumps, water is allowed to enter the test leg first from one
tank, then from the other (after re-isolating the first). This procedure
allows the purging of as much air as possible from all of the piping, without
allowing the water in the two tanks to mix. It also allows the test spool
piece to come to a thermal equilibrium at a temperature somewhere between that
of the two reservoirs. This helps assure the longest possible run time at
steady state conditions. Due to the limited volume of the supply and
discharge tanks, a maximum run time of only 60 seconds is achievable.

When both tanks are at their operating levels, the water supplies are
shut off. The data acquisition system is set to acquire and write to a disk file. The power switches of the pumps are aligned so that the a single throw
of the master switch will start either, or both, of the pumps. As quickly as
possible both of the supply tank isolation valves are opened, followed by the
appropriate pump discharge valve(s). Since there is a 1.5 foot level
difference between the two supply tanks, the above steps should be performed
quickly to reduce the effect of level equalization and mixing. Gravity flow
of the water is allowed to occur for a few seconds to sweep each supply leg of
thermally mixed water (the supply tanks are higher than the pumps). The
master pump switch is then closed to start the pumps. When the discharge tank
is nearly full, or either one of the supply tanks drops below 50 gallons, the
master pump switch is opened, and all isolation valves re-closed. Supply tank
refill can be started while the discharge tank is pumped out and the test run
data is post-processed.
3. Experiment Results And Observations

3.1 Description of the TSTF Test Program

The test program is divided into three major sections characterized by the three inlet geometries. A full set of test runs consists of measurements taken for each temperature configuration, at each of the six axial stations. At least two test runs are made for each configuration to ensure that the conditions are repeatable. An extensive set of tests were performed for inlet geometries I and II. A less extensive set of test runs were made for inlet geometry III because of similarities that were observed between tests using inlet geometries I and III. The test program that was performed is summarized in Table 3-1.

3.2 Characteristic TSTF Process Conditions

Process conditions for the TSTF consist of inlet water temperatures, supply leg flow velocities, and total flow velocity. The test procedure reproduces similar process conditions for all test runs. The water supply is from the University physical plant, and therefore the maximum and minimum temperatures available varied during the study. However, within a given seasonal period, the temperatures of both hot and cold water remained very consistent.
<table>
<thead>
<tr>
<th>Inlet Geometry</th>
<th>Temperature</th>
<th>Axial</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>I</td>
<td>HC</td>
<td>1</td>
<td>Semi-circular inlet geometry, hot lower flow, cold upper flow.</td>
</tr>
<tr>
<td></td>
<td></td>
<td>2</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>3</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>4</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>5</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>6</td>
<td></td>
</tr>
<tr>
<td>CH</td>
<td>1</td>
<td></td>
<td>Cold lower flow, hot upper flow.</td>
</tr>
<tr>
<td></td>
<td>2</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>3</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>4</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>5</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>6</td>
<td></td>
<td></td>
</tr>
<tr>
<td>II</td>
<td>HC</td>
<td>1</td>
<td>Concentric inlet geometry, hot center flow, cold outer flow.</td>
</tr>
<tr>
<td></td>
<td></td>
<td>2</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>3</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>4</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>5</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>6</td>
<td></td>
</tr>
<tr>
<td>CH</td>
<td>1</td>
<td></td>
<td>Cold center flow, hot outer flow.</td>
</tr>
<tr>
<td></td>
<td>2</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>3</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>4</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>5</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>6</td>
<td></td>
<td></td>
</tr>
<tr>
<td>III</td>
<td>HC</td>
<td>1</td>
<td>Off-center inlet geometry, hot center flow, cold outer flow.</td>
</tr>
<tr>
<td></td>
<td></td>
<td>3</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>4</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>6</td>
<td></td>
</tr>
</tbody>
</table>
The nominal hot water temperature is 50 °C and the nominal cold water temperature is 17 °C. The average differential temperature is approximately 33 °C. The supply leg flow velocities are a function of the number of pumps running and the type of inlet geometry used. Due to differences in the piping arrangements for each inlet condition, the flow velocities for the supply legs are not equally balanced. Table 3-2 gives the average fraction of the total flow that each supply leg contributes. The fractions are presented in percent of total flow, and in units of gallons per minute. Equal flow balance is not necessary as long as the actual flow rates are measured. Pressure transmitters tapped into the bottom of each tank measure these flow rates. For the majority of the tests run, only one pump is used, yielding a flow velocity of approximately 5 m/s. This equates to approximately 360 gpm. It was determined early in the test program that higher flow velocities did not produce any significant differences in the temperature profiles. Examples of temperature distributions using a higher flow velocity (i.e., 8 m/s) are presented later in this section.

In the reactor coolant system (RCS), the flow velocity at full power is approximately 14 m/s, which corresponds to a Reynolds number on the order of $8 \times 10^8$. At a flow rate of 5 m/s, the Reynolds number in the TSTF is approximately $5 \times 10^5$. Thus the Reynolds number in the TSTF does not scale to

<table>
<thead>
<tr>
<th>Inlet Geometry</th>
<th>Percent of Total Flow</th>
<th>Flow Rate (gpm)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Semi-circular</td>
<td>Supply Leg A: 48</td>
<td>173</td>
</tr>
<tr>
<td></td>
<td>Supply Leg B: 52</td>
<td>187</td>
</tr>
<tr>
<td>Concentric</td>
<td>Supply Leg A: 60</td>
<td>216</td>
</tr>
<tr>
<td></td>
<td>Supply Leg B: 40</td>
<td>144</td>
</tr>
<tr>
<td>Off-center</td>
<td>Supply Leg A: 60</td>
<td>216</td>
</tr>
<tr>
<td></td>
<td>Supply Leg B: 40</td>
<td>144</td>
</tr>
</tbody>
</table>
that of the RCS. Equality with the RCS Reynolds number is not possible in a test facility of this size without increasing the pumping capacity and tankage volume. To do so would have far exceeded the funding for equipment in this project. However, it was noted that testing at a higher Reynolds number corresponding to 8 m/s did not produce any appreciable change in the character of the measured temperature distributions.

3.3 Description of the Experimental Results

The results of measurements made with the TSTF are presented in the following sections. Results are categorized by the type of inlet geometry used. Graphical presentation of the data is prepared using time-averaged values of the steady state portion of each group of test runs. The sample size used for the time-averages is typically about 30 (i.e., 30 seconds). Recall that the internal temperatures are measured vertically across the center of the pipe. Thus the mean internal temperature measurements present a distribution perpendicular to the centerline of the pipe. The external measurements present an angular temperature distribution around the external perimeter of the pipe. Note that all of the temperatures are normalized using the expression

\[ T^* = \frac{T_m - T_c}{T_h - T_c} \]

where \( T_h \) and \( T_c \) are the hot and cold temperature measurements taken at the tank outlet, and \( T_m \) is the measured temperature at the probe.

Standard deviations for each set of measurements are also presented. These plots indicate the areas of maximum temperature variance. For the internal measurements, this indicates the regions in the vicinity of the sensors where the highest degree of thermal mixing is occurring. In the case
of the external measurement, the standard deviation is an indication of thermal mixing near the inside surface of the pipe, or possibly transient conduction in the pipe wall.

Two sets of internal and external measurements are made at each axial location, one set for the HC temperature configuration, and one set for the CH temperature configuration. Measurements are taken at six axial locations (e.g., HC1 through HC6) at distances from the inlet mixing piece of 9, 15, 18, 21, 24, and 27 inches (corresponding to an L/D of 3, 5, 6, 7, 8, and 9 respectively).

Inlet Geometry I - Semi-Circular Inlet

The inlet condition for this geometry allows water from tank A to enter the bottom semi-circle and water from tank B to enter the top semi-circle. Thus all test runs using the HC designation have hot water in the bottom half of the semi-circle, and cold water in the top half. Test runs with the CH designation represent the opposite case.

The results of the inlet geometry I tests are presented in Figures 3-1 through 3-8. Figure 3-1 shows the mean internal temperature profile at each measurement station. Note the s-shaped curve for station HC1. As expected, the streams are still largely separated, with the largest thermal gradient in the center region of the pipe. Progressing down the pipe, the profile almost becomes linear, indicating a nearly constant temperature gradient. The external temperatures are shown in a contour plot in Figure 3-2. The overall pattern shows the temperature gradient matching the internal distribution (i.e., cold on the upper half of the pipe and hot on the lower half of the pipe). Moving clockwise, it can be seen that the maximum thermal gradients for HC1 appear in the regions between 338° and 23°, and between 180° and 225°, corresponding to positions near the horizontal plane of the pipe. As the axial distance from the inlet is increased, the temperature gradient increases.
Figure 3-1 - Internal Temperatures For Inlet Geometry No. 1, HC Stations.

Figure 3-2 - External Temperatures For Inlet Geometry No. 1, HC Stations.
in the clockwise direction until, for HC6, it spans the region from 180° to 270°. This indicates a cooling of one of the bottom quadrants of the pipe, which can also be seen in Figure 3-1. A less pronounced warming of the upper quadrant (centered about 23°) is also visible, and also corresponds to Figure 3-1. Thus the external temperature distribution reflects some of the structures of the internal temperature field. This demonstrates that the thermal striping induced by this inlet geometry can be detected by external measurements.

Ideally, the maximum thermal gradients should appear centered on the horizontal plane of the pipe. Note however that the temperature profiles are slightly rotated in the clockwise direction. This is attributed to the effects of possible circulation caused by bends in the flow within each inlet leg. This could also be attributed to the slight difference in the hot and cold flow rates. The apparent clockwise "rotation" of the external temperature distribution as the flow progresses downstream may indicate this effect. Recall that station HC1 is located nine inches (three pipe diameters) downstream of the inlet mixing piece, thus allowing this circulation to progress to the point shown in Figure 3-2 for station HC1. Due to the physical constraints of the inlet mixing piece, the external profile at the exit of the mixing piece is (within fabrication uncertainties) exactly symmetric with respect to the vertical plane of the pipe.

The standard deviations of the internal measurements are shown in Figures 3-3. The arrow shown in Figure 3-3 marks the location of the divider plate. As expected, the largest temperature variance occurs down the centerline of the pipe, corresponding to a position downstream of the divider plate. As the flow progresses axially, the magnitude of the variances increase and spread to the top and bottom of the pipe. The centerline variances appear to peak around station HC3 and then begin to decline. However, there may be additional phenomenon occurring beyond the axial
Figure 3-3  Internal Standard Deviations, Semi-Circular Inlet, HC Stations.

Figure 3-4  External Standard Deviations, Semi-Circular Inlet, HC Stations.
measurement zone that cannot be seen here.

Figure 3-4 shows the standard deviations of the external measurements. The regions of maximum variance occur near the angular positions of 0° and 200°. A large zone from 23° to 180° (i.e., the top half of the pipe) shows very little relative mixing, which corresponds to the same zone in Figure 3-2. The magnitudes of the temperature variances in the bottom portion of the pipe are generally higher than the top half of the pipe (again, corresponding to Figure 3-2). The external variations thus provide an indication of regions of temperature mixing at least along the inside wall of the pipe.

The results for the CH temperature configurations (cold water in the bottom, hot water in the top) are presented in Figures 3-5 through 3-8. Figure 3-5 shows the mean internal temperature profile at each measurement station. By comparison with Figure 3-1, it can be seen that the CH internal profiles are the mirror image of the HC internal profiles. The observations made for the HC measurements also apply to the CH measurements. The external temperatures are shown in a contour plot in Figure 3-6. Again, the profiles for the CH configuration nearly mirror the profiles for the HC configuration. As with the HC measurements, the overall pattern shows the temperature gradient matching the internal distribution (i.e., hot on the upper half of the pipe and cold on the lower half of the pipe). Moving clockwise, it can be seen that the maximum thermal gradients for CH1 appear in the regions between 338° and 45°, and between 158° and 225°, again corresponding to positions near the horizontal plane of the pipe. This is a slightly broader angular region over which the thermal gradients are large. As the axial distance from the inlet is increased, the temperature gradient increases in the clockwise direction until, for HC6, it spans the region from 158° to 270°. This indicates a warming of one of the bottom quadrants of the pipe, which can also be seen in Figure 3-5. A less pronounced cooling of the upper quadrant (centered about 23°) is also visible, and also corresponds to Figure 3-5.
Figure 3-5  Internal Temperatures for Semi-Circular Inlet, CH Stations.

Figure 3-6  External Temperatures for Semi-Circular Inlet, CH Stations.
Note that the same clockwise "rotation" that is observed in Figure 3-2 is also present here, indicating that this rotation is not attributable to thermal or buoyancy effects.

The standard deviations of the internal measurements are shown in Figures 3-7. Comparison to Figure 3-3 shows that the variance patterns are very similar. Again, the largest temperature variance occurs down the centerline of the pipe, corresponding to a position downstream of the divider plate. As the flow progresses axially, the magnitude of the variances increase and spread to the top and bottom of the pipe. Figure 3-8 shows the standard deviations of the external measurements. The regions of maximum variance match very closely to those for the HC measurements. The regions of maximum variance occur near the angular positions of 0° and 200°. However, the large zone of little relative mixing shown on the top of the pipe in the HC case is now located on the bottom of the pipe in the CH case. As in the HC case, the magnitudes of the temperature variances in the bottom portion of the pipe are generally higher than the top half of the pipe.

It should be noted that the magnitudes of the external temperature variances are an order of magnitude smaller than the internal measurement variances. In addition, the standard deviations of the sensors is on the order of 0.05 °C, with a corresponding 95% confidence interval of 0.15 °C. Thus the lower end of the magnitude scale for the measured external temperature variations is on the order of the characteristic sensor variation. While no useful information can be obtained from the lower temperature variation region, it does provide a measure for an upper bound of temperature variations in these zones. The higher magnitude temperature variations still provide useful information. If these measurements are used quantitatively, they should be corrected to account for the variation inherent in the sensors.
Figure 3-7  Internal Standard Deviations, Semi-Circular Inlet, CH Stations.

Figure 3-8  External Standard Deviations, Semi-Circular Inlet, CH Stations.
3.3.2 Inlet Geometry II - Concentric Inlet

The inlet condition for this geometry allows water from tank A to enter the center region of the pipe and water from tank B to enter the annular region of the pipe. Thus all test runs using the HC designation have hot water in the center region of the pipe, and cold water in the annular region of the pipe. Test runs with the CH designation represent the opposite case.

The results of the inlet geometry I tests are presented in Figures 3-9 through 3-16. Figure 3-9 shows the mean internal temperature profile at each measurement station. Note the bell-shaped curve for station HCl. As expected, the temperature profile is maximum near the pipe centerline, decreasing radially through the annular region to the pipe walls. Progressing down the pipe, the profile becomes flatter, indicating a decreasing temperature gradient. The external temperatures are shown in a contour plot in Figure 3-10. The overall pattern shows that the temperature gradient is roughly constant with respect to the angular dimension. Cold water flowing in the annular region dominates the temperature distribution around the pipe perimeter. The temperature of the inner core of hotter liquid is "masked" by the colder liquid in the annular region. Thus it is not possible to obtain an accurate measure of the bulk temperature of the whole stream.

As the axial distance is increased, the external temperature distribution tends toward a higher temperature. The changing profile in the axial direction provides some indication that there are temperature gradients in the fluid. The external temperatures approaches a normalized temperature of 0.6 for HC5 and HC6 in the 180° to 270° quadrant. The normalized value of the bulk temperature for this inlet geometry is also approximately 0.6. Thus there is some indication that axially spaced sensors may allow a bulk temperature estimate to be extrapolated. However, this would require a sufficient degree of thermal mixing in the radial direction to allow the center core flow to penetrate the annular layer.
Figure 3-9  Internal Temperatures for Concentric Inlet, HC Stations.

Figure 3-10  External Temperatures for Concentric Inlet, HC Stations.
The standard deviations of the internal measurements are shown in Figure 3-11. The arrows shown in Figure 3-11 mark the location of the inner pipe wall. As expected, the largest temperature variances occur at a position corresponding to the walls of the inner pipe. At station HC1, there is a region of low variance that corresponds to the centerline of the inner pipe. As the flow progresses axially, the magnitude of the variances downstream of the inner pipe walls decline slightly. The core flow variances also increase slightly, but remain largely undisturbed throughout the remainder of the measurement stations.

Figure 3-12 shows the standard deviations of the external measurements. The region of maximum variance occur near the angular position of 0°. Maximum temperature variances occur at station HC4, and quickly drop down to the sensor variance range for stations beyond HC4. There is no well defined pattern that indicates the nature of the internal temperature distribution. Thus for this geometry, the external variations do not provide a good indication of regions of temperature mixing inside of the pipe.

The results for the CH temperature configurations (cold water in the core region, hot water in the annular region) are presented in Figures 3-13 through 3-16. Figure 3-13 shows the mean internal temperature profile at each measurement station. By comparison with Figure 3-9, it can be seen that the CH internal profiles are the mirror image of the HC internal profiles. The observations made for the HC measurements also apply to the CH measurements. The external temperatures are shown in a contour plot in Figure 3-14. Nearly the same pattern seen in the HC measurements is repeated here, but in reverse order. Again, the overall pattern shows that the temperature gradient is roughly constant with respect to the angular dimension. Hot water flowing in the annular region dominates the temperature distribution around the pipe perimeter. The temperature of the inner core of colder liquid is "masked" by the hotter liquid in the annular region. Thus it is not possible to obtain an
Figure 3-11  Internal Standard Deviations, Concentric Inlet, HC Stations.

Figure 3-12  External Standard Deviations, Concentric Inlet, HC Stations.
Figure 3-13 Internal Temperatures for Concentric Inlet, CH Stations.

Figure 3-14 External Temperatures for Concentric Inlet, CH Stations.
accurate measure of the bulk temperature of the whole stream.

As the axial distance is increased, the temperature distribution tends toward a lower temperature. The external temperatures approaches a normalized temperature of 0.4 for HC5 and HC6 in the 180° to 270° quadrant. The normalized value of the bulk temperature for this inlet geometry is also approximately 0.4. Thus, as in the HC measurements, there is some indication that axially spaced sensors may allow a bulk temperature estimate to be extrapolated.

The standard deviations of the internal measurements are shown in Figure 3-15. The pattern matches the HC measurements (Figure 3-11) very closely. Figure 3-16 shows the standard deviations of the external measurements. Again, there is no well defined pattern that indicates the nature of the internal temperature distribution. Thus for this geometry, the external variations do not provide a good indication of regions of temperature mixing inside of the pipe.

3.3.3 Inlet Geometry III - Off-Center Inlet

The inlet condition for this geometry allows water from tank A to enter a circular region that is tangent to the inside bottom of the pipe (see Figure 2-2). Water from tank B to enters the remaining area of the pipe, dominating in the upper region. Thus all test runs using the HC designation have hot water in the off-set region of the pipe, and cold water in the remaining region of the pipe. For this inlet geometry, measurements were taken at four of the HC stations (HC1, HC3, HC4, HC6). No CH measurements were performed.
**Internal Probe Standard Deviations (Inlet Geometry II - CH)**

![Graph showing internal standard deviations with CH1 to CH6 stations and distance from bottom of pipe (mm)].

**Figure 3-15** Internal Standard Deviations, Concentric Inlet, CH Stations.

**External Probe Standard Deviations (Inlet Geometry II - CH)**

![Graph showing external standard deviations with CH1 to CH6 stations and angular position (degrees)].

**Figure 3-16** External Standard Deviations, Concentric Inlet, CH Stations.
The results of the inlet geometry III tests are presented in Figures 3-17 through 3-20. Figure 3-17 shows the mean internal temperature profile at each measurement station. In the bottom half of the pipe, the hot water stream dominates the temperature distribution, reaching a maximum for HC1 at about 30 mm. As the flow progresses axially, it can be seen that the temperature gradients become flatter. The profile for HC6 actually begins to increase toward the top wall of the pipe. There is evidently a flow pattern of hotter water circulating toward the top, but not near the internal probe. This may be caused by the flow rate through the inner pipe being larger than the flow rate in the outer pipe region.

The external temperatures are shown in a contour plot in Figure 3-18. The overall pattern shows a temperature distribution similar to that of inlet geometry I cases. However, the temperature gradients are much larger in the top half of the pipe (particularly in the first quadrant) than in the bottom half. Moving down the pipe to HC6, the temperature profile shows a large warming trend in the first quadrant (from 0° to 90°). This supports the notion of a hot flow circulating to the top of the pipe that is not detected by the internal probe (i.e., the flow followed the contour of the pipe wall in the first quadrant).

The standard deviations of the internal measurements are shown in Figures 3-19. The most distinct feature here is the region of lower thermal mixing in the bottom of the pipe. This reflects a core of hotter fluid from the inner pipe that is relatively stable, corresponding to the bottom half of the pipe shown in Figure 3-18. The intensity of the thermal mixing increases toward the top of the pipe, with the maximum shown at stations HC5 and HC6. Figure 3-20 shows the standard deviations of the external measurements. The regions of maximum variance are in the first quadrant, match very well to the temperature gradients shown in Figure 3-18. As for inlet geometry I, the external variations thus provide an indication of regions of temperature

41
Figure 3-17  Internal Temperatures for Off-Center Inlet, Selected HC Stations.

Figure 3-18  External Temperatures for Off-Center Inlet, Selected HC Stations.
Internal Probe Standard Deviation (Inlet Geometry III - HC)

Figure 3-19 Internal Standard Deviations, Off-Center Inlet, Selected HC Stations.

External Probe Standard Deviations (Inlet Geometry III - HC)

Figure 3-20 External Standard Deviations, Off-Center Inlet, Selected HC Stations.
mixing along the inside wall of the pipe.

**Effect Of Higher Flow Rate**

Figures 3-21 through 3-24 demonstrate the difference in the temperature distributions at the higher flow rate of 8 m/s at stations CH1 and CH6. Stations CH1 and CH6 were chosen to demonstrate this because they are the endpoints of the (axial) test zones, and bound the conditions throughout the test zone. The measured internal and external temperature distributions show no significant differences from the test runs with flow velocities of 5 m/s. For this reason, and to increase the test run time, it was decided to perform all remaining tests at 5 m/s. Note that these results indicate the flow development length, or length/diameter ratio, is more important than the transient time for Reynolds numbers in the $10^5$-$10^6$ range. The increased mixing due to increased turbulence compensates for shorter residence times as the Reynolds' number is increased.
Figure 3-21  Internal Temperature Distributions at 5 m/s and 8 m/s, Station CH1.

Figure 3-22  External Temperature Distributions at 5 m/s and 8 m/s, Station CH1.
Figure 3-23 Internal Temperature Distributions at 5 m/s and 8 m/s, Station CH6.

Figure 3-24 External Temperature Distributions at 5 m/s and 8 m/s, Station CH6.
4. ANALYTICAL APPROACH TO BULK TEMPERATURE ESTIMATION OF THERMALLY STRIPED FLOWS

A fundamental method for estimating the bulk temperature (i.e., average thermal energy) in a fluid from external measurements is a heat balance on the external surface of the piping. To obtain a good estimate of the bulk temperature of a fluid that is thermally inhomogeneous, the heat balance must reflect the temperature variations within the piping. The model needs to correlate external temperature measurements with the features of the temperature field inside of the piping. Given the knowledge of the temperature distribution in the fluid, a mechanistic heat diffusion model may be applied to predict the pipe surface temperature. This will provide a model that correlates the experimental results obtained with the Thermal Stratification Test Facility (TSTF). However, under real plant conditions the temperature distributions are unknown. Several different temperature profiles may produce similar external temperature distributions. Thus the error associated with such modeling can become significant. It is believed that the initial temperature distributions used in the TSTF can provide information on the upper bounds of the modeling error. Also, in the more realistic case of a more randomly distributed initial temperature distribution, the method can produce more accurate results.

4.1 Principle Influences on External Temperature Distribution

The problem of estimating the bulk temperature of a thermally striped fluid from external temperature measurements is characterized by several features

1. The initial condition of the temperature field (radial and angular dependance). This refers to the temperature distribution at the
inlet of the piping. The angular shape of the external
temperature distribution as well as the ability to detect
temperature features inside the fluid is influenced by the inlet
conditions.

2. Intensity of turbulence. A higher intensity of turbulence will
promote thermal mixing (i.e., thermal diffusion). Note that for
flows with a high axial velocity, thermal diffusion due to
turbulence is the principle mechanism for heat transport in the
radial direction.

3. Convective heat transfer coefficient. The convective heat
transfer coefficient (along with the temperature difference
between the pipe wall and the fluid) will control the rate of heat
flow from the fluid to the inner pipe wall. This element is not
expected to have a significant effect.

In the TSTF, the initial temperature distributions are specified by the
inlet geometries described in section 2.2. The inlet geometries were chosen
to provide two extremes in the initial temperature field (semi-circular and
concentric). The third geometry (off-center concentric) provides a compromise
between these two extremes. The initial temperature field for the semi-
circular geometry (shown in Figure 4-1) has a step profile with respect to the
angular dimension. In the case of the concentric geometry (Figure 4-2), it
also has a square wave profile, but with respect to the radial dimension
instead. It has no angular dependence.

The affect of turbulence is incorporated into the model in the form of a
turbulent thermal diffusivity (see Appendix D). The high Reynold’s number of
the flow indicates that the axial momentum flux is much greater than any
radial momentum flux. Thus the primary means of heat transport in the radial
Figure 4-1  Initial Temperature Distribution for the Semi-Circular Inlet Geometry.

Figure 4-2  Initial Temperature Distribution for the Concentric Geometry.
direction is turbulent thermal diffusion. The TSTF was not designed to acquire data on turbulent fluctuations. Thus the total thermal diffusivity is modeled using conventional methods as outlined in Appendix D.

The convective heat transfer coefficient is calculated using the Dittus-Boelter correlation for the Nusselt number. It is also estimated from the transient portion of the TSTF test data as an independent check of the Dittus-Boelter correlation results.

4.2 Internal Temperature Distributions

In the TSTF, internal temperature measurements are taken across the flow along the vertical axis of the pipe cross-section. This axis is used because it is symmetric with respect to the angular dimension for the semi-circular inlet condition and for the concentric inlet condition (which ideally has no angular dependance). These measurements provide a good indication of the temperature distribution down the center of the pipe cross-section. They can be used to directly calculate the bulk temperature of the fluid, and to help validate the model predictions. The temperature profiles for all of the test runs are presented in Chapter 3.

4.2.1 Temperature Distribution for the Concentric Inlet Condition

We will first solve the heat diffusion equation for this geometry since it is the easier case. The time-dependant heat diffusion equation in circular cylindrical coordinates with constant fluid properties and no internal heat source is given by

\[
\frac{1}{r} \frac{\partial}{\partial r} \left( r \frac{\partial T}{\partial r} \right) + \frac{1}{r^2} \frac{\partial^2 T}{\partial \theta^2} + \frac{\partial^2 T}{\partial z^2} = \frac{1}{\alpha} \frac{\partial T}{\partial t} \quad 4-1
\]
where \( a \) is the effective thermal diffusivity of the fluid given by

\[
\alpha = \frac{k}{C_p \rho} + \alpha_{\text{turb}} \quad 4-2
\]

where \( \alpha_{\text{turb}} \) is the effective thermal diffusivity due to turbulence. For the concentric case, it is assumed that \( T \) is a function of \( r \) and \( t \) only.

\[
\frac{1}{r} \frac{\partial}{\partial r}(r \frac{\partial T}{\partial r}) = \frac{1}{\alpha} \frac{\partial T}{\partial t} \quad 4-3
\]

This expression of the heat diffusion equation follows a disk of fluid moving at the mean velocity \( V \) of the fluid. Thus the axial position of the fluid can be related to the time variable by \( t = z/V \). The solution of this equation is expressed as

\[
T(r, t) = (AJ_0(\lambda r) + BY_0(\lambda r)) e^{-\lambda^2t} + C \quad 4-4
\]

where \( \lambda \) is a separation constant and \( A, B, \) and \( C \) are integration constants. The constant \( C \) allows for a non-zero steady state solution as \( t \to \infty \). For the two temperature region case, this would be the bulk temperature as given by

\[
T_b = \frac{\dot{W}_1 T_1 + \dot{W}_2 T_2}{\dot{W}} \quad 4-5
\]

where \( \dot{W}_1 \) and \( \dot{W}_2 \) are the volumetric flow rates for temperature region 1 and temperature region 2, and \( \dot{W} \) is the total flow rate. This expression assumes that the product of density and heat capacity are equal for temperature
regions 1 and 2. To simplify the analysis, it is assumed that the pipe surface is perfectly insulated (adiabatic boundary condition), and that the volumetric flow rates of both temperature streams are equal. Thus the constant C is equal to a normalized mean temperature, 0.5. The condition that $T(r,t)$ remain finite as $r$ approaches zero requires that $B$ equal zero. The boundary condition at $r=0$ (i.e., the normalized value of $T$ at $r=0$ is one) also requires the constant $A$ to be set equal to 0.5.

A slightly different approach is used to determine the value of the separation constant $\lambda$. Normally in a problem like this, the value of the separation constant is obtained by using the boundary condition at the inner surface of the pipe (of radius $R$). The initial condition (i.e., at $z=0$) is the step function shown in Figure 4-2. To simplify the calculation, the initial condition is instead taken from the first measurement station. This removes the complexity introduced by the discontinuous inlet condition. To reflect this boundary condition, the value of the temperature at the hot/cold interface is assumed to be equal to 0.5. This assumption is supported by the measured temperature profile for station HCl, as shown in Figure 3.9. Thus the separation constant can be determined by

$$J_0(\lambda R_i) = 0$$

where $R_i$ is the radial position of the temperature interface, and is approximately equal to 28 mm. Thus $\lambda = \beta/R_i$, where $\beta$ is the first zero of $J_0(r)$. The internal temperature distribution for the concentric inlet condition is thus expressed as

$$T(x,t) = \frac{1}{2} \left( 1 + J_0 \left( \frac{\beta x}{R_i} \right) e^{-a \left( \frac{\beta}{R_i} \right)^2 t} \right)$$

$$4-7$$

$$52$$
Note that all of the parameters in this equation are known except for the effective thermal diffusivity. The value of the effective thermal diffusivity will determine how rapidly the temperature profile approaches the mean value of the fluid. This will be determined later based on the discussion in Appendix D.

4.2.2 Temperature Distribution for the Semi-Circular Inlet Condition

In the concentric inlet case, there is symmetry about the z-axis, thus simplifying the problem to two dimensions (r and t). For the case of the semi-circular inlet, the initial condition is entirely dependant on the angular variable (see Figure 4-1). Thus the temperature distribution will be a function of r, t, and θ. The heat diffusion equation (Eq. 4-1) is reduced to

\[
\frac{1}{r} \frac{\partial}{\partial r} \left( r \frac{\partial T}{\partial r} \right) + \frac{1}{r^2} \frac{\partial^2 T}{\partial \theta^2} = \frac{1}{\alpha} \frac{\partial T}{\partial t} \tag{4-8}
\]

The solution of this equation has the general form

\[
T(r, \theta, t) = (A J_0(\lambda r) + B Y_0(\lambda r))(C\cos(\theta) + D\sin(\theta))e^{-\alpha \lambda^2 t} + E \tag{4-9}
\]

As in the previous case, T remains finite as \( r \to \infty \) requiring B = 0, and T \( \to 0.5 \) as \( t \to \infty \) making E = 0.5. To avoid the complexity of the discontinuous inlet geometry (Figure 4-1), we again use the temperature profiles taken at the first measurement station. The boundary conditions for r and θ can best be visualized by examining the measured temperature profiles at station HCl (see Figures 4-3 and 4-4). The external profile is best fit by a cardioid function normalized to unity. Thus for this solution, we will use the sine function (setting C=0). Since the range of θ is from 0 to 2π, the value of
Semi-Circular Inlet - External Temperatures (HC1)

Figure 4-3  External Temperature Profile for Semi-Circular Inlet Geometry at Station HC1.

Semi-Circular Inlet - Internal Temperatures (HC1)

Figure 4-4  Internal Temperature Profile for Semi-Circular Inlet Geometry at Station HC1.
the separation constant $v$ is one. Therefore the value of the separation constant $\lambda$ is determined from the Bessel function $J_i(x)$.

At this point, Equation 4-8 has the form

\[ T(r, \varphi, t) = \frac{1}{2} \left( 1 + A J_1(\lambda r) \sin(\varphi) e^{-\alpha \lambda^2 t} \right) \]

where the constants $A$ and $\lambda$ have yet to be determined. Note that since $J_1(\lambda r)$ = 0 at $r = 0$, $T$ satisfies the value mean value of 0.5 (from Figure 4-4) for any value of $\theta$ and $t$. However, the value of $T$ at $r = R$ depends on its angular position. From Figure 4-4 it is seen that $T = 1$ (the maximum) for $\theta = \pi/2$ and $T = 0$ (the minimum) for $\theta = 3\pi/2$. Thus $AJ_1(\lambda R)$ must equal 1, and $J_i(\lambda R)$ should be a local maximum. The first maximum for $J_i(x)$ occurs approximately at a value of $\beta = 1.9$, and the value of $\lambda$ is 50. From the above discussion, the value of the constant $A$ is $-0.5/J_1(\lambda R)$, and equation 4-9 becomes

\[ T(r, \varphi, t) = \frac{1}{2} \left( 1 - \frac{J_1(\lambda R)}{J_1(\lambda R)} \sin(\varphi) e^{-\alpha \lambda^2 t} \right) \]

Equations 4-10 and 4-6 represent the solution to the heat diffusion equation as applied to the semi-circular and concentric inlet conditions respectively. They are idealized representations, and do not reflect many other dynamics that are present in such turbulent flows. However, they do provide a good approximation of the temperature distributions. Figures 4-5 and 4-6 show the measured and calculated internal temperature distributions along the vertical centerline of the pipe for the semi-circular inlet geometry. Note that the contour plot for the measured distribution is composed of only six discreet measurement locations in the axial direction. The areas in between the discreet locations are interpolated. Figure's 4-7 and 4-8 show similar plots for the concentric inlet geometry.
Figure 4-5  Measured Temperature Distribution (at $\theta=\pi/2$) for the Semi-Circular Inlet Geometry.

Figure 4-6  Calculated Temperature Distribution (at $\theta=\pi/2$) for the Semi-Circular Inlet Geometry.
Figure 4-7  Measured Temperature Distribution (at \( \theta = \pi/2 \)) for the Concentric Inlet Geometry.

Figure 4-8  Calculated Temperature Distribution (at \( \theta = \pi/2 \)) for the Concentric Inlet Geometry.
4.2.3 Effective Thermal Diffusivity Due To Turbulence

In Appendix D, the equations for turbulent fluid flow were presented using the Reynold’s decomposition (equations D-12, D-13, and D-14). The treatment of the fluctuation cross-product terms led to the definition of the eddy viscosity model and the mixing length model (equations D-24 and D-25). These models give the following relations for the eddy viscosity and the eddy diffusivity.

\[ \varepsilon_H = \frac{1}{H} \left( \frac{d\overline{u}}{dy} \right) \]  
\[ \varepsilon_H = \frac{1}{H} \left( \frac{d\overline{T}}{dy} \right) \]

The ratio of these two factors is a function of the Reynold’s number, and can vary from 1 to 1.6. As an approximation, we will take them to be equal. To evaluate the eddy diffusivity, we use Prandtl’s power law to represent the velocity profile

\[ u(r) = U \left( \frac{y}{R} \right)^{1/4} \]

where \( y \) is the distance from the pipe wall, \( U \) is the maximum velocity, and \( R \) is the pipe inner radius. The mixing length \( l \) will be expressed by the empirical relation (Nikuradse)

\[ l(y) = \left[ 0.14 - 0.08 \left( 1 - \frac{y}{R} \right)^2 - 0.06 \left( 1 - \frac{y}{R} \right)^4 \right] \]

The resulting function for the eddy diffusivity is plotted in Figure 4-9.
Integrating this function over the radius gives an average value for the eddy diffusivity of $5.4 \times 10^{-4} \text{ m}^2\text{s}^{-1}$. The value of the molecular thermal diffusivity for saturated water at 37 °C is $1.5 \times 10^{-7} \text{ m}^2\text{s}^{-1}$. The total thermal diffusivity is therefore just equal to $5.4 \times 10^{-4} \text{ m}^2\text{s}^{-1}$. This is the value that is used in the results plotted in Figures 4-6 and 4-8.

4.3 Heat Transfer Through the Pipe Wall

The heat transfer from the fluid to the pipe wall is a function of the fluid velocity (Reynold's number) and the fluid conductivity (Prandtl number). The heat transfer coefficient can be calculated using empirical correlations such as the Dittus-Boelter correlation

$$Nu_D = 0.023 \text{Re}_D^{0.8} \text{Pr}^n$$

4-16
where \( n = 0.3 \) for cooling and 0.4 for heating. The Nusselt number is defined as

\[
Nu_D = \frac{hD}{k_f}
\]

where \( k_f \) is the conductivity of the fluid. When the TSTF is operating at a mean flow velocity of 5 m/s, the Reynolds number is \( 5.4 \times 10^5 \) and the Prandtl number is 4.62 (fluid properties evaluated at 37 °C). Thus the average value for the heat transfer coefficient is \( 1.36 \times 10^4 \text{ W/m}^2\text{K} \). The thermal resistance for this heat transfer coefficient at the pipe wall (radius \( R \)) is

\[
R_{\text{conv}} = \frac{1}{2\pi R_h L}
\]

This is evaluated to \( 3.08 \times 10^4 \) per meter of pipe axial length \( (L) \). The temperature difference between the fluid and the pipe wall is expressed as

\[
\Delta T = q_r R_{\text{conv}}
\]

where \( q_r \) is the radial rate of heat flow. The heat flow rate at the wall of the pipe is on the order of 5 W, making the \( \Delta T \) approximately 0.001 °C.

The thermal effect of the stainless steel pipe is evaluated in a similar manner. Thermal resistance through the wall is given by

\[
R_{\text{cond}} = \frac{1}{2\pi k L} \ln \left( \frac{R_o}{R_i} \right)
\]
The conductivity of stainless steel (evaluated at 27 °C) is 14.9 W/mK. Thus the thermal resistance is evaluated to $3 \times 10^3$ per meter of pipe length, and the temperature difference through the pipe is approximately 0.02 °C. Since these effects are insignificant, they will not be applied to the overall model.

4.4 External Temperature Distributions

The predicted external temperature distributions are derived using the internal distributions calculated in section 4.2, evaluated at the pipe wall. The temperature drop from the fluid to the outer pipe wall is neglected as discussed in section 4.3. Figures 4-10 and 4-11 show the respective measured and calculated external temperature distributions for the semi-circular inlet. The rotation in the measured temperature distribution is evident from the figure. Also note that the calculated result under-predicts the magnitude of the temperature gradient in the 0° and 180° regions (i.e., over-predicts the thermal mixing). The overall patterns of the measured and calculated distributions match with the above noted exceptions. The average of the external measurements in Figure 4-10 is 0.46 while the average of the calculated temperatures is 0.5 by design. The actual bulk temperature as calculated using the tank temperatures and flow rates (see section 5.3) is 0.52. Thus there is a 2% error in the calculated value, and a 6% error in the average measured values, from the actual bulk temperature.

The measured and calculated external temperature measurements for the concentric inlet geometry are shown in Figures 4-12 and 4-13, respectively. It is clear that the calculated result does not represent the measured values very well. This is a limitation of the simplifying assumptions made about the internal velocity field. The calculation model does not account for circulation patterns in the flow. The patterns may be caused by the imbalance between the annular and core flow velocities.
Figure 4-10  Measured External Temperature Distribution, Semi-Circular Inlet, HC Stations.

Figure 4-11  Calculated External Temperature Distribution, Semi-Circular Inlet.
Measured External Temperature Distribution, Concentric Inlet, HC Stations.

Calculated External Temperature Distribution, Concentric Inlet, HC Stations.

Figure 4-12 Measured External Temperature Distribution, Concentric Inlet, HC Stations.

Figure 4-13 Calculated External Temperature Distribution, Concentric Inlet, HC Stations.
5. EMPIRICAL METHODS FOR PREDICTING BULK TEMPERATURES

5.1 Introduction

The problem of measuring a flow that is not thermally well-mixed can be addressed by providing a finer mesh of measurement points to map the temperature field and perform a spatial averaging. A number of measurements need to be taken to develop a set of statistics adequate for an accurate bulk temperature estimate. This approach allows the determination of temperature distributions along the pipe perimeter under steady state flow conditions. Using only pipe surface measurements creates the possibility of temperature masking. That is, if a thermally striped layer develops away from the pipe wall, and mixing is not sufficiently energetic in the radial direction, then the temperature of that layer of fluid will be masked from the surface measurements by the intervening fluid. The contribution to the bulk temperature estimate from the masked fluid will be diminished or lost. This experiment will also demonstrate this condition by producing conditions that will create this effect.

In this chapter, we will analyze the temperature data using two methods. First, a simple statistical approach will be used. The averages of groups of thermocouples will be taken to estimate the bulk temperature at each measurement station. Then the axial measurements will be used in conjunction with the group averages to try to predict trends that are developing within the fluid. The second technique will examine the application of artificial neural networks as a way to predict bulk fluid temperature from external measurements. A neural network model can be developed to weight the external measurements based on appropriate training patterns (i.e., temperature distributions).
5.2 Statistical Method

In this method, simple averages are calculated for different groupings of external thermocouples. The groups are listed in Table 5-1. For comparison to the group averages, the bulk temperature is calculated using the tank discharge temperature and volumetric flow rate for each individual tank. Note that the data at L/D=4 is interpolated.

Semi-Circular Inlet Geometry

Measurement results for the semi-circular inlet geometry are plotted in Figures 5-1 (HC stations) and 5-2 (CH stations). The bulk temperature measurement coincides with all of the group averages at an L/D=3. At this point, the two temperature regions have just begun to mix, and most thermocouples are, in equal proportion, measuring either $T_{he}\text{r}$ or $T_{cold}$. Thus the

<table>
<thead>
<tr>
<th>Group No.</th>
<th>Number of Sensors</th>
<th>Angular Positions (deg)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>4</td>
<td>0, 90, 180, 270</td>
</tr>
<tr>
<td>2</td>
<td>4</td>
<td>23, 113, 203, 293</td>
</tr>
<tr>
<td>3</td>
<td>4</td>
<td>45, 135, 225, 315</td>
</tr>
<tr>
<td>4</td>
<td>4</td>
<td>68, 158, 248, 338</td>
</tr>
<tr>
<td>5</td>
<td>8</td>
<td>0, 45, 90, 135, 180, 225, 270, 315</td>
</tr>
<tr>
<td>6</td>
<td>8</td>
<td>23, 68, 113, 158, 203, 248, 293, 338</td>
</tr>
<tr>
<td>7</td>
<td>16</td>
<td>All</td>
</tr>
</tbody>
</table>
Figure 5-1  Group Averages for Semi-Circular Inlet, HC Stations.

Figure 5-2  Group Averages for Semi-Circular Inlet, CH Stations.
averages are very close to the bulk temperature. The averages then diverge from the bulk temperature (except at L/D=6). This divergence appears to level off around L/D=8, and begin to converge back to the bulk temperature at L/D=9. However, this convergence is not conclusive within the axial data range of the TSTF experiment.

The behavior between the HC stations and the CH stations mirror each other. In the HC case, the cold fluid is in the top half of the pipe, and dominates the external measurements as mixing progresses. For the CH case, the hot fluid is in the top half of the pipe, and the opposite trend is observed. There is clearly a hydrodynamic effect that allows the fluid in the top half of the pipe (from tank B) to circulate around the outer region of the pipe, thus biasing the external temperature measurements. As noted in Table 3-2, the flow rate from tank B is 4% higher than that from tank A. The velocity difference between the two streams results in a shear stress at the hot/cold interface, thus introducing an instability in the velocity field. This is the most likely cause of the flow pattern observed in the test results. Referring to Figure 3-2, the rotation in the temperature field (as measured by the external thermocouples) provides further evidence of this pattern. For this particular inlet condition, the group averages diverge as the fluid in the lower half of the pipe is masked by the circulation of the upper fluid around the inner wall of the pipe. As mixing progress, it is predicted that the average temperatures will converge on the bulk temperature. As noted above, this convergence is not conclusive within this data set. Temperature measurements taken at axial positions further downstream are necessary to confirm this.

Another important feature of the group averages is the group size. The groups that contain four measurements each are spread out. However, the groups of eight and sixteen thermocouples are nearly equal. Thus it appears that a good representation in the angular direction is two thermocouples per
quadrant. Fewer thermocouples increases the spread in the estimate, while more provides no additional accuracy. It is not as clear how many measurement stations are needed in the axial direction. For this inlet geometry, the first axial station gives the best estimate, while the remaining stations become less accurate. Thus it would appear that if it is at the correct location, one is sufficient. However, an array of axial positions shows the development of the temperature distribution, and can help to determine at what point the fluid temperatures become steady. That is, at what point \( \frac{dT}{dx} \) approaches zero.

Concentric Inlet Geometry

Measurement results for the concentric inlet geometry are plotted in Figures 5-3 (HC stations) and 5-4 (CH stations). The initial condition for this inlet geometry (HC case) is an annulus of fluid at temperature \( T_c \) surrounding a core of fluid at temperature \( T_H \) (vice-versa for the CH stations). Thus the core fluid is initially masked by the annular fluid, and the group average is extremely biased toward \( T_c \). It is clear from the data that the pipe wall temperature is converging on the bulk fluid temperature. The asymptotic behavior of the group averages reflects the thermal diffusion of the core fluid through the annular fluid to the pipe wall. The axial distribution of a group average can be extrapolated to its asymptotic limit (i.e., the bulk temperature). For example, an s-curve of the form

\[
g(t) = e^{\left(\frac{A + B}{x}\right)}
\]

5-1

can be fit to the group average data to estimate the asymptotic limit. Figures 5.5 and 5.6 show a possible fit of equation 5-1 to the group averages for the HC and CH stations respectively. The function parameters A and B were
Figure 5-3 Group Averages for Concentric Inlet, HC Stations.

Figure 5-4 Group Averages for Concentric Inlet, CH Stations.
Figure 5-5 Extrapolation of Group Averages for the Concentric Inlet Geometry, HC Stations.

Figure 5-6 Extrapolation of Group Averages for the Concentric Inlet Geometry, CH Stations.
chosen to minimize the RMS value of the function error from the group averages. The values for the HC case are, $A = -0.47$ and $B = -0.18$, and for the CH case are $A = -0.91$ and $B = 0.17$. The asymptotic limits (i.e., bulk temperature) are thus estimated as

$$T_b = e^A = \begin{cases} 0.62, \text{ HC stations} \\ 0.40, \text{ CH stations} \end{cases}$$ 5-2

These values correspond to the respective bulk temperatures 0.6 and 0.4 that are plotted in Figures 5-3 and 5-4. Note that the absolute value of the coefficient $B$ is essentially equal for both the HC and CH cases. This factor is linked to the thermal diffusivity in the fluid. Applying the equation for a molecular time scale (eq. D-1) to the corresponding turbulent case, we can calculate an average time scale

$$\tau_{turb} = \frac{L^2}{\alpha_{turb}}$$ 5-3

where $L$ is the turbulent length scale of equation 4-14, and $\alpha$ is the eddy diffusivity plotted in Figure 4-9. Integrating over the pipe radius, the average value for $\tau_{turb}$ is 0.029 seconds. Assuming a mean fluid velocity of 5 m/s, and the constant $B = 0.17$ m, a time scale for equation 5-1 can be estimated to be 0.034 seconds. This demonstrates that with some knowledge of the turbulent length scales in the flow, the rate of thermal mixing can be predicted within a reasonable accuracy. In this case, the presence of several axial measurement stations aids in the prediction of the bulk fluid temperature.
5.3 Artificial Neural Networks

A bulk temperature estimate may be obtained by studying the empirical relationship between the pipe surface temperature and bulk fluid temperature measured under different internal temperature distributions. The method applied in this section uses the associative ability of the neural network paradigm. One of the most commonly used learning algorithms, namely Backpropagation Neural Network (BPN), is utilized to develop a relationship between the measured external temperatures and fluid bulk temperature.

The analysis uses artificial neural networks technology to develop a relationship between bulk fluid temperature measurements and pipe surface temperature measurements. One of the design goals of the TSTF was to produce consistent, repeatable flow conditions (i.e., bulk temperature). As a consequence, while the results of the neural network analysis are promising, they are restricted by the dynamic range of the measured data which covers a very limited range of bulk temperature values. Therefore, the results are not conclusive, but illustrate the potential feasibility of applying artificial neural network modeling for estimating bulk fluid temperature.

Training the Neural Network Model

The neural network is designed to accept the surface temperatures as inputs, and the bulk fluid temperatures as the desired outputs. The error between the predicted bulk fluid temperatures and the desired bulk temperatures is used by the learning algorithm to increase the accuracy of the network model. Training the network is an iterative process that is repeated until the prediction error becomes acceptable.

Pre-Processing the Data

One of the important steps in developing neural network models is the preparation of the training data. There are various ways of normalizing the
inputs and outputs which are represented to the learning algorithm. Numerous attempts have shown that it is important to find a normalization method where the hidden information may be extracted easily during the estimation of the bulk temperature. In this study, the input temperature and bulk temperature readings were normalized between 0 and 1 as described by the relation

$$T^* = \frac{(T_m - T_c)}{(T_h - T_c)} \tag{5-4}$$

where $T_m$ is the temperature measurement, $T_c$ is the cold leg temperature, and $T_h$ is the hot leg temperature. All of the temperatures in Eq. 5-1 are mean values of the steady state time series. This normalization brings the bulk temperatures to a very small number, resulting in poor learning. In order to eliminate the learning error, the bulk temperature was normalized as follows

$$T_d = \frac{(T - T_{avg})}{T} + 0.3 \tag{5-5}$$

where, $T$ is the bulk temperature to be normalized and $T_{avg}$ is the average temperature value of the data set, and $T_d$ is the normalized desired value of the temperature. This normalization method was established after various trials and seemed to have given better results when compared to the other methods. The following equation gives the re-normalization for the bulk temperature values.

$$T_p = (T_{es} - 0.3) \times T_d + T_{avg} \tag{5-6}$$

where, $T_p$ and $T_{es}$ are the re-normalized and normalized estimation values of the network model.
Estimation Results

The network training used twelve different data sets, and estimations of the network model were encouraging. The largest estimation error was less than 0.01°C. Following table shows the desired (actual) and the estimated values of bulk temperature obtained from one of the developed neural network models.

Table 5-2 - Desired vs. Predicted Bulk Temperatures from Neural Network Model

<table>
<thead>
<tr>
<th>Bulk Temperature</th>
<th>Model Estimate</th>
</tr>
</thead>
<tbody>
<tr>
<td>40.352</td>
<td>40.350</td>
</tr>
<tr>
<td>39.809</td>
<td>39.814</td>
</tr>
<tr>
<td>40.130</td>
<td>40.126</td>
</tr>
<tr>
<td>41.762</td>
<td>41.762</td>
</tr>
<tr>
<td>41.870</td>
<td>41.874</td>
</tr>
<tr>
<td>43.200</td>
<td>43.198</td>
</tr>
<tr>
<td>41.591</td>
<td>41.589</td>
</tr>
<tr>
<td>41.324</td>
<td>41.326</td>
</tr>
<tr>
<td>40.744</td>
<td>40.744</td>
</tr>
<tr>
<td>40.701</td>
<td>40.700</td>
</tr>
<tr>
<td>40.388</td>
<td>40.389</td>
</tr>
<tr>
<td>40.000</td>
<td>40.000</td>
</tr>
</tbody>
</table>
6. CONCLUSIONS

This study shows that it is possible to estimate the bulk temperature of a fluid from measurements of the surface temperature of the pipe. However, some inlet conditions made accurate determination of the bulk temperature difficult by masking temperature stripes in the flow from the pipe wall. A more complex model could be developed that carefully examines data from multiple axial locations to better estimate bulk temperature for these circumstances. This strategy would certainly work for the controlled circumstances of the experiment.

The time response of the system is limited by the conduction path through the pipe wall to the external thermocouples. The time response of the experimental system was of the order of 10 seconds. This is demonstrated by the time trace of the external thermocouples given in Figure C-2. The response is due to the transient conduction in the pipe that follows a change in the adjacent fluid temperature. This transient conduction problem is considered in Appendix F for an idealized change in the fluid temperature from uniform at 36.5 Degrees Celsius to 45 Degrees Celsius in the top half of the pipe and 18 Degrees Celsius in the bottom half of the pipe. The pipe was modeled in the ABAQUS code and the results given in Figures F1 through F3 show the transient response occurs in around 10 seconds. Note that the steady state solution to the striped flow boundary condition given in Figure F4 indicates that the azimuthal conduction effects extend over roughly three pipe thicknesses. Therefore, placing thermocouples closer than three pipe thicknesses around the pipe circumference will not significantly improve the knowledge of the spatial distribution in the external pipe temperature.

The measured temperature distributions inside the pipe downstream of the inlet show well the effects of turbulent mixing and turbulent diffusivity.
The simple models for turbulent diffusivity employed in this study predicted the measured relaxation in the temperature profile in the pipe as the flow moved downstream. Knowledge of the thermal diffusivity in conjunction with some knowledge of the inlet conditions allows the thermal gradients to be bounded as a function of axial location downstream. This allows the possible error in the predicted bulk temperature value to be bounded when the prediction technique utilizing the mean temperature value is employed.
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APPENDIX B - SENSOR CALIBRATION

The calibration of the thermocouples is checked using the two reference thermocouples that are installed in the discharge pipes for tank A and tank B. A hot oil bath was used to verify the calibration of the reference thermocouples. The reference thermocouples are re-installed into the TSTF, and are then used to perform an in-situ check of the calibration of the test spool thermocouples. They are also used to measure the temperature of the supply tank water at the discharge of each tank.

During the calibration of the TSTF instrumentation, it was noted that the data acquisition system introduced a bias in the sensor measurements. The bias is a result of the cold junction temperature varying across the thermocouple termination board. Cold junction compensation is provided at one point within the data acquisition enclosure. Since each thermocouple is not individually compensated, internal temperature variances inside the data acquisition enclosure can introduce a bias error. We attempted to reduce this effect by placing the data acquisition enclosure within a ventilated box, thus drawing air across the termination board, and reducing the temperature gradient. Even using the ventilated box, the system still introduced a bias in the measurements. To help quantify this bias, we use a group bias and reference bias for each thermocouple.

The group bias is a measure of the average deviation (i.e., accuracy) of an individual thermocouple from the group of redundant sensors. The internal and external thermocouples each form one group. For a given set of measurements taken under isothermal conditions, the average for each thermocouple is calculated, and then a group average is determined. The deviation of each thermocouple from its group average is called the group
bias for that thermocouple. The reference bias is a measure of the average
deviceation of an individual thermocouple from the reference thermocouple
measurement. This parameter can be used to correct thermocouple measurements
(if desired) to the reference thermocouple measurements.

The results of the calibration check are presented in Table 2-3. For
each thermocouple, the standard deviation, 95% confidence interval (i.e., 3σ
interval), the absolute value of the group bias, and reference bias are
presented. The average value of the 95% confidence interval for is 0.12 °C
for group A, and 0.14 °C for group B. The average group deviation is 0.10 °C
for group A and 0.17 °C for group B. Thus the accuracy of the thermocouples
within their respective groups is on the order of <0.2 °C, or 0.4% of full
scale (i.e., 50 °C). However, the reference bias (cold junction bias effect)
increases the absolute error significantly. Note that the average reference
bias for group A and group B is -1.25 °C and -1.36 °C respectively. This error
yields an overall error of <3% of full scale. Thus the reference bias is
applied to each individual sensor channel to help compensate for the cold
junction bias.
### Table B-1 Thermocouple Calibration Data.

<table>
<thead>
<tr>
<th>T/C Number</th>
<th>Standard Deviation</th>
<th>Confidence (05%)</th>
<th>Group Bias</th>
<th>Reference Bias</th>
</tr>
</thead>
<tbody>
<tr>
<td>Ref. A</td>
<td>0.053</td>
<td>0.16</td>
<td>n/a</td>
<td>n/a</td>
</tr>
<tr>
<td>Ref. B</td>
<td>0.071</td>
<td>0.21</td>
<td>n/a</td>
<td>n/a</td>
</tr>
<tr>
<td>A1</td>
<td>0.043</td>
<td>0.13</td>
<td>0.09</td>
<td>-1.34</td>
</tr>
<tr>
<td>A2</td>
<td>0.046</td>
<td>0.14</td>
<td>0.11</td>
<td>-1.37</td>
</tr>
<tr>
<td>A3</td>
<td>0.045</td>
<td>0.13</td>
<td>0.10</td>
<td>-1.35</td>
</tr>
<tr>
<td>A4</td>
<td>0.044</td>
<td>0.13</td>
<td>0.08</td>
<td>-1.33</td>
</tr>
<tr>
<td>A5</td>
<td>0.040</td>
<td>0.12</td>
<td>0.07</td>
<td>-1.33</td>
</tr>
<tr>
<td>A6</td>
<td>0.039</td>
<td>0.12</td>
<td>0.06</td>
<td>-1.31</td>
</tr>
<tr>
<td>A7</td>
<td>0.074</td>
<td>0.22</td>
<td>0.07</td>
<td>-1.33</td>
</tr>
<tr>
<td>A8</td>
<td>0.042</td>
<td>0.12</td>
<td>0.05</td>
<td>-1.30</td>
</tr>
<tr>
<td>A9</td>
<td>0.034</td>
<td>0.10</td>
<td>0.06</td>
<td>-1.19</td>
</tr>
<tr>
<td>A10</td>
<td>0.029</td>
<td>0.09</td>
<td>0.09</td>
<td>-1.16</td>
</tr>
<tr>
<td>A11</td>
<td>0.033</td>
<td>0.10</td>
<td>0.13</td>
<td>-1.13</td>
</tr>
<tr>
<td>A12</td>
<td>0.034</td>
<td>0.10</td>
<td>0.17</td>
<td>-1.09</td>
</tr>
<tr>
<td>A13</td>
<td>0.034</td>
<td>0.10</td>
<td>0.18</td>
<td>-1.07</td>
</tr>
<tr>
<td>B1</td>
<td>0.048</td>
<td>0.14</td>
<td>0.34</td>
<td>-1.70</td>
</tr>
<tr>
<td>B2</td>
<td>0.047</td>
<td>0.14</td>
<td>0.21</td>
<td>-1.58</td>
</tr>
<tr>
<td>B3</td>
<td>0.045</td>
<td>0.13</td>
<td>0.25</td>
<td>-1.62</td>
</tr>
<tr>
<td>B4</td>
<td>0.052</td>
<td>0.16</td>
<td>&lt;0.01</td>
<td>-1.37</td>
</tr>
<tr>
<td>B5</td>
<td>0.043</td>
<td>0.13</td>
<td>0.12</td>
<td>-1.24</td>
</tr>
<tr>
<td>B6</td>
<td>0.043</td>
<td>0.13</td>
<td>0.07</td>
<td>-1.43</td>
</tr>
<tr>
<td>B7</td>
<td>0.044</td>
<td>0.13</td>
<td>0.18</td>
<td>-1.18</td>
</tr>
<tr>
<td>B8</td>
<td>0.045</td>
<td>0.14</td>
<td>0.11</td>
<td>-1.25</td>
</tr>
<tr>
<td>B9</td>
<td>0.049</td>
<td>0.15</td>
<td>0.03</td>
<td>-1.39</td>
</tr>
<tr>
<td>B10</td>
<td>0.052</td>
<td>0.16</td>
<td>0.15</td>
<td>-1.51</td>
</tr>
<tr>
<td>B11</td>
<td>0.049</td>
<td>0.15</td>
<td>0.19</td>
<td>-1.55</td>
</tr>
<tr>
<td>B12</td>
<td>0.050</td>
<td>0.15</td>
<td>0.40</td>
<td>-0.96</td>
</tr>
<tr>
<td>B13</td>
<td>0.052</td>
<td>0.16</td>
<td>0.05</td>
<td>-1.31</td>
</tr>
<tr>
<td>B14</td>
<td>0.045</td>
<td>0.13</td>
<td>0.13</td>
<td>-1.50</td>
</tr>
<tr>
<td>B15</td>
<td>0.051</td>
<td>0.15</td>
<td>0.12</td>
<td>-1.25</td>
</tr>
<tr>
<td>B16</td>
<td>0.047</td>
<td>0.14</td>
<td>0.38</td>
<td>-0.98</td>
</tr>
</tbody>
</table>
This appendix describes the methodology used to process the raw temperature data acquired in the Thermal Stratification Test Facility (TSTF). Sensor data is sampled once per second and output to a text file for later analysis. The test spool piece is instrumented with 16 external thermocouples and 12 internal thermocouples (see section 2.2). There are also two thermocouples located on the discharge pipe of each supply tank. Finally, each supply tank has a pressure transducer to help measure the supply flow rates. Thus, there are a total of 32 time series associated with a measurement run (30 thermocouple signals and 2 pressure transmitter voltage signals). These time series comprise the raw data for a given measurement run.

A typical example (Figure C-1) shows the time series for a measurement run at station HC1-I for the internal measurements. The time series of the external sensors for the same measurement run is shown in Figure C-2. To complete the set, Figure C-3 shows the supply tank temperature outputs and Figure C-4 shows the supply tank levels. A typical measurement run will last for approximately 60 seconds at a flow velocity of 5 m/s.

The desired information from the raw data is the steady state temperature measurements for each sensor. Figure C-1 shows the behavior of the internal measurements. The two sensors located near the center of the pipe demonstrate the effect of fluid turbulence along the hot/cold interface. Moving away from the pipe centerline, the variance of the temperature fluctuations drops off significantly (at least, for this measurement station). Thus the accuracy of the mean values of these temperature measurements (as an estimate of the fluid temperature) increases away from the pipe centerline.
Figure C-1 - Time Series of Internal Temperature Measurements.

Figure C-2 - Time Series of External Temperature Measurements.
Figure C-3 - Time Series of Supply Tank Discharge Temperature.

Figure C-4 - Time Series of Supply Tank Level.
The external measurements do not exhibit the rapid fluctuations of the internal measurements. This is due to the increased thermal lag associated with the conductance through the stainless steel pipe. However, note that some of the external measurement have not yet achieved a true steady state (i.e., statistically stationary) condition. These measurements are associated with the hot/cold interface, in this case along the 0° and 180° locations. In this example, the length of the test run is not sufficiently long to reach a steady state condition. Thus the error of the mean values of these temperature measurements (as an estimate of the pipe surface temperature) will be greater than for a true steady state condition.

The calculation of the mean temperatures involves isolating a segment of the test run for which the temperatures most closely approach a steady state condition. In general, the endpoint of such a segment is at the end of the test run. This is best determined by using the pump shutoff time as determined in Figure C-4 (in this instance, pump shutoff is at 78 seconds). It is desirable to obtain as large a sample space as possible. However, as the size of the sample space grows, measurements taken in the transient phase of the test run will begin to bias the mean value. This is particularly true for the external measurements (Figure C-2).

To help select the optimal sample size, the standard deviations of the signals are calculated and plotted in Figures C-5 and C-6. The graphs show the standard deviations for different size sample groups (ranging from 10 elements to 50 elements). The standard deviations for the internal sensors show a sharp peak for sensors located near the centerline of the pipe. This reflects the turbulent nature of the temperature field in this area of the pipe. Notice that the standard deviations of the smallest sample group (10 elements) departs from the other sample groups in this region. This indicates that this sample group is too small. Figure C-6 shows the standard deviations for the external measurements. The magnitude of the temperature

C-4
Figure C-5  -  Effect of Sample Size on Standard Deviation for Internal Measurements.

Figure C-6  -  Effect of Sample Size on Standard Deviation for External Measurements.
fluctuations are much smaller for the external measurements due to the thermal lag associated with the pipe. There are two peaks that occur for all sample groups at sensors 2 and 9. This corresponds to the positions near sides of the pipe, where the temperature interface is located. However it is clear from the chart that the largest sample group (50) is biased around the entire pipe circumference. This sample group extends back into the part of the time series (Figure C-2) that is still in transient, and thus is too large. This leaves the sample groups 20, 30, and 40 as possible sample sizes. Thus most of the test runs will have an average sample size of 30 elements.

The next step in the methodology is to combine the mean temperatures for two or more test runs at a given station. This is done to confirm that a test run made at a station is repeatable. Figure C-7 shows the internal mean temperature values for two test runs made at station HCl-I. Figure C-8 shows the external temperatures for the same test runs. These two runs are averaged together to produce a representative temperature profile for station HCl-I. Temperature profiles for other stations are developed, and presented together graphically as shown in Chapter 3.
Figure C-7 - Mean Internal Temperatures - Station HCl-I.

Figure C-8 - Mean External Temperatures - Station HCl-I.
Turbulence originates when small disturbances in fluid streamlines are not damped out but instead enhanced. The likelihood of this occurring is evidenced by the Reynolds number (the ratio of inertia to viscous forces.) At high Reynolds number the disturbances are amplified by the inertial forces rather than dissipated by the viscous forces. Laminar pipe flow becomes turbulent at Reynold's numbers greater than 2,000. Other flows such as free shear flows may become unstable at much lower Reynold's numbers. Unfortunately the interaction between viscous terms and non-linear inertia terms in the equations of fluid motion are very complex. This combined with other features of turbulence such as randomness make it challenging to model mathematically.

As mentioned, turbulence is characterized by the existence of random fluctuations in the fluid. With a device such as a hot wire or laser anemometer these temperature and velocity fluctuations may be measured. Turbulence may also be characterized as being dissipative; significant viscous losses increase the internal energy of the fluid as they decrease the kinetic energy. Hence turbulence will decay unless energy is supplied to make up for these losses. Turbulent flows are generally shear flows and shear in the mean flow is a common source of this required energy.

Turbulence is advantageous as it provides an increase in heat and mass transfer rates. The rates of transfer and mixing are several orders of magnitude greater than their molecular counterparts. This leads to a flat temperature and velocity profile in fully developed pipe flows with steep gradients near the walls. Thus there are larger surface shear stresses (deleterious effect) but also larger heat and mass transfer rates (desired
A simple scaling exercise can help to quantify these effects.

A scaling analysis of the equation for molecular diffusion with a fixed length scale results in

$$\tau_{\text{mole}} = \frac{L^2}{\alpha} \quad \text{D-1}$$

where $L$ is a characteristic length scale and $\alpha$ is the thermal diffusivity. Now let $L$ also represent the characteristic length scale of the turbulent motion and $u$ represent a characteristic turbulent velocity fluctuation. Then dimensionally

$$\tau_{\text{turb}} = \frac{L}{u} \quad \text{D-2}$$

The ratio of the turbulent time scale to the molecular time scale is

$$\frac{\tau_{\text{turb}}}{\tau_{\text{mole}}} = \frac{\alpha}{uL} \quad \text{D-3}$$

For fluids such as air and water the Prandtl number is close to unity and we can rewrite the above as

$$\frac{\tau_{\text{turb}}}{\tau_{\text{mole}}} = \frac{v}{uL} = \frac{1}{Re} \quad \text{D-4}$$

However in most turbulent flows there is no one characteristic length scale and this exercise can only be used to indicate orders of magnitude. In fact turbulence offers a range of length scales; from the dimension of the flow field down to the Kolmogrov microscale. Generally speaking large eddys (scaling with the width of the flow) are responsible for the transport of
momentum, particles, heat etc. Small scale eddys have an interesting relationship with the turbulent viscosity and turbulent energy dissipation which has been extensively analyzed by Kolmogrov.

The differential equations which govern the motion of a vector or scaler within a flowing fluid are derived by examining a stationary elemental control volume in the flow field. The conservation law is applied to the quantities of mass, momentum and energy to obtain a balance for each.

Mass

\[ \frac{\partial u}{\partial x} + \frac{\partial v}{\partial y} = 0 \quad (D-5) \]

Momentum

\[ \frac{\partial u}{\partial t} + u \frac{\partial u}{\partial x} + \nu \frac{\partial u}{\partial y} = -\frac{1}{\rho} \frac{\partial P}{\partial x} + \frac{\mu}{\rho} \left( \frac{\partial^2 u}{\partial x^2} + \frac{\partial^2 u}{\partial y^2} \right) + X \quad (D-6) \]

Energy

\[ \frac{\partial T}{\partial t} + u \frac{\partial T}{\partial x} + \nu \frac{\partial T}{\partial y} = \frac{k}{\rho C_p} \left( \frac{\partial^2 T}{\partial x^2} + \frac{\partial^2 T}{\partial y^2} \right) \quad (D-7) \]

Under certain conditions and with certain assumptions (such as those used in boundary layer analysis) mathematical solutions for the temperature and velocity profiles of laminar flow can be found. Turbulent flows contain energy fluctuations at frequencies from zero to 10kHz or more. A description of the flow at all points and times would be impossible. Reynolds suggested some of the difficulty associated with instantaneous turbulence could be eliminated if one considered the mean behavior averaged over a long enough period of time. It is the time mean behavior of turbulent flows that is of practical interest. With this in mind the equations for laminar flow may be converted into the time-averaged equations for turbulent flow by substitution.
of certain parameters by their time averaged counterpart. These modified equations are called the Reynold's-averaged mean-motion equations.

The Reynold's decomposition is given by

\[ \begin{align*}
  u_x &= \overline{u_x} + u' \\
  u_y &= \overline{u_y} + u' \\
  p &= \overline{p} + p' \\
  T &= \overline{T} + T'
\end{align*} \]

Before substituting these time averaged parameters into the equations it is useful to review algebra associated with time averaged and fluctuating components.

The quantities with an overbar represent mean values obtained by averaging over time, for example

\[ \overline{u} = \frac{1}{t_0} \int_0^{t_0} u dt \]

Thus the quantities with a prime (fluctuating components) average to zero over time. The average is taken over a time that is large compared with the period of a typical fluctuation, and if \( T \) is independent of time, the time-mean flow is said to be steady.

\[ \int_0^{t_0} u'dt = 0 \]

These two definitions result in the following
$$\overline{u + v} = U + V$$
$$\overline{uu'} = 0$$
$$\overline{uv} = UV + \overline{u'v'}$$
$$\frac{\partial \overline{u}}{\partial x} = \overline{\frac{\partial u}{\partial x}}$$
$$\frac{\partial \overline{u}}{\partial t} = \overline{\frac{\partial u}{\partial t}} = 0$$

These expressions are substituted into the fluid flow equations yielding the following

**Mass**

$$\frac{\partial \overline{u}}{\partial x} + \frac{\partial \overline{v}}{\partial y} = 0$$  

**Momentum**

$$\overline{u} \frac{\partial \overline{u}}{\partial x} + \overline{v} \frac{\partial \overline{u}}{\partial y} = -\frac{1}{\rho} \frac{\partial p}{\partial x} + \mu \overline{u} - \frac{\partial (\overline{u'}^2)}{\partial x} - \frac{\partial (\overline{u'v'})}{\partial y}$$  

**Energy**

$$\overline{u} \frac{\partial \overline{T}}{\partial x} + \overline{v} \frac{\partial \overline{T}}{\partial y} = \alpha^2 T - \frac{\partial (\overline{u'T'})}{\partial x} - \frac{\partial (\overline{v'T'})}{\partial y}$$

These three equations are the Reynolds equations for mean velocities in turbulent flow.

Notice the momentum equation is only altered by the appearance of terms containing the time-average of products of fluctuating velocity components. Later we will see the equation may be written in a form in which the additional terms appear as stresses due to turbulent motion. The turbulent stress components are called the Reynolds stresses. There are nine Reynolds stresses; however, only six of the components are independent.
Notice also that the energy equation is similar to the original but for the additional terms containing time-averages of products of fluctuating velocities and temperature. We will see that the energy equation may be rewritten to allow these extra terms to appear as heat fluxes which are due to the convective action of the turbulent motion. Also notice that the energy equation is similar in form to the momentum equation except temperature is a scalar compared to velocity.

We now have five equations and 14 unknowns. Thus there exist a closure problem. Also note that the turbulent stresses are controlled by differential equations and, unlike pure viscous stresses, are not simply related to the local rates of strain. The problem of these additional terms may be solved by representing them as dependent variables (e.g. the k-ε model). Or it may be solved by specifying the correlations as functions of known quantities, for example by Prandtl’s mixing length, or the turbulent Prandtl number approach.

A first step toward this goal is the use of assumptions found in boundary layer theory to simplify the equations. (i.e. normal stresses negligible compared to shear, etc)

\[ \frac{\partial u}{\partial y} \frac{\partial v}{\partial x} \]  \hspace{1cm} \text{D-15}

Boundary layer equations may be written as follows

\[ \frac{-u}{\bar{u}} \frac{\partial \bar{u}}{\partial x} + \frac{\bar{v}}{\partial y} \frac{\partial \bar{u}}{\partial y} = -\frac{1}{\rho} \frac{\partial \bar{p}}{\partial x} + \nu \frac{\partial^2 \bar{u}}{\partial y^2} - \frac{\partial}{\partial y} \left( \frac{u'(v')}{y} \right) \]  \hspace{1cm} \text{D-16}

\[ \frac{-u}{\bar{u}} \frac{\partial \bar{T}}{\partial x} + \frac{\bar{v}}{\partial y} \frac{\partial \bar{T}}{\partial y} = \alpha \frac{\partial^2 \bar{T}}{\partial y^2} - \frac{\partial}{\partial y} \left( \frac{v'(T')}{y} \right) \]  \hspace{1cm} \text{D-17}
A simple conceptual model, which is widely used attributes the transport of momentum, heat, and mass in a turbulent boundary layer to the motion of eddies, small portions of fluid in the boundary layer that move about for a short time before losing their identity. Because of this motion, the transport of momentum, energy, and species is greatly enhanced. The notion of transport by eddies has prompted the introduction of a transport coefficient defined as the eddy diffusivity for momentum, heat and mass transfer. These are sometimes referred to as turbulent viscosity and turbulent diffusivity. With this in mind we can rewrite the equations to maintain the same form as the laminar version but the coefficients (viscosity, diffusivity, conductivity) are apparent ones composed of the laminar or molecular component plus a turbulent component which is often much greater (ten times) than the laminar value. A basic problem when dealing with turbulence is determining the value of these eddy diffusivities using the mean properties of the flow. Whereas molecular diffusivities are fluid properties, eddy diffusivities depend on the nature of the flow and vary from point to point in the flow.

It is useful to rewrite these as

\[
\frac{\bar{u}}{\bar{u}} \frac{\partial \bar{u}}{\partial x} + \nu \frac{\partial \bar{u}}{\partial y} = - \frac{1}{\rho} \frac{\partial P}{\partial x} + \frac{1}{\rho} \frac{\partial}{\partial y} (\mu \frac{\partial \bar{u}}{\partial y} - \rho \bar{u}\bar{v}) \]

\[
\frac{\bar{u}}{\bar{u}} \frac{\partial \bar{T}}{\partial x} + \nu \frac{\partial \bar{T}}{\partial y} = \frac{1}{\rho c_p} \frac{\partial}{\partial y} \left( k \frac{\partial \bar{T}}{\partial y} - \rho c_p \bar{u} \bar{v} \right) \]

There are three main types of turbulence models. The first two depend on the assumption made by Boussinesq (1877) that the stress–strain law for time-averaged turbulent flow could be represented in the same form as for laminar flow, i.e., as a product of the mean velocity gradient and a viscosity. Model type one finds the turbulent viscosity by way of an algebraic expression involving the mean velocity profile. Model type two uses differential equations to determine a turbulent viscosity. The third type
model does not attempt to provide effective turbulent transport quantities but actually uses differential transport equations for the turbulent fluxes. Some algebraic expressions for turbulent viscosity include Prandtl's mixing length hypothesis, von Karman's similarity hypothesis and the eddy viscosity formula. Differential models for turbulent viscosity include Prandtl's model (1945), Nee and Kovaszney's model (1968), and Kolmogrov's model (1942).

To correspond with our notion of shear stress and heat flux viewed as a molecular component enhanced by a turbulent component let us define a turbulent (eddy) shear stress and heat flux

**Turbulent shear stress**

\[ -\rho u'v' = \rho \varepsilon \frac{\partial u}{\partial y} \]  \hspace{1cm} \text{D-20}

**Turbulent heat flux**

\[ -\rho c_p u'T' = \rho c_p \varepsilon_H \frac{\partial T}{\partial y} \] \hspace{1cm} \text{D-21}

Substituting these new definitions into the boundary layer equations results in

\[ \frac{\partial}{\partial x} \left( u \frac{\partial u}{\partial x} + v \frac{\partial u}{\partial y} \right) = \frac{1}{\rho} \frac{\partial P}{\partial x} + \frac{\partial}{\partial y} \left[ (v+\varepsilon_H) \frac{\partial u}{\partial y} \right] \] \hspace{1cm} \text{D-22}

\[ \frac{\partial}{\partial x} \left( u \frac{\partial T}{\partial x} + v \frac{\partial T}{\partial y} \right) + \frac{\partial}{\partial y} \left[ (\alpha+\varepsilon_H) \frac{\partial T}{\partial y} \right] \] \hspace{1cm} \text{D-23}

Thus the Reynolds stress may be thought of as the turbulent equivalent of the viscous stress. Two practical applications of this theory rewrite the Reynolds stress as follows
Eddy viscosity model

\[ u'v' = \epsilon \frac{du}{dy} \]

Mixing length model

\[ u'v' = l^2 \frac{du}{dy} \left| \frac{du}{dy} \right| \]

Note: Although these methods are standard and frequently used in engineering practice, there are other methods more firmly based in the mechanics of turbulence. Recall the assumptions used when approximating viscous stress by the product of the viscosity and velocity derivative

1. \( \frac{du}{dy} \) is very small compared with the gradients of the molecular velocities which are responsible for viscosity,

2. memories of velocity gradients extend only over distances comparable with the molecular mean free path and therefore the production of molecular viscous stresses is a purely local phenomenon.

These statements do not hold for large eddies. The turbulent velocities are small compared with the mean velocity over most of the flow field and the largest eddies are of a size comparable to the size of the flow field. Thus Reynolds stresses at a point in the fluid will depend on the history of the fluid at that point and on the entire velocity profile. (Note that Townsend (1961) showed that under a particular set of conditions, near wall where boundary layer approximations are valid, the mixing length model is generally reliable.) Thus, although mathematical expressions can be found for eddy viscosity or the mixing length, based on an experimentally determined velocity profile, the expressions are all empirical.
LENGTH SCALE MODELLING

An estimate for the turbulent momentum flux can be obtained by analyzing the random motion of fluid blobs in a turbulent shear flow. Suppose a moving point starts at the center of the pipe $y = 0$ at time $t = 0$. Its momentum in the $y$ direction per unit volume is the product of density times the $y$ component of the instantaneous velocity. If we assume that the blob does not lose any momentum as it travels upward, it has a momentum deficit

$$\Delta M = \rho [U(y = 2) - U(y = 0)] + \rho [u(y, t) - y(0, 0)]$$

At some distance $l$ we expect the velocity and distance to become uncorrelated. This may be thought of as the distance a blob travels before it loses its identity. This is the physical basis for the mixing length.

In the mixing length model empirical information is introduced entirely through the mixing length itself. Only if the transport terms are really small (as in the log-law region of a wall layer) is the mixing length related to a true eddy scale; otherwise it is just a quantity to be correlated empirically. Much the same applies to the eddy viscosity which, if transport terms are small, is the product of an eddy velocity scale and an eddy length scale (though it can be treated as one quantity.)

An exact transport equation can be derived (from the Navier Stokes equations) for any length scale defined in terms of velocity fluctuations, such as the integral scale. The equation can then be modelled in way analogous to those outlined for the $uu$ equations. If only one length scale is used to describe the turbulence it is implied that all relevant definitions are related to one another. Almost none of the terms in the exact length scale equation have
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ever been measured. These two facts imply an excessive number of degrees of freedom in the modeling of length scale transport equations.

Because the largest eddies in a turbulent shear layer always grow until they fill the shear layer we can, in simple cases, relate a real eddy length scale to the shear-layer thickness. This is more rigorous than relating the mixing length to the shear-layer thickness because in general the mixing length is not a true eddy length scale. At present the uncertainties of length scale modelling are such that a length scale related to the shear layer thickness, with empirical adjustments for special cases like stabilization by streamline curvature, may be more realistic than a length scale deduced from a transport equation.

Note that the length scale needed for modelling the time averaged momentum equation is a length scale of the larger eddies, which contain most of the contribution to \( u u \). When the turbulent energy dissipation rate, \( e \), is used in the definition of such a length scale it is really a substitute for the rate of turbulent energy transfer from the larger eddies to the smallest ones where the dissipation actually occurs. This energy transfer rate is of course equal to \( e \), but it depends on complicated triple correlations. The time averaged equation for energy transfer rate would be very complicated mathematically: the transport equation of \( e \) itself is easier to write down but is ill-conditioned, depending on the small difference between two large terms.

Recall the basic assumption of the mixing length model

\[
\tau_R = \frac{1}{\ell^2} \frac{d\tilde{u}}{dy} \left| \frac{d\tilde{u}}{dy} \right|
\]

D-27

This equation is due to Prandtl who saw an analogy with the kinetic theory of
gasses and a mean free path.

Viscosity

\[ \mu = \frac{1}{3} \rho f_{\text{free path}} V_{\text{molecular}} \]

Prandtl adopted an idea due to Boussinesq that Newton's viscosity law applied to turbulent flow and used the kinetic theory of gases to pattern an expression for turbulent viscosity. Unlike gases however, the random velocity would be a function of the particular type of flow and vary within the flow.

Prandtl then needed expression for the mixing length and the velocity. To handle the velocity aspect Prandtl arrived at the following

\[ V_{\text{turbulent}} = \frac{1}{1} | \frac{\partial u}{\partial y} | \]

Prandtl proposed that the mixing length was proportional to the distance from the wall.

Various expressions for mixing length may be found for free turbulent flows such as plane mixing layers, jets and for flow near walls.

This model is most valid when advection and diffusion are small, as in regions near the wall.

The model will calculate the mixing length based on the distance of a point from the tube wall. There is no general rule for calculating the mixing length as it varies depending on the type of flow. Perhaps the roughest approximation would be to recognize that an upper bound for mixing length would be the distance to the wall, and set where \( k \) is an empirical constant. An early equation developed along these lines is attributed to von Karman.
The Von Karman constant $C$ is frequently taken as 0.4. This expression is most valid in near wall regions.

A popular expression for the mixing length in the regions near the wall that is more accurate than those above in this semi-laminar region is by Van Driest (1965). To understand its contribution it is useful to realize that the effective viscosity can be thought of as the sum of the molecular and turbulent components. Van Driest formula is an improvement over the von Karman expression because it has the effect of lowering the mixing length when the argument of the exponential is close to zero.

\[ l_N = \kappa y \left[ 1 - \exp \left( -\frac{y \tau_s^{0.5} \rho^{0.5}}{A_v} \right) \right] \]

with $A = 26.0$. When the argument is large the exponential term is small; then $l$ is simply $\kappa y$. There are numerous modifications to Van Driest formula.

There are other analytical expressions for $l$ as a function of $y$ (Kinney and Sparrow (1969)) some of which are valid across the whole of the pipe, but all are empirically deduced. A well-known formulation for fully developed turbulent flow in pipes is by Nikuradse

\[ \frac{l_N}{R} = 0.14 - 0.08 \left( 1 - \frac{Y}{R} \right)^2 - 0.06 \left( 1 - \frac{Y}{R} \right)^4 \]

This formulation along with initial and boundary conditions does a good job of solving for the velocity distribution.
Heat transfer by turbulence is qualitatively the same as momentum transfer, although the molecular diffusivity of heat (i.e. thermal conductivity) is different than the molecular diffusivity of momentum (i.e. viscosity.) Also, an analogy exists between mass and heat transfer parameters. Passive scalars in small concentrations (analogous to small density variations) behave in the same way as enthalpy with small temperature differences: molecular diffusivities may differ but this seldom affects the turbulence much except in the "conductive sublayer" near the wall.

Reynolds quantitative analogy between heat transfer parameters and momentum-transfer parameters is close only in the log-law part of a wall layer: near free boundaries it is not as accurate.

The equivalent of the mixing length equation for thermal calculations is

\[
\overline{\nu T} = l^2 \left| \frac{d\bar{u}}{dy} \right| \frac{dT}{dy}
\]

This is equivalent to putting Pr = 1. Spalding offers corrections for conditions when Pr is not near 1.

In summary there are advantages and disadvantages to the mixing length approach. It is simple, allows realistic predictions of the velocity and shear stress distributions, describes boundary layer flow and has been widely investigated. However one of its biggest drawbacks is it’s failure to take account of processes of convection or diffusion of turbulence.
For this method

\[ \tau_R = -\varepsilon_H \frac{du}{dy} \]  

As with the mixing length model, the momentum equation is now reduced to a linear equation which can be solved exactly. The difficulty arises in trying to specify the eddy viscosity which is a function of \( y \) and the turbulent intensity. If the velocity profile is known from experiment then and there is a suitable expression for the turbulent stress then the eddy viscosity can be computed from the equation above. Notice the circuitry involved. In order to formulate the eddy viscosity one needs the velocity profile and vice versa.

Again this method may be extended to cover thermal problems. The analogous equation is

\[ \nabla' T' = \varepsilon_H \frac{dT}{dy} \]

Heat transfer coefficients can be predicted over a wide range of Prandtl numbers by assuming the eddy thermal diffusivity is equal to the eddy viscosity. This idea is thought to be improved by setting the eddy Prandtl number equal to 0.9 rather than 1.
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APPENDIX E - BACKGROUND ON ARTIFICIAL NEURAL NETWORKS

Backpropagation Network Algorithm

General Properties

The multi-layer perceptron network is one of the most important historical developments in neural networks technology. It is a powerful mapping network that has been successfully applied to problems from financial analysis to signal processing [2] [3].

The multi-layer perceptron (MLP), is a multi-layer, feed-forward artificial neural network (see Figure E-3). The capabilities of these networks come from the nonlinear transfer functions used on the processing elements. A two-layer perceptron (counting the input layer as one layer) forms half plane decision regions, and a three-layer perceptron can classify any convex region in the input space [1].

The backpropagation algorithm utilizes a generalization of the least mean square algorithm. It uses a gradient descent technique to minimize the cost function (i.e., the mean square difference between the desired and the actual network outputs). This gradient descent technique may find a local minimum in the cost function instead of the global minimum. Using extra hidden nodes, lowering the gain term used in adapting weights, adding momentum and restarting training with a different set of initial weights are some of the remedies used to avoid being trapped at a local minimum.
Figure E-1 - General Topology of a Multi-Layer Perception Network.
The Recall Process

The network architecture is a hierarchical design consisting of fully interconnected layers. A schematic showing this architecture is given in Figure E-3. In general, it consists of L layers of processing elements, \( \{1, 2, 3, \ldots, L\} \). The first layer consists of M processing elements that receives the input pattern and distributes it to the next layer of elements without any processing. Each element in the second layer receives the output of all elements of the first layer. The combined input is processed according to the rules mentioned earlier. The output is passed to all of the elements of the next layer. This is repeated through all the layers of the network up to the last layer. The final layer consists of N processing elements and produces the output response of the network to the input pattern.

The Training Process

The network's operation during the training phase consists of two sweeps through the network. The first sweep, or forward sweep, introduces a training pattern into the network's input layer. The network's response to this input pattern is evaluated using the procedure described in section 2.3.2. The output elements of the network are then compared with the desired output for the given input pattern. The second sweep, or backward pass, computes the error for each PE in the output layer, and adjusts the incoming weights to each PE according to this error. The errors in each output PE are also used for assigning error to the processing elements of the layer below the output layer. Thus they are used to adjust the weights of the layer below the output. This process continues until the first layer is reached. The whole process is repeated until the mean-square error between the desired and the actual network outputs decreases below a satisfactory level. A mathematical description of the training procedure is presented in the next section.
The Training Algorithm

A rigorous mathematical derivation of the BP algorithm can be found in many sources [2] [3] [4]. Instead of the derivation, only the training procedure is described here. The notation used in this discussion is given below.

$x_j^p$: is the output value of the jth node in layer p.
$w_{ij}^p$: is the weight on connection from ith node in layer (p-1) to the jth node in layer p.
$I_j^p$: is the weighted sum of inputs to the jth node in layer p.

The weighted sum is evaluated by the following formula

$$I_j^p = \sum_i w_{ij}^p x_i^{p-1}$$  \hspace{1cm} (E-1)

The output of a node is given by the following

$$x_j^p = f(I_j^p)$$  \hspace{1cm} (E-2)

where the transfer function $f$ may be a sigmoid function as shown in Figure E-4.

After presenting an input pattern, it is propagated through the network, and the output of the network is calculated based on the above equations. Assume that the output of the network is denoted by the vector $a$, and the desired output for the input pattern is denoted by the vector $d$. For each node of the output layer $(o)$, the raw error ($e_j^o$) is calculated, and it is scaled by the derivative of the transfer function.

$$e_j^o = (d_j - a_j) f'(I_j^o)$$  \hspace{1cm} (E-3)

Based on this scaled error on each node of the output layer, the connection weights from the layer $(o-1)$ to the layer $(o)$ are calculated according to the following equation.

E-4
Figure E-2 - The Sigmoid Function
where $\beta$ is a constant and is called the learning coefficient. For the layer $(o-1)$ and all the other hidden layers, $(p)$ in general, the scaled error for each of the nodes on the layer is evaluated based on the following formula.

$$e_j^p = f'(f_j)\sum_k (e_k^{p+1} w_{kj}^{p+1})$$

Corresponding weight adjustments are made according to

$$w_{ji}^p(new) = w_{ji}^p(old) + \beta e_j^p x_j^{p-1}$$

So far, the discussion has been limited to the standard backpropagation algorithm. One of the problems of a gradient descent algorithm is setting an appropriate learning coefficient. Large learning coefficients may cause divergent behavior when the error surface is not smooth. On the other hand, a small coefficient results in slow learning. The momentum term in the weight adjustment equation was introduced to solve this problem. Another method to accelerate the learning is to update the weights after some number of different input presentations instead of after each presentation. One other method is a variation of standard algorithm and is known as the fast backpropagation [4]. In this technique, the activation value in the weight adjustment equation is replaced by the activation value plus the error at the node.
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APPENDIX F - PIPE WALL THERMAL TRANSIENT

The ABAQUS code was used to develop a model of a pipe to evaluate the transient thermal behavior of the pipe when subjected to transient inside temperatures. The exterior of the pipe was insulated. The pipe was modeled using dimensions identical to those of the test section in the experiment (i.e., OD = 0.0889 m and ID = 0.0779 m). The internal temperature was taken initially uniform at 36.5 Deg. C. The temperature in the top of the pipe was then changed linearly in time to 45 Deg. C. over the next second. The temperature in the bottom of the pipe was changed linearly in time over one second to 18 Deg. C. A convective inner boundary condition was employed with the flow velocity at 5 m/s resulting in convective heat transfer coefficients of 14,600 W/m²°C on the top of the pipe and 11,200 W/m²°C on the bottom half of the pipe.

The transient response of the pipe is given in Figures F1 through F3. Note that after 10 seconds the temperature profile in the pipe is essentially at steady state, where the steady state temperature profile is given in Figure F4. This response is faster than would be achieved in a power reactor hot leg where the pipe wall is much thicker.
FIGURE F2: PIPE THERMAL RESPONSE AT 5.70 SECONDS
FIGURE F3: PIPE THERMAL RESPONSE AT 8.10 SECONDS
FIGURE F4: STEADY STATE PIPE TEMPERATURE DISTRIBUTION
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