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This article describes the target materials and fabrication processes employed to produce gas-filled targets for Nova. Fabrication techniques for both open- and closed-geometry targets are discussed. The testing methods used for the hardware and materials used in these gas-tight targets are also included.

Optimization of X-Ray Sources from a High-Average-Power Nd:Glass Laser-Produced Plasma for Proximity Lithography
A laser-produced plasma is a strong candidate for an x-ray source for proximity lithography. Using various solid targets, we have measured the x-ray yields and spectra from plasmas generated with a prototype high-average-power pulsed Nd:glass laser.

Three-Dimensional Simulations of Ablative Hydrodynamic Instabilities in Indirectly Driven Targets
This article examines the first simulations and experiments to study the effect of three-dimensional (3-D) perturbation shape on instability growth and saturation in indirectly driven targets. Simulations are performed using a new 3-D radiation hydrodynamics code we developed called HYDRA.

Progress Toward a Prototype Recirculating Ion Induction Accelerator
The U.S. Heavy Ion Fusion program is developing the physics and technology of ion induction accelerators as drivers for Inertial Fusion Energy and post-National Ignition Facility ICF research. This article describes a newly initiated experimental effort aimed at developing a low-cost approach to high-current ion acceleration based on recirculation of the ion beams. The goal of this experimental sequence is an operating prototype recirculator.

High-Efficiency Multilayer-Dielectric Diffraction Gratings
Multilayer-dielectric diffraction gratings compared with conventional metallic gratings offer increased efficiency and laser damage threshold when used for pulse compression in ultrashort pulse, high-intensity laser systems. This article describes theoretical and experimental results concerning the manufacture and performance of such gratings.

Experimental Characterization of Hohlraum Conditions by X-Ray Spectroscopy
X-ray spectroscopy can be a powerful method for diagnosing the plasma conditions in laser-produced plasmas. In ICF applications, the closed geometry of the hohlraum is a unique environment because of its intense radiation field. This article discusses three types of experiments that demonstrate the breadth of measurements that can be performed using spectroscopic techniques.

Modeling the Effects of Laser-Beam Smoothing on Filamentation and Stimulated Brillouin Backscattering
Using a newly developed three-dimensional code (FID), our results show that filamentation can be controlled and stimulated Brillouin backscattering can be reduced by using random phase plates and small f-numbers or smoothing by spectral dispersion with high bandwidth.
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This issue of the ICF Quarterly has seven articles covering developments in target fabrication, target design, Nova target experiments, x-ray lithography, laser science, and reactor design. During FY 1995, the ICF program has devoted considerable effort to the understanding of basic plasma instabilities, such as stimulated Raman and Brillouin scattering (SRS and SBS). These instabilities are in the context of laser interactions with the plasma in a hohlraum, particularly for the spatial scales and plasma conditions expected in an ignition-scale hohlraum. Two of the articles discuss this subject. In the first article, “Fabrication and Testing of Gas-Filled Targets for Large-Scale Plasma Experiments on Nova,” the authors describe the steps in the process of fabricating and testing two kinds of gas targets for plasma instability experiments—gas-bag-style targets that have a fairly unlimited or open diagnostic view of the plasma, and hohlraum-based targets that have a more restricted diagnostic view of the plasma. The second article, “Modeling the Effects of Laser-Beam Smoothing on Filamentation and Stimulated Brillouin Backscattering,” discusses beam smoothing by temporal incoherence and its effect on reflectivity due to stimulated Brillouin backscattering. The addition of bandwidth (temporal incoherence) is found to be an effective tool for reducing reflectivity compared with static beams, and the expected reduction in reflectivity with f-numbers does not occur in these simulations.

Electron temperature $T_e$ of the plasma is one important parameter for modeling and understanding plasma instability experiments. In “Experimental Characterization of Hohlraum Conditions by X-Ray Spectroscopy,” the authors report on measurements of $T_e$ by inserting tracer foils in a hohlraum and examining the detailed spectral emission from the foil as a function of time. A similar technique may also be used to measure ablation rates and to characterize drive in lined hohlrums by placing the tracer on a hohlraum wall.

Understanding hydrodynamic instabilities is crucial to designing imploding capsules. Until recently, most simulations have been unable to examine the three-dimensional (3-D) character of an accelerating foil or an imploding capsule. In “Three-Dimensional Simulations of Ablative Hydrodynamic Instabilities in Indirectly Driven Targets,” the authors present results from a new arbitrary Lagrangian–Eulerian code, which simulate indirectly driven foil experiments and predict an ongoing series of capsule experiments. The 3-D effects indicate that certain initial surface shapes are the most destructive for imploding capsules.

High-intensity (petawatt) lasers are essential to the approach to capsule ignition, known as the fast-ignitor scheme; and high-damage threshold dielectric gratings are essential to petawatt lasers. In “High-Efficiency Multilayer-Dielectric Diffraction Gratings,” the authors describe design considerations and techniques used successfully to manufacture dielectric gratings. The dielectric is an oxide-based multilayer structure, and the gratings have a damage threshold nearly 10 times that for metallic gratings and efficiencies of better than 96%.

Our investigation into industrial applications of laser-based x-ray sources and x-ray optics is represented in “Optimization of X-Ray Sources from a High-Average-Power Nd:Glass Laser-Produced Plasma for Proximity Lithography.” The authors describe absolute measurements of x-ray production from laser-irradiated samples in an energy region of interest to Si microcircuit manufacture. They find that a long-pulse (12-ns) laser run at a high average power (120 W) can produce x rays at efficiencies of 10–15% (2π sr).

The article “Progress Toward a Prototype Recirculating Ion Induction Accelerator” discusses design and experiments in the field of heavy ion beam-driven inertial fusion. Specifically, a small prototype recirculator has been designed to produce 320 keV K$^+$ ions by accelerating the beam in a circle over 15 laps. The authors report on experimental results and modeling of various beam parameters in the matching and linear transport sections of such an accelerator.

S. Gail Glendinning
Scientific Editor
FABRICATION AND TESTING OF GAS-FILLED TARGETS FOR LARGE-SCALE PLASMA EXPERIMENTS ON NOVA

G. F. Stone    M. R. Spragge
C. J. Rivers*    R. J. Wallace

Introduction

The proposed next-generation ICF facility, the National Ignition Facility (NIF), is designed to produce energy gain from x-ray heated "indirect-drive" fuel capsules. For indirect-drive targets, laser light heats the inside of the Au hohlraum wall and produces x rays which in turn heat and implode the capsule to produce fusion conditions in the fuel.1 Unlike Nova targets, in NIF-scale targets laser light will propagate through several millimeters of gas, producing a plasma, before impinging upon the Au hohlraum wall. The purpose of the gas-produced plasma is to provide sufficient pressure to keep the radiating Au surface from expanding excessively into the hohlraum cavity. Excessive expansion of the Au wall interacts with the laser pulse and degrades the drive symmetry of the capsule implosion.

We have begun an experimental campaign on the Nova laser to study the effect of hohlraum gas on both laser-plasma interaction and implosion symmetry.1,2 In our current NIF target design, the calculated plasma electron temperature is \( T_e \approx 3 \) keV and the electron density is \( n_e = 10^{21} \) cm\(^{-3}\).3 To simulate NIF conditions in a Nova target requires a target with a gas confined in an \(-0.01\) cm\(^3\) vol. at \(1\) atm.4 These gas-filled targets are calculated to produce the required plasma conditions based on an initial gas fill of \(1\) atm neopentane \(C_5H_{12}\). To measure the \( T_e\) of the plasma by spectroscopic line ratios, Ar and Cl bearing gases are added to the mixtures. Metal coated carbon fibers and plastic foils are added as an additional spectroscopic temperature diagnostic. Changes in \( n_e\) are made by varying the density of the main and spectroscopic seed gases. To aid in diagnosing the plasma, additional features such as diagnostic shields, x-ray backlighting patches, and imaging slits are added to the target design as experimental requirements dictated.

To study these plasma conditions, targets are being fabricated and shot on the Nova laser using open- and closed-geometric designs. Open geometry refers to the gas-bag style targets that have a fairly unlimited or open diagnostic view of the plasma and are nearly spherical, plastic gas cells built on a metal or plastic support ring.5,6 Closed geometry refers to indirect-drive style targets with a radiation enclosure that confines the plasma within a cylindrical Au hohlraum.1,2 Views of the plasma in a closed-geometry target are through diagnostic holes or slots cut into the wall of the Au hohlraum and covered with gas-tight patches. This article describes the major steps and processes necessary to fabricate, test, and deliver these gas targets for shots on the Nova laser at LLNL.

Target Design

To fabricate these gas-filled Nova targets to simulate the NIF-like conditions, we integrate a gas manifold with a pressure transducer, the target and gas fill lines, gas mixing, testing and filling systems, and the Nova target positioner. To ensure a proper fit and interference with existing target handling hardware, we analyze scaled computer-aided design (CAD) drawings of the target and associated components.

Figure 1 is a CAD drawing of a closed-geometry target. CAD drawings are essential for the closed-geometry targets to allow the precise placement of shields, fibers, foils, and other target components relative to diagnostics on the Nova target chamber. In three dimensions, alignment tolerances for the closed-geometry targets are \(\pm 25\) \(\mu\)m and \(\leq 2^\circ\).
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Target Material Selection and Fabrication

To aid in target and feature alignment at the Nova target chamber, both types of targets need an optically transparent, thin, low-Z ductile material for the gas/vacuum barrier. The density of the gas is chosen so that when completely ionized and heated to 3 keV, the electron pressure will be sufficient to significantly slow the hohlraum wall motion in a NIF target. The density cannot be too large, however, or the plasma $n_e$ will exceed the critical value for 0.25 μm light propagation, resulting in complete reflection of the incident light. The density of 3 mg/cm$^3$ of neopentane results in a 0.1 critical density electrons/cm$^3$, which is calculated to hold off wall motion and to allow light propagation to the wall for x-ray conversion. Ideally, actual NIF hohlraums, or experiments to simulate NIF hohlraum conditions for testing the laser-plasma interaction physics, would have no solid-material gas barriers. Early in a laser shot, these barriers, or windows, are heated to a plasma state and rapidly expand, severely perturbing the interior gas. The windows must be as thin as possible to reduce this perturbation. However, they must be thick enough to withstand the 1-atm pressure difference. In Table 1, we compare several window materials. The thickness required is calculated from the simple hoop-stress formula, $\sigma = Pr/2t$, using appropriate yield stress $\sigma$ for each material. $P$ is the pressure, $r$ the radius of curvature of the window, which is assumed to be 1 mm, and $t$ is its thickness. The equivalent gas thickness is calculated as the distance the initial window will expand to reach $10^{21}$ electrons/cm$^3$, based on the initial $n_e$ shown in the second column of Table 1. This equivalent distance must be minimized. Based on these considerations, we chose polyimides as the window material, of which Kapton is a well-known commercial example. Polyimide is a family of plastic CH polymers used in integrated circuit fabrication. Although the chemical formula for the specific material used is proprietary, it is nominally C$_{22}$H$_{10}$N$_2$O$_4$ with a density of 1.4–1.5 g/cm$^3$.

The open-geometry targets need a nearly spherical volume of gas and must hold the pressure for 1–3 hr.

<table>
<thead>
<tr>
<th>Material</th>
<th>Electron density (moles/cm$^3$)</th>
<th>Thickness required (μm)</th>
<th>Equivalent gas thickness (μm)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Si$_3$N$_4$</td>
<td>1.7</td>
<td>0.2</td>
<td>206</td>
</tr>
<tr>
<td>Lexan</td>
<td>0.74</td>
<td>0.8</td>
<td>355</td>
</tr>
<tr>
<td>Kapton</td>
<td>0.72</td>
<td>0.3</td>
<td>130</td>
</tr>
<tr>
<td>Parylene</td>
<td>0.56</td>
<td>0.8</td>
<td>268</td>
</tr>
</tbody>
</table>

**Figure 1.** A CAD drawing of a closed-geometry target.
The target skin must endure >1 atm pressure over an area of ~20 mm², surrounded by a vacuum of <10⁻⁵ Torr and be ductile enough to form a nearly spherical bubble from two flat sheets. The gas-bag targets are fabricated using brass, Lucite, and Al support washers (~400 μm wide). Fill tube holes (270 μm diam) are drilled through the side walls of the washers, which are micro bead blasted to increase the surface area and to improve the polyimide/epoxy adhesion. A thin sheet of polyimide (~0.4 μm) is glued across both sides of a thin washer and two small-diameter stainless-steel fill tubes (~250 μm) are passed through the side wall into the inner diameter of the washer and glued in place. Pressurizing the fill lines (>20 psia) causes the films to distend, forming a nearly spherical bubble. Figure 2 is a photograph of a gas-bag target (with a 2.75-mm washer and a 2.4-2.5-mm-wide bag).

Nova’s Au-hohlraum design serves as the model for the closed-geometry targets. Holes or slots are milled in the side of the target mandrel to view the target’s interior (Fig. 3). Fill tube holes are also drilled into the side of the hohlraum mandrel to allow gas filling. After the Au-plated Cu mandrels are machined and inspected for accuracy, the outer surface is micro bead blasted to produce a roughened finish. The mandrels are then leached in a nitric-acid solution (HNO₃ = 0.5 N solution) at 60°C and etched (1–3 hr). The laser entrance holes (LEHs) and any diagnostic windows in the hohlraum are then covered with a thin (0.2–0.7-μm) sheet of polyimide.

The requirement to hold gas behind thin CH windows complicates target fabrication. The same basic assembly procedures used for non-gas targets are employed on the gas-cell target series. Target fabrication is generally performed using an optical microscope, with micromanipulators holding target parts in place with vacuum chucks and fast curing or UV/visible cured cements to affix target components.

For the open-geometry targets, the final assembly consists of mounting the target on a Nova magnetic target base at the desired orientation. Shields and imaging slits are attached to some of the open-geometry targets. The closed-geometry targets have additional alignment restrictions placed on them by alignment fibers and flags, backlighter patches, diagnostic holes, and slots. The target components are required to be placed within ±25 μm and ≤2°, relative to the Nova target base.

**Gas Specification**

The gas mixture and pressure are specified to mock up the experimental conditions for the point design of the NIF targets, using neopentane C₅H₁₂ as the main gas in this series. To aid in measuring the ion temperature $T_{\text{ion}}$ spectroscopic seed gases Ar and Freon-13 CClF₃ are added in concentrations from 0.25–10 at.%. The nominal standard target gas for the early experiments was 98% C₅H₁₂ + 1% Ar + 1% CClF₃ at ~1-atm pressure. To achieve lower target densities, CO₂, C₂H₆, and CH₄ are used as the base gases. J. Colvin of Los Alamos National Laboratory (LANL) suggested obtaining a deuterated gas C₅D₁₂ to potentially use the fusion neutron yield from the D as a diagnostic for the experiment.
A gas mixing manifold permits mixing of various gases into a sample bottle for later use in filling the targets (Fig. 4). As the main base gas C₂H₆ condenses to a liquid at ~1300 Torr, an upper limit on the system is set at 1000 Torr. The gas mixture is specified in atomic percentage for the individual components. A diaphragm-style pressure manometer, insensitive to gas densities, monitors pressure in the gas mixing manifold and sample bottle. The sample bottle is connected to the manifold and the system is evacuated. The sample bottle valve is closed and the individual gases are purged three to four times to limit contamination of the final gas mixture. Exceptions to this purging process are C₅H₁₂ and deuterated neopentane C₅D₁₂, due to their limited availability. The C₅H₁₂ and C₅D₁₂ bottles are directly connected to the main manifold with a small prechamber and a valve, which permits a small positive gas pressure to be maintained in the gas regulators and fill lines.

First introduced into the manifold, and the pressure is allowed to increase until it reaches the desired partial pressure. The other gases are then added by partial pressure until the total pressure in the sample bottle reaches 1000 Torr.

To interpret the target results, it is necessary to know the ratios of the gases to <0.1 at.%. The gas mixtures are analyzed using a mass spectrometer with a resolution down to Z = 1 (H) and a discrimination down to 0.01 at.%. To improve the accuracy of the analysis, pure samples of each gas are drawn off into small (<75 cm³) sample cylinders to be used as "reference" standards for all the starting gases and when primary gas source bottles are changed.

**Target Manifold Design**

A major restriction for the gas target fabrication is the limited space within the Nova target inserter (a cylindrical space 5 in. diam × 16 in. long with the center 2 in. occupied by the target pylon); this space limitation drove our hardware choices. Figure 5 is a CAD drawing of a manifold fabricated out of brass to support the transducer, gas flow valves, and target fill lines. The valves were not designed for vacuum sealing but rather for liquid/gas flow metering, and after 6–10 shots, it is necessary to change the valves because they become one of the main sources of leaks on assembled targets.

A strain-gage-style, absolute-pressure transducer monitors manifold gas pressure. Prior to using this type of transducer, we field tested the unit to ensure its ability to operate not only at atmosphere on the bench but also in vacuum in the Nova target chamber. When the target is shot on Nova, a plasma is produced that has a designed T_e of 3 keV; to electrically protect the transducers, we added a Zener diode to each connector line on the transducer cable to strip off voltage spikes >50 V. The initial test transducer was calibrated before and after the first laser shot to check for any anomalies. The post-shot transducer voltage values were within ±0.001 V of the preshot values, verifying their robustness.

The early gas-cell targets used a flow-through method to fill the targets with gas, and two valves and gas lines were used on the manifold. One port on the target manifold was connected to the gas sample bottle. The gas flowed until it was estimated that all of the air in the target assembly had been displaced with the sample gas. The current system of evacuated backfill of targets retains the two valves to safeguard against one of the...
A pair of 1-mm-o.d. stainless-steel fill lines is attached to the top of the manifold. Plastic tubing is used to connect the manifold to the target. The target has stainless-steel fill lines (~250 µm o.d.) with smaller i.d. plastic tubing used to inter-connect the target to the plastic tubing on the manifold.

A separate pressure testing system, fabricated by LANL, is used to test the target manifold. The test procedure is divided into three steps: (1) The target manifold is tested as a standalone unit. (2) The target body is tested and certified gas tight. (3) The assembled target attached to the manifold is tested as an integrated system before filling.

**Target Filling Hardware and Procedures**

The first targets were filled by flowing gas through the target, a method that used a large quantity of gas to ensure that only the sample gas remained inside the target. The new method, using an evacuation/backfill chamber, significantly reduces the total gas used per target.5

The target filling manifold, with its calibrated pressure transducer attached, allows monitoring of internal target pressure at shot time. From this calibrated transducer, a pair of points for pressure vs voltage for vacuum and atmosphere are measured and the resulting values allow the final target pressure at shot time to be calculated. A mechanical manometer is also placed in-line with the fill chamber to monitor the external target pressure in the 1-200-Torr range. A small valving manifold is attached to the evacuation/backfill chamber to control the independent pumping of the target's interior and exterior and filling the target. Figure 6 is a photograph of this gas filling system.

The target and the gas fill line are connected to the target manifold. A purge line (~0.25-0.5 psig) is attached to the target manifold to verify that the fill lines are not blocked. The assembly is then placed in the evacuation/backfill chamber and the air around the target is slowly pumped out until the chamber pressure reaches ~5 mm Hg, then the interior of the target is slowly pumped out. Due to the low conductance of the fill tubes (100-250 µm), the pumping continues for ~15 min to fully remove the air from the target interior.

Once the base pressure inside the target is reached, the valves to the gas sample bottle are opened and the pressure inside the target is monitored. After the pressure inside the target has increased to the desired value, the chamber is slowly vented to atmosphere. The target manifold valves are closed and the transducer reading is observed for drift—if the target pressure is stable, the fill line is disconnected and the target is ready for delivery to Nova.
Summary

Targets to test the point design for the proposed NIF were developed and fabricated for use on the Nova laser at LLNL. Sub-micrometer-thick polyimide windows capable of holding >1 atm were attached to closed-geometry (Nova-hohlraum-style) and open-geometry (nearly spherical gas-bag) targets. Together with the Target Fabrication group at LANL, we fabricated a system to pressure-test targets and to verify gas integrity, prior to delivery to Nova. We also developed a gas-mixing system that permits mixture ratios as low as 0.25 at.% for individual gases and a system to measure gas pressure inside the target to integrate into the Nova target positioner. In support of the ICF programs at LANL and LLNL, more than 450 gas-cell targets have been successfully fielded on Nova.

Notes and References

5. M. Salazar and the LANL Target Fabrication group are responsible for the original design and fabrication of the evacuation test chamber system and the evacuation backfill method. Their staff is also responsible for fabricating the additional gas handling hardware used for target testing.
OPTIMIZATION OF X-RAY SOURCES FROM A HIGH-
AVERAGE-POWER Nd:GLASS LASER-PRODUCED
PLASMA FOR PROXIMITY LITHOGRAPHY
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Introduction

The concept of a laser-based proximity lithography system for electronic microcircuit production has advanced to the point where a detailed design of a prototype system capable of exposing wafers at 40 wafer levels per hr is technically feasible with high-average-power laser technology. In proximity x-ray lithography, a photoresist composed of polymethylmethacrylate (PMMA) or similar material is exposed to x rays transmitted through a mask placed near the photoresist, a procedure which is similar to making a photographic contact print. The mask contains a pattern of opaque metal features, with line widths as small as 0.12 μm, placed on a thin (1-μm thick) Si membrane. During the exposure, the shadow of the mask projected onto the resist produces in the physical and chemical properties of the resist a pattern of variation with the same size and shape as the features contained in the metal mask. This pattern can be further processed to produce microscopic structures in the Si substrate.

The main application envisioned for this technology is the production of electronic microcircuits with spatial features significantly smaller than currently achievable with conventional optical lithographic techniques (0.12 μm vs 0.25 μm). This article describes work on optimizing a laser-produced plasma x-ray source intended for microcircuit production by proximity lithography.

Background

To obtain the best transmission through the Si substrate, followed by absorption in the PMMA, the illumination source should occupy a band of x-ray wavelengths somewhere above the Si K-edge (6.74 Å) but long enough that the x rays are efficiently absorbed in the PMMA resist layer (possibly up to 15 Å). The x-ray wavelength is short enough that blurring due to x-ray diffraction from edges in the pattern will not be significant. Current system designs for proximity lithography require a source with a median emission wavelength in the range of 10–14 Å and a 20% bandwidth. The mask can be illuminated with a collimated source of x rays, such as from a synchrotron tuned to operate at the desired wavelengths. In fact, the basic principles of proximity lithography have already been demonstrated using synchrotron sources. However, synchrotron facilities are inherently expensive and therefore not amenable for most circuit manufacturers to acquire and operate.

Laser-produced plasmas have been recognized as a promising alternative to synchrotrons for a number of years. The physical specifications that the plasma source must meet can be summarized as follows: the source must deliver approximately 15 mJ/cm² of x-ray fluence to the resist with a uniformity of 1% over a 3 × 3 cm² area within an exposure interval of approximately 1.3 s; the x-ray spectrum must occupy a 20% bandwidth centered on a wavelength ~12 Å. These requirements can be met using a 1-kW laser assuming about 10%/2π sr conversion of laser energy into the desired x-ray band; the mask and resist are assumed to be about 50 cm from the source point to satisfy the uniformity requirements. Variations on these figures may occur depending on a number of design options, but it is clear that in any system a substantial portion of the costs are directly
driven by the average power level needed from the laser, which in turn hinges on achieving high x-ray yields. X-ray yields from laser-produced plasmas have been investigated in great detail for nearly two decades and have been examined over a wide variety of laser parameters (wavelength, pulse duration, focused intensity) as well as target material and x-ray emission wavelengths. Several studies have focused specifically on lithography applications to match target materials with realistic laser parameters to produce the required x-ray spectrum (keV x rays) at an acceptable yield. X rays from laser-produced plasmas in the 1-keV energy range required for proximity lithography are produced most efficiently with focused laser intensities around $10^{13}$ W/cm$^2$ and from targets with atomic numbers in the range $Z = 26-30$ (Ne-like ions, L-shell emission) or $Z = 53-56$ (Ni-like ions, M-shell emission). As a general finding, x-ray yields are known to improve substantially with decreasing laser wavelength.

X-ray yields from laser-produced plasmas also depend on the pulse duration, which determines the characteristic plasma volume achieved during the pulse. High conversion efficiency has been usually observed with moderate-duration pulses (0.5-10 ns). However, it can also be achieved with shorter pulses (<100 ps) in combination with a weak prepulse to generate a long-scale-length plasma. It is not clear from the findings of previous studies whether high conversion efficiency can be achieved from pulses longer than 10 ns. Experiments with 8-ns Nd:glass laser pulses indicate that efficiencies around 8%/($2\pi$ sr) could be achieved. However, experiments with 30-ns KrF pulses focused to more than $10^{14}$ W/cm$^2$ failed to achieve yields comparable to measurements with shorter pulses at the same wavelength. Chaker et al. suggest a practical limit on the pulse duration of less than about 5 ns, but this conclusion is tentative in the absence of experimental data. The requirements of high average power with high focused intensities and moderate pulse duration are potentially in conflict with the pulse parameters of current high-average-power laser technology, which operate more reliably with rather long pulse durations in the range of 10–15 ns for Nd:glass technology and 25–30 ns for excimer lasers.

One potential laser driver for proximity lithography is a high-average-power Nd:glass slab design operating with high pulse energy and moderate repetition rate; we envision average powers approaching 2 kW. An important characteristic of this high-average-power capability is the use of phase conjugate wavefront correction to ensure a uniform intensity and a near ideal phase front in the final pass of the slab amplifier, which is necessary to ensure reliable operation. This technology operates most effectively with a rather long pulse duration (12–14 ns), which raises the issue of whether the x-ray yields produced with this laser can approach the maximum yields observed with shorter pulses. We examined this issue experimentally in the work described in this article.

**Experiment**

We measured and optimized the x-ray conversion efficiency from several L-shell emitters (Fe, Cu, Zn, brass, stainless steel) and one M-shell emitter (Xe). The studies with Xe examined the solid form using a cryogenic target. In addition to producing high x-ray yields at the desired wavelengths, Xe targets offer the potential to design a source with considerably reduced debris generation. We investigated all targets at two operating wavelengths of the laser: the fundamental wavelength, 1.053 µm, and the second harmonic, 0.527 µm.

Figure 1 shows the layout for the experiments with solid planar targets. This section describes the five main parts identified by Fig. 1: the laser beam, the solid targets, the charge-coupled device (CCD) camera and spectrometer system, the filtered photoconductive diamond (PCD) detectors, and the pinhole camera.
Laser Parameters

A 330-mm lens focused the laser into the center of the experimental chamber onto a planar target oriented at 45° to the laser axis. We monitored the laser energy with a fast pyroelectric detector and cross-calibrated it with a calorimetric energy meter. Pulse energy varied from ~1-20 J at 1.053 μm and ~0.5-12 J at 0.527 μm. The beam delivered to the target chamber was square in cross-section, measuring 25 mm per side. We used a 330-mm focal-length lens to produce an f/13 focus. We adjusted the beam focus by translating the lens on a translation stage. In a separate test of the beam quality, we projected a series of far-field beam images with 0.527-μm light onto a CCD camera using a well-corrected microscope objective. We found that, at best focus, 80% of the beam energy was contained within a diameter of 27 μm, equivalent to about 1.5x diffraction limit. The maximum focused intensities achieved with this beam quality are 7 × 10¹³ W/cm² for 1.053-μm light and 2 × 10¹⁴ W/cm² for 0.527-μm light. These peak intensities meet or exceed the intensities needed to obtain good x-ray yields in the kilovolt range.

Solid Targets

The target mount consisted of an x-y-z translation stage with an aluminum mounting frame for attaching the target. Motion in a plane parallel to the target surface (x-y) allowed us to position a fresh surface of the target in the beam for each shot while maintaining the same axial position relative to the laser focus. All of the solid targets could be mounted (as tapes or thin plates) directly onto the mounting frame. For most of these materials, the target thickness was much larger than typical ablation depths. In the particular case of solid Xe, the target apparatus consisted of a 1-mm-thick Cu plate thermally connected with a 2-in-long Cu braid to a cold finger and cooled to 40 K. By condensing Xe gas onto the cryogenic surface, we produced a thin (~100 μm), solid Xe layer on the Cu substrate. Although the melting point of Xe (at atmospheric pressure) is around 160 K, a temperature of 20 K was required in vacuum to maintain a low enough Xe vapor pressure to produce a stable condensed layer on the Cu substrate and to minimize reabsorption of the Xe emission by residual cold Xe gas in the chamber.

Curved Crystal Spectrograph

To determine x-ray yields, we needed accurate measurements of the x-ray spectrum produced by each source. The spectra varied not only with target material, but also with the laser parameters (wavelength, pulse energy, and focus). A curved potassium acid phthalate (KAP) crystal spectrograph recorded x-ray spectra 90° relative to the laser axis and 45° to the target normal, using a high-resolution CCD camera system operating with 16-bit readout resolution. The spectrograph—three separate KAP crystals bent to the same radius of 79 mm—rested ~350 mm from the plasma. The detector was a back-illuminated Tektronix TK1024 CCD chip. The system was sensitive enough that all spectra recorded in these experiments were produced by a single laser pulse. To obtain the complete spectrum, we placed the KAP crystals at slightly different standoff distances from the plasma to sample the 9-19-Å spectral region in three overlapping segments. To block out visible and UV portions of the spectrum, we placed one or two layers of a light-tight aluminized mylar film (5000 Å Al/1.5 μm mylar) at the entrance to the spectrograph. This film was subject to occasional damage from target debris; therefore, we checked and replaced it at appropriate intervals.

We calibrated the spectrometer dispersion by identifying known features of the Fe and Cu L-shell spectrum and applying a low-order polynomial mapping from detector position to a wavelength scale. Within the 9-19-Å band, the CCD array detector responds linearly to the x-ray fluence independent of wavelength. Corrections had to be applied to the raw data to account for the filter transmission and the KAP crystal reflectivity. The filter transmission was independently calibrated at an in-house facility to determine its transmission over the 9-19-Å wavelength band. Henke, et al. previously calibrated the KAP reflectivity.

Absolutely Calibrated PCD and Yield Measurements

We recorded x-ray yields with a set of four filtered type IIA PCD detectors. These were mounted in a compact 2 × 2 square array 15.9 cm from the target at an angle approximately normal to the target surface. For all measurements, the PCDs were biased with 600 V, and the signal was coupled through a capacitor into a 50-Ω cable connected to a high-speed digital oscilloscope for recording. These detectors have been used in previous x-ray yield experiments at LLNL and have been absolutely calibrated.

Within the 9-19-Å wavelength band observed in these measurements, the detectors have a flat wavelength response. For the bias conditions and spectral range used in the measurements, the sensitivity of these devices was nominally 7.5 × 10⁻⁴ A/W. We assumed an uncertainty of approximately 20% on this value, as reported in the original absolute calibration.
Figure 2 shows examples of a PCD signal trace and a trace of the laser pulse recorded on high-speed oscilloscopes. The x-ray pulses displayed the same temporal structure, if any, produced in the laser pulses. The FWHM pulse duration of the x-ray signals observed from solid targets was similar to, but somewhat shorter than, the laser pulse by an amount ~20-30%. Hence the x-ray pulses from solids were typically 10 ns FWHM, while the laser pulse was 12-14 ns FWHM.

We monitored contributions from various parts of the x-ray spectrum using a set of four different filters on the PCD detector array. The filter set was designed to sample the 8-20 Å band in three intervals: a 10.6-μm Al filter (8-12 Å), a 2-μm Zn filter (12-16 Å), and a 2-μm Co filter (16-20 Å). The fourth channel used an aluminized mylar filter to sample most (8-20 Å) of the spectrum. Prior to all measurements, we performed a cross-calibration of the individual PCD sensitivities. We did this by recording the signals from each detector using 2-μm Zn filters on each and with all detectors simultaneously illuminated by x rays from an Fe or type 302 stainless steel (SS302) laser-produced plasma. We took several data points for each of three rearrangements of the individual Zn filters so that we could eliminate effects due to variability in the filter transmission. We found variation in detector response among the four devices consistent with ±20% spread in sensitivity. The extracted filter transmissions were consistent with a 10-15% variability from one piece to the next. Based on these uncertainties alone, the absolute uncertainty in yield for these measurements is around ±25%. Relative uncertainties in comparing different target materials or laser parameters are much better, around 10%, determined primarily by shot-to-shot variations.

To determine the absolute x-ray yield, we integrated the recorded oscilloscope signals to produce a value proportional to the total x-ray fluence striking the detector. We then converted this raw data value to an absolute measure of the x-ray fluence by factoring in corrections for detector sensitivity, solid angle, filter transmission, and the emission spectrum. Simultaneous measurement of the spectrum is crucial for an accurate determination of the fractional weight of the spectrum viewed by each channel. We determined x-ray yields by multiplying each detector signal by a factor inversely proportional to the known filter response multiplied by the measured spectrum at each incident energy. We then obtained the resulting conversion efficiency from an average of the contributions measured from each channel and the known input laser energy.

The CCD detector on the spectrometer also provided an accurate method of assessing relative x-ray yields (from one target to the next, or for changes in other parameters, such as laser energy). This provided us with a cross-check against the yields inferred on the basis of the PCD measurements. We found good agreement between the relative yields determined from integrating the spectrum recorded on the CCD and the signals measured with the PCD array.

**Pinhole Camera**

We monitored plasma source size with an x-ray pinhole camera coupled to a video CCD and a computer-controlled readout. We placed the pinhole about 3 cm from the target and operated at a magnification of 2-3. Because it was filtered with 18-μm Al foil, the x-ray spectrum was sensitive mostly to the 8-12 Å portion of the emitted spectrum.

**Methods and Results**

This section provides specific details about methods and results for the experiment. We divide the section into four subsections: focus optimization, yield variation with pulse energy, x-ray spectra, and angular distribution.

**Focus Optimization**

For each target type and laser wavelength investigated, we optimized and measured the x-ray yield with a standard procedure consisting of two parts. First, we did a focal scan consisting of a series of shots examining yield as a function of axial lens position at maximum laser energy (20 J at 1.053 μm and 12 J at 0.527 μm). From this procedure, we identified the lens position corresponding to maximum yield as determined by the PCD measurements. Second, with the lens fixed at the maximum yield position, we systematically reduced the laser energy (described in the next section).
Figure 3 shows an example of the variation of x-ray yield with lens position for Cu and type SS302 irradiated with 1.053-μm laser light. We found in general that the x-ray yield reached a broad maximum within ±1 mm of the lens focus. The position of optimum conversion was largely independent of the target material, varying by an amount of approximately ±0.5 mm for different targets.

Figure 4(a) shows pinhole photographs of the x-ray source region throughout the focal scans for 1.053-μm irradiation. The double-lobed structure apparent at lens positions of 14 and 15 mm originates from the intensity distribution in the square beam as it approaches the focus. Similar lobed structures were also evident in the 0.527-μm laser-produced plasmas. Analyzing these images, we assume that the size of the x-ray emitting region correlates with the spatial extent of the laser intensity distribution illuminating the plasma. Figure 4(b) shows the variation of x-ray source size measured in these focal scans. The emitting region of the plasma was considerably larger than the beam diameter close to best focus since under no conditions did we observe an x-ray source region smaller than about 150 μm in diameter, a size 3–5 times larger than the beam diameter expected at best focus for the 1.5x diffraction limited beam. We took the lens position corresponding to best focus to be the point where the observed source diameter reached a minimum. The geometrical extent of the focal cone for the f/13 focus is also displayed in these figures for comparison with the data.

The most important information from these sequences is an assessment of the size of the x-ray emitting region in the source and an approximate idea of the laser intensity illuminating the plasma at these optimum positions. At the lens position corresponding to optimum x-ray yield, the diameter of the source region evident from the pinhole images was around 280 μm for 1.053-μm laser light and 240 μm for 0.527-μm light. It is also evident that the focal cone of the f/13 focus is smaller than the plasmas at most positions where significant x-ray emission was observed, and that the lens position corresponding to best yield does not correspond to the position of best focus, although it was much closer to best focus for 0.527-μm light than for 1.053-μm light. (X-ray yield on the converging side of the 1.053-μm focused beam should be similar to the diverging side; for all measurements reported here the beam was focused on target with a diverging focus.) Average

![Figure 3](image-url)  
**Figure 3.** Variation of x-ray yield with focusing lens position for 1.053-μm laser light; we used this procedure to optimize the yield for a given target type. (10-06-0995-1102pb01)

![Figure 4](image-url)  
**Figure 4.** Variation of x-ray emitting plasma volume with focusing lens position for 1.053-μm laser light irradiating a solid Fe target. The origin of the lens position scale is arbitrary. (a) A sequence of pinhole photographs of the plasma x-ray emission taken at various lens positions (indicated on the individual frames). (b) Variation of plasma size with lens position measured from the pinhole photographs. Also shown for comparison is the beam size assuming a geometric f/13 focal cone with best focus assumed to occur at the lens position producing the smallest plasma volume. (10-06-0995-1103pb01)
beam intensities illuminating the plasma at these lens positions can be estimated from the geometrical extent of the focal cone and the distance of the optimum lens position from best focus. For 1.053-µm light, the beam diameter at optimum focus was ~190 µm, to produce a beam intensity ~5 × 10^{12} W/cm^2. For 0.527-µm light, the beam diameter was approximately 100 µm, a factor of two smaller than for the optimum 1.053-µm situation, producing intensities ~1.2 × 10^{13} W/cm^2.

Yield Variation with Pulse Energy

After we determined the optimum focus position, we fixed the lens at its optimum position and measured x-ray yields while the laser energy was varied throughout the available range below the maximum setting. We easily adjusted laser energy by varying a waveplate within the preamplifier chain to control the pulse energy prior to the final amplifier passes. Both the temporal pulse shape and spatial beam parameters (focus position) were unaffected by this adjustment.

An important characteristic of all of the measurements from planar targets measured in this research was an increasing x-ray yield with pulse energy. For all materials, the conversion increased monotonically from near zero at low pulse energies and increased to a saturation value before leveling off. Figure 5 shows an example of this dependence for (a) type SS302 and (b) Cu. Within the energy range available there was no evidence of a regime where conversion fraction decreased with increasing pulse energy. The saturation value varied with the target material and the laser wavelength. With type SS302 (median emission wavelength at 15 Å), the laser energy at saturation is clearly lower than for Cu (median emission wavelength at 11.5 Å). In the case of Cu, it is not clear that the dependence of x-ray yield with energy has reached a final saturation level at the maximum laser pulse energies available in these experiments, although saturation appears to be ~5–10 J for type SS302. Correlated with the pulse energy dependence of yield was a clear shift in the x-ray spectrum for any given target to shorter wavelengths (harder photons) with increasing pulse energy. We expected this due to the fact that increasing pulse energies produce higher intensities and drive hotter plasmas.

![Figure 5](10-06-0095-1056b01)

**Figure 5.** Pulse energy dependence of x-ray yield for two target materials and both drive wavelengths. Target materials are (a) type SS302 and (b) Cu. (10-06-0095-1056b01)
X-Ray Spectra

Figure 6 shows a catalogue of spectra for all of the materials tested using 0.527-μm laser light. Also identified on the spectra are integral curves depicting the integrated conversion fraction through the short to long range of emission wavelengths. We observed a similar set of spectra using 1.053-μm light, with the main difference being a shift in the distribution of emission to longer wavelengths within the characteristic spectrum of each material. For the materials selected, Fig. 7 summarizes the x-ray wavelength range (10–15 Å).

All of the Xe spectra exhibit a bilobed distribution of emission with a main component emitting at wavelengths from 10–15 Å, and a second component from 17–20 Å. We also included this latter component, accounting for about 20–30% of the emitted energy, in our yield determination, although the component is of little use for lithography applications. Excluding this component (i.e., excluding wavelengths >16 Å), the Xe conversion measured with 1.053-light is less than 10%, but still comparable to the type SS302 conversion. With 0.527-μm light the Xe spectrum becomes harder, shifting to shorter wavelengths, and the total conversion improves to around 12%.

The conversion efficiency measured with type SS302 is significantly higher than with pure Fe. We can attribute this largely to the addition of significantly more spectral lines with contributions from Cr, Mn, Ni, etc., present in the stainless steel alloy. Figure 6(b) demonstrates this, showing the dense spectrum of stainless steel as compared with the pure Fe spectrum in Figure 6(c). We discuss this improved conversion efficiency later in the article.

**Figure 6.** X-ray spectra measured for all solid targets using 0.527-μm laser light. Spectral intensity is displayed on the arbitrary left hand scale; the wavelength-integrated x-ray yield for each material can be measured against the right hand scale. Conversion fraction indicates the ratio of x-ray energy to incident laser energy. Target materials are (a) solid Xe, (b) type SS302, (c) Fe, (d) Zn, (e) brass, and (f) Cu.

(10-06-0985-1105p601)
Angular Distribution

For planar targets, we also measured the angular distribution of x-ray yield. We recorded all yield measurements with the PCD array at target normal, where the yield is expected to reach a maximum. For historical reasons, and to ease comparison with other work, we report the x-ray yield as the conversion fraction into 2\(\pi\) sr as if the angular distribution were isotropic and equal to the angular fluence measured at target normal. In general, the angular fluence varies relative to target normal and depends on target material, laser wavelength, laser pulse duration, and possibly other factors. The yield is generally reduced away from target normal and can be fitted with a \(\cos^n\) distribution, where \(n \leq 1\), and the total conversion into 2\(\pi\) sr is less than the fraction reported in this work. There may be reasons to place the lithography exposure system at a location other than target normal; for example, to mitigate against debris, which is also maximized at target normal. Thus an assessment of the angular distribution is important to ascertain any reduction in x-ray yield at other angles.

We did the angular distribution measurements for Fe and type SS302 targets at the optimized conditions for both wavelengths. We fitted all PCD detectors with 2-\(\mu\)m Zn filters, which transmit the main component of the Fe spectrum. We arranged the detectors in four angular positions in the plane of the laser beam spanning angles from 18–75° from the target normal. We took several sets of shots for each measurement, for which the Zn filters were rotated through the detectors, to eliminate effects due to variations in the filter transmissivities. We discuss results from these measurements in the next section.

Discussion

There are four main areas of discussion for this experiment: x-ray yields and spectra, pulse energy dependence, laser-drive wavelength dependence, and angular distribution.

X-Ray Yields and Spectra

Figure 8 summarizes x-ray yields from all of the solid targets, and compares the optimized yield for each material at both wavelengths. We obtained high x-ray yields using the longer wavelength emitters (~14 Å) with 1.053-\(\mu\)m laser-drive wavelength, the best examples of these being type SS302 and cryogenic Xe. Conversion efficiency of these targets was approximately 10%/2\(\pi\) sr at the target normal. Conversion for shorter wavelength emitters using 1.053-\(\mu\)m was significantly less, dropping to <4%/2\(\pi\) sr for Zn targets emitting at around 10.5 Å. We observed a significant improvement in x-ray conversion with 0.527-\(\mu\)m light, where conversion efficiencies for all targets was ~12%/2\(\pi\) sr or better. For the range of shorter-wavelength emitters, including Cu, brass, and Zn, this represents a factor of 3–4 improvement in the yield measured at target normal. Since the energy conversion efficiency for doubling the laser-light frequency is expected to be around 80%, this result indicates that operation at 0.527 \(\mu\)m will provide a substantial improvement in conversion of energy from the fundamental laser wavelength to x rays in the 10–12 Å band using a frequency-doubled laser.

Solid Xe offers the attractive possibility of building a reduced-debris source. The Xe spectrum contains two main components, with a longer-wavelength portion occupying the 17–20 Å. For lithography, the 75–80% energy portion of the spectrum emitted in the 10–14 Å band is the most useful part. With 0.527-\(\mu\)m laser irradiation, this portion of the spectrum is significantly

![Figure 7. Emission wavelengths determined from the spectra measured for all the solid elements using 0.527 \(\mu\)m laser irradiation. The bar end points indicate wavelengths spanning 10 to 90% of the wavelength-integrated emission (i.e., containing 80% of the emission). The points within the bars indicate the median emission wavelengths (50% point on the integral curve) for each material. In the special case of Xe, this evaluation was restricted to wavelengths less than 16 Å, which eliminates the long-wavelength emission component (~18 Å) from the weighting process.](10-06-0595-1108pb01)

![Figure 8. Optimized x-ray yields measured for all solid targets and both drive wavelengths.](10-06-0595-1107pb01)
harder than with 1.053-μm irradiation. Solid Xe provides x-ray yields comparable to, or better than, other solid targets at both drive wavelengths investigated. In the form of cryogenic pellets, frozen Xe offers the potential for producing a reduced-debris source with yields comparable to other solid target yields.

We attained the best yields with type SS302 targets. The improvement in conversion efficiency compared with pure Fe targets is apparent with 1.053-μm laser light, and becomes quite dramatic with 0.527-μm light, where the optimum conversion efficiency exceeds 16% for type SS302. Stainless steel is an alloy comprised mainly of several transition metals with atomic numbers from Z = 24 through Z = 28 (the chemical composition of type 302 is approximately 70% Fe, 18% Cr, 9% Ni, and 2% Mn). These elements emit kilovolt radiation efficiently in the plasmas produced by the laser. The increased yield from the alloy occurs because the strongly emitting lines characteristic of each element are optically thick, or nearly so in these high-density plasmas produced with solid targets; thus, the reduced concentration of Fe found in stainless steel as compared with pure Fe targets does not lead to a noticeable reduction in the intensity of the characteristic Fe spectral components, while the other alloyed elements in stainless steel provide emission features that fill the gaps in the spectrum. This result indicates the possibility for improving x-ray yields by designing mixtures of elements that emit in the desired wavelength band. These will produce high yields by filling in the spectrum with more lines. The high yields of Xe are produced for a similar reason, namely that the much more complicated electronic structure of the Xe M-shell provides many more emission lines to fill in the spectral band than the simpler L-shell emitters.

**Pulse Energy Dependence**

The pulse energy dependence of the observed x-ray yield is most easily understood in light of previous 0.5-ns pulse duration work by Chaker et al.\textsuperscript{16}, in which the conversion efficiency into kilovolt x rays from Cu targets was observed to drop abruptly below intensities of ~5 \times 10^{12} W/cm\(^2\) for 1.06-μm light. Optimum conversion efficiencies for Cu measured in this work are comparable to the values reported by Chaker et al. As noted, our procedure for optimizing the conversion by scanning the focus automatically places the irradiance near this saturation intensity and not necessarily at the best focus. Consequently, the measurements at decreasing pulse energy will produce lower than optimum intensities, and therefore produce lower x-ray yields. An implication of this interpretation is that it may be possible to attain high yields at lower pulse energies using a faster focusing lens (e.g., f/4 instead of f/13) that achieves ~10^{13} W/cm\(^2\) within the beam focus. However, we stress that achieving 10^{13} W/cm\(^2\) is necessary but may not be sufficient to achieve high yields (with long pulses)—this possibility needs to be explored experimentally. In our research, we made no attempts to exploit this method of obtaining high conversion efficiency at lower pulse energies.

**Laser-Drive Wavelength Dependence**

As a general rule, the conversion fraction (laser energy to x-ray energy) into 2π sr is higher at 0.527 μm than at 1.053 μm. The phenomenon is most accentuated for the short wavelength (10–12-Å) emitters (Cu, Zn, and brass), where the conversion fraction improves by a factor of 3–4 times over the 1.053-μm result. This dramatic improvement in conversion for the shorter-wavelength emitters using frequency-doubled laser light more than compensates for losses introduced by converting the fundamental to the second harmonic, and provides a means to obtain high x-ray yields at a range of desired wavelengths from 10.5 Å (Zn) to 15 Å (SS302) with a single laser driver. As increasing pulse energy causes spectral shifts, changing the drive wavelength from 1.053 to 0.527 μm clearly caused the spectra of the various target types to shift to shorter wavelengths. This spectral dependence is consistent with (1) the improved coupling of the laser light into plasma heating at higher densities and (2) the improved conversion. Figure 9 shows an example of this spectral shift for solid Xe targets. We observed similar laser-drive-wavelength-dependent spectral shifts for the other materials investigated.
Angular Distribution

Figure 10 shows the angular distributions measured for both drive wavelengths irradiating Fe or type SS302 targets. Fits to a $\cos^\theta$ distribution yielded $\alpha = 0.2$ for 1.053-µm irradiation and $\alpha = 0.6$ for 0.53-µm irradiation. Neither of these angular distributions is Lambertian ($\alpha = 1$). At 1.053 µm, the emission is very close to being isotropic, such that at angles of 60°–70° from the target normal, the observed yield remains at 80% or more of the peak yield at target normal. At 0.53 µm the emission is closer to Lambertian, with the yield reduced to half of the peak at angles of >65° off target normal. The difference in angular distribution reflects the difference in laser light coupling between the two wavelengths. The shorter wavelength couples much more efficiently into higher density plasma layers, which are optically thick and closer to the target plane, thus producing a physical situation that is close to that of a planar, optically thick Lambertian surface emitter.

Conclusions

The intended operating x-ray wavelength of a proximity lithography system will be determined by a number of considerations beyond the scope of the present study. For most situations, x-ray wavelengths spanning the range from 10–15 Å may be used. The materials selected in this study embrace this wavelength region. These results demonstrate a significant degree of flexibility in delivering x-ray energy within a desired wavelength band using a laser-produced plasma.

X-ray conversion efficiency from all targets increased with increasing laser pulse energy from small values at low pulse energies (<5 J). A minimum pulse energy of ~5–10 J was necessary to approach the yields close to the optimum. Above ~10 J, the yield vs pulse energy curve begins to saturate. This behavior is consistent with the observed saturation of conversion with laser intensity observed by Chaker et al. using 0.5-ns pulses, thus indicating that the 10-ns plasma behaves similarly in this pulse energy range. At optimum conditions, the average intensity illuminating the plasma was approximately $5 \times 10^{12}$ W/cm² for 1.053-µm light, and $1 \times 10^{13}$ W/cm² for 0.527-µm light. For both wavelengths the source diameter at optimum conversion was ~250–300 µm.

The x-ray conversion efficiencies produced with the long-pulse laser driver used in these experiments matched efficiencies measured previously with shorter (nanosecond-duration) pulses. The duration of the x-ray pulse matched the duration of the laser pulse, indicating that, at least in the 12–14-ns range, the long pulse duration does not degrade the conversion efficiency. A frequency-doubled Nd:glass laser driver can be used to produce a source with median emission wavelength anywhere from 10.5 to 15 Å at x-ray yields that meet the needs of a proximity lithography production system.
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Introduction

To model ignition in a National Ignition Facility (NIF) capsule implosion, we must understand the behavior of instabilities that can cause breakup of the pellet shell. During a capsule implosion, shocks that transit the shell cause growth of perturbations at the surface or at an interface because of a Richtmyer–Meshkov type of instability. Following shock breakout, or earlier for a shaped pulse, the low-density ablated plasma accelerates the pusher, and the ablation front is Rayleigh–Taylor (RT) unstable. Ablation and finite density gradients have the effect of stabilizing the short wavelength modes. Unstable modes present on the outer surface grow and feed through to the inner surface. Once the shell encounters the rebounding shock from the capsule center, it decelerates and the inner surface becomes RT unstable. If perturbations grow large enough, pusher material mixes into the core, degrading implosion performance.

Capsule designs for the NIF depend on ablative stabilization and saturation to prevent perturbations initially present on the capsule surface from growing large enough to quench ignition. The shape of the perturbation is a key factor in determining the amplitude at which its RT growth saturates. Classical RT experiments of an air-water interface and third-order theory carried out by Jacobs and Catton demonstrated that for a particular rectilinear wave number $k = (k_x^2 + k_y^2)^{1/2}$, the symmetric square mode ($k_z = k_y$) will start to saturate at the largest amplitude of any mode. Two- and three-dimensional (2- and 3-D) simulations by Dahlburg et al. revealed the same dependencies in thin foils. Since the 3-D shape affects the perturbation saturation and ultimately capsule performance, a quantitative understanding of 3-D shape effects on perturbation growth is of considerable interest to inertial confinement fusion (ICF) research.

In this article, we examine the first simulations and experiments to study the effect of 3-D perturbation shape on instability growth and saturation in indirectly driven targets. The first section discusses HYDRA, the radiation hydrodynamics code we developed for these simulations. The subsequent section examines 3-D shape effects in single-mode perturbations in planar foil simulations and experiments. A discussion of the evolution of multimode perturbations on planar foils is followed by a discussion of 3-D simulations of instability growth in Nova capsule implosions.

HYDRA

We developed a new 3-D radiation hydrodynamics code, called HYDRA, to perform these simulations. HYDRA uses a structured mesh and has arbitrary Lagrange Eulerian (ALE) capability. Several forms of equations of state (EOS) are available, including the EOS4 tabular database and the inline quotidian EOS (QEOS). Multigroup radiation diffusion is implemented using tabular opacities. The thermal conduction routine applies conductivities calculated with the model of Lee and More. HYDRA has an Eulerian interface tracker that allows users to resolve material interfaces while making full use of its ALE capability. “Mixed” zones, which contain one or more material interfaces, are subdivided into separate components. Radiation transport, thermal conduction, and other physical processes are treated separately for all of the components of the mixed zones. The interface tracker allows one to avoid distorted meshes, and the accuracy problems they can cause, even while resolving shear flows.
The capability of coupling several adjacent zones together has been incorporated in HYDRA. This allows greater freedom in zoning without the full additional computational overhead and increased memory requirements associated with an unstructured mesh. This coupling is essential to avoid the small Courant time step limits that would occur, for example, in narrow zones near the center or near the pole of a 3-D capsule implosion simulation. This capability can also be applied in the presence of mixed zones, allowing one to adjust the local resolution in different directions relative to a material interface.

We developed a technique for treating radiation transport that enables us to run 3-D simulations of a variety of targets with viable computational requirements. The method involves two separate calculations. In the first, we obtain a detailed treatment of the spectrum by using a large number of photon groups while the geometry is approximated. All the detailed spectrum and opacity information is then collapsed into group constants for a small number of photon groups. In the second calculation, these few group opacities are applied in a simulation that treats the detailed spatial variation with use of the diffusion operator. The method yields estimates of the group opacities that are vastly superior to those obtained with the standard Rosseland mean. Compared with the standard method, this new development has enabled us to perform highly accurate numerical solutions at a small fraction of the computational expense. The implementation of this method, combined with the high run speeds and reduced memory requirements attainable with algorithms written on a structured mesh, make HYDRA well suited for a variety of problems that contain some degree of symmetry.

Shape Effects

Single-Mode Perturbations on Planar Foils

We first examine foils having single-mode rectilinear perturbations \( y = a \cos(k_x x) \cos(k_y y) \), with \( k_x = k_y \) and \( k_y = 3k_y \) (2-D). Each perturbation has the same wave number \( k = (k_x^2 + k_y^2)^{1/2} = 2\pi/80 \mu \text{m}^{-1} \). To study growth extending from the linear regime through the late nonlinear stage, we use a hypothetical drive that gives a long period of acceleration and thus large growth factors. We take the drive spectrum from a LASNEX hohlraum simulation. The drive temperature history imposed starts with a foot at \(-100 \text{ eV}\), then ramps up to 162 eV over the first 1 ns and is then held constant through 4 ns. This drive is used for all the planar simulations discussed here except for simulations of Nova experiments. Supertransition array (STA) opacities for CH(Br) are used. The foil is initially 50 \( \mu \text{m} \) thick. We use an ideal-gas EOS in this simulation for generality.

Figure 1 shows the evolution of the fundamental mode amplitude of areal density for the three perturbation aspect ratios listed above. Since each perturbation has the same wave number and is initialized with the same amplitude, each should grow at the same rate during the shock transit and early acceleration phases when the perturbation is linear; Fig. 1 shows that this is the case. The two shocks generated during the foot and subsequent rise to the peak of the drive coalesce as they break out of the foil at 1 ns. After a period of linear RT growth, the point at which each mode begins to saturate shows a clear progression with the mode shape. As the mode shape is varied from the least symmetric 2-D mode to the most symmetric 3-D square mode, the
perturbation begins to saturate later and achieves a larger amplitude. The 3-D square mode reaches a peak amplitude 56% larger than the 2-D mode.

Figure 2 shows the $\rho = 0.3 \text{ g/cm}^3$ isodensity surface at 3.25 ns for the 3-D square and 2-D modes. In the nonlinear phase, the 3-D square mode has evolved into a broad bubble surrounded by narrow spikes and adjoining spike sheets. The peak-to-valley (p-V) displacements of the isodensity contours are very similar between the 2- and 3-D modes. The larger amplitude of the square mode is manifest primarily because of its greater density in the spike.

The hexagonal mode perturbation,

$$\psi = a \left[ \cos\left(\frac{k_0 x}{2}\right) \cos\left(\sqrt{\frac{3}{2}}k_0 y\right) + \cos(k_0 x) \right],$$

FIGURE 2. Isodensity plots for $\rho = 0.3 \text{ g/cm}^3$ at 3.25 ns: (a) for the simulations of the $k_x = k_y$ square mode and (b) for the $k_y = 0$ (2-D) mode. One period of the perturbations is shown ($k = 2\pi/80 \ \mu\text{m}^{-1}$). For each plot, the perspective is from the side of the target ablated by x rays.

(50-05-0595-1110pb01)

consists of a hexagonally packed array of either bumps or pits, depending on the sign of the perturbation. Reversing the sign of this mode results in a different shape, not just a shift in the phase. Simulations of foils with the two orientations of hexagonal-mode perturbations show rather different evolution in the nonlinear regime. The bubble-centered orientation, consisting of an array of pits, develops into hexagonal bubbles surrounded by spike sheets in the nonlinear stage as shown in Fig. 3(a). The spike-centered orientation, shown in Fig. 3(b), develops isolated individual spikes. The maximum p-V areal density modulations obtained are 45.3 g $\mu\text{m/cm}^3$ for the bubble-centered perturbation and 83.8 g $\mu\text{m/cm}^3$ for the spike-centered perturbation. Growth of the spike-centered mode is favored on the ablating foil because it has a smaller surface area subject to ablation and because more material surrounds the base of the axisymmetric spike. The bubble-centered

FIGURE 3. Plots of areal density for the two hexagonal-mode orientations in the saturated regime. (a) Bubble-centered perturbations; (b) spike-centered perturbations. Brightest regions correspond to spikes.

(50-05-0595-1167pb02)
perturbation attains smaller minimum areal density, and it burns through the foil faster. The axisymmetric bubble is the perturbation shape most dangerous to the survival of thin capsule shells.

### 3-D Shape Effects in Experiments

We performed an experimental study of single-mode shape effects with planar foils on Nova. In this article, we consider some of these results and compare them with simulations. For these experiments, surface perturbations are molded onto one side of a CH(Br) foil \( (C_{50}H_{47}Br_{2.7}) \), 750 \( \mu \)m in diameter, 55–57 \( \mu \)m thick, density 1.26 g/cm\(^3\). The foil is mounted across a hole in the wall of a 3000-\( \mu \)m-long, 1600-\( \mu \)m-diam Au cylindrical hohlraum with the perturbations facing inward. It is illuminated from the back by a 500–700-\( \mu \)m-diam source of “backlighter” x rays created by irradiating a disk of either Rh or Sc with one or two Nova beams.

We use measurements of the transmitted intensity of backlighter x rays to determine the growth in the areal density of the perturbations. For targets with 2-D perturbations, a time-resolution image \( I(x,t) \) is recorded onto film using a 22x magnification streaked Wölfert x-ray microscope\(^6\) with a Rh backlighter. For foils with 3-D perturbations, we collect gated images \( I(x,y,t) \) at several times during the shot using the flexible x-ray pinhole imager (FXI)\(^7\) in conjunction with a Sc backlighter. We characterized the spatial resolution of these instruments and included it wherever simulations are compared with data.

Eight 0.351-\( \mu \)m, 2.2-kJ shaped Nova beams irradiate the hohlraum. The shaped drive, termed laser pulse shape 23, has a low-intensity \(-1.5\) ns foot, which is followed by a rapid increase to peak power at 2.5–3.0 ns with a peak-to-foot intensity ratio of 10. Our most recent model of this x-ray drive is based on a 2-D LASNEX Au hohlraum simulation. During the foot of the pulse \( t < 2 \) ns, we increase the preheat portion of the spectrum \( (h\nu > 1.4 \text{ keV}) \) by a factor of 10 over that predicted by LASNEX while maintaining the same total power in the drive. The result is that during the foot an average of 8% of the total energy in the drive spectrum is above 2 keV. This adjustment stems from uncertainty in the total preheat energy deposited in the foil early in time. It has the effect of reducing growth somewhat, systematically improving the fit throughout the database. This drive model reproduces well the foil trajectories and thus the zero-order hydrodynamics.\(^8\)

We examine the effect of perturbation shape on saturation amplitude by comparing a foil having a square-mode perturbation \( k_x = k_y \) with one having a 2-D perturbation \((k_y = 0)\), each having the same effective wave number \( k = 2\pi/50 \mu \text{m}^{-1} \) and similar amplitudes. We used a laser ablation technique to create the periodic 3-D perturbation on the mold.\(^9\) With the relatively short acceleration period of pulse shape 23, large initial amplitudes are required to allow the foils to evolve well into the nonlinear regime. Fourier analysis of an x-ray radiograph of the square-mode foil yields the initial amplitude of the fundamental perturbation as 2.7 \( \mu \)m. Small-amplitude higher harmonics are also present, but their amplitudes are typically less than 10% of the fundamental mode amplitude. The foil with the 2-D perturbation had an amplitude of 2.5 \( \mu \)m. In the HYDRA simulation of the square-mode foil, the surface perturbation initialized includes the predominant \( \cos(k_x x) \) \( \cos(k_y y) \) modes as well as \( \cos(mk_x x) \cos(nk_y y) \) modes having \((m,n) = (0-3,0-3)\) taken from the radiograph.

Figure 4(a,b) compares images of \( \ln(\text{exposure}) \) calculated from the simulation and measured with the FXI at 4.3 ns, including the effect of instrumental resolution. At this time, the mode has progressed well into the nonlinear phase. The HYDRA simulation reproduces well the structure of the dark narrow spikes, adjoining spike sheets, and wide bubbles. A slight elongation of the central spike is due to the small asymmetry present in the initial perturbation, contained in higher harmonic modes. Figure 4(c,d) makes the same comparison as surface plots of \( \ln(\text{exposure}) \) vs \((x,y)\), where the bubble is centered instead of the spike.

Figure 5(a) compares the measured time evolution of the fundamental modes for the 2- and 3-D foils with results from simulations. The data represented by the solid squares and open circles correspond to the \( \cos(k_x x) \) \( \cos(k_y y) \) components of the Fourier transform of \( \ln(\text{exposure}) \) for the \( k_x = k_y \) perturbation. The open diamond symbols represent the amplitude of the \( \cos(k_x x) \) 2-D perturbation. Curves from the HYDRA simulations match well the time evolution of the data. The 3-D mode saturates later at a larger amplitude, consistent with our expectations. Figure 5(b) compares higher harmonics of measured growth factors in Fourier amplitude of \( \ln(\text{exposure}) \) with values from the simulation of the square mode. Observe that mode \((0,2)\) reverses sign at 3.8 ns as a consequence of mode coupling. Despite initially having different signs, the amplitudes of modes \((0,2)\) and \((2,0)\) tend to converge later in the nonlinear regime as the perturbation evolves toward a more symmetric shape. This dynamic evolution shows that the growth of the most symmetric 3-D shape is favored in the saturated regime.

Our results are consistent with the notion that the saturation amplitudes are a consequence of the mode shape. The calculated flow carries material away from the more spherical 3-D bubble on all sides, allowing it to transit more easily into the spike regions. The resulting faster growth for the 3-D bubble-spike pattern increases the rate of mass flow into the spikes relative to the rate at which it is consumed by ablation, allowing the 3-D square mode to achieve a larger peak amplitude.
FIGURE 4. (a) Contour plot of ln(exposure) from the simulation at 4.3 ns for one period on the $k_y = k_y$ foil. Dark regions have low exposures, corresponding to high areal density. The effect of the instrument resolution function has been included. The FXI image (b) has been averaged over an area encompassing $4 \times 4$ periods on the foil. (c), (d) The same numerical and experimental results are displayed in the form of 3-D surface plots in which the height is proportional to intensity. (50-05-0595-1116_pb01)

FIGURE 5. Measured and simulated perturbation Fourier amplitudes vs time, normalized to the fundamental mode amplitude at $t = 0$. (a) The solid squares and open circles represent the measured growth factor of ln(exposure) of the fundamental $k_y = k_y$ mode. The open diamonds are the same quantity for the 2-D mode. The curved lines are the corresponding results from HYDRA simulations. (b) The open circles, solid diamonds, and open squares correspond to the square-mode higher harmonics (2,2), (2,0), and (0,2), respectively. The curved lines give the corresponding simulation results. Experimental error bars represent the corresponding magnitude of the background level in Fourier space. (20-03-0395-0791_pb02)
Multimode Perturbations on Planar Foils

Capsule implosion experiments currently being performed on Nova examine the growth of surface perturbations created by ablation with an excimer laser. Each individual perturbation formed by the laser is in the shape of a pit. Many of these pits may be placed randomly on the capsule to create a spectrum that is random for the low-l mode numbers, but the higher modes that form the shapes of the individual pits are not randomly phased. There is some difference between the nonlinear evolution of this perturbation and that for a truly random spectrum of modes.

A planar surface that contains a number of Gaussian perturbations centered at \((x_i, y_i)\) with amplitudes \(a_i\) each having identical widths \(\sigma\) is represented as

\[
Z(x, y) = \sum_i a_i \exp\left[-\frac{(x-x_i)^2 + (y-y_i)^2}{\sigma^2}\right].
\]

(2)

We consider a system with reflection symmetry across each boundary. By using the convolution theorem, we obtain the Fourier spectrum:

\[
Z(k_x, k_y) = 16\pi \frac{\sigma^2}{L^2} \sum_i a_i \exp\left[-\frac{(k_x^2 + k_y^2)\sigma^2}{4}\right] \times \cos(k_x x_i) \cos(k_y y_i),
\]

(3)

where \(L\) is the foil width. For \(k_x\) or \(k_y = 0\), the amplitude of the mode coefficient \(a_i\) is multiplied by 0.5 when we express the spectrum in terms of cosine modes instead of complex exponentials.

Consider two similar foils. In the first, the initial perturbation consists of a set of Gaussian bumps (all \(a_i\) positive). Figure 6(a) shows a contour plot of the initial areal density. In the second, the signs of all of the \(a_i\) are reversed, which is the corresponding pattern formed with Gaussian pits. [A contour plot for this case would be just the reverse of that shown in Fig. 6(a).] Figure 6(b) is a contour plot of the areal density at 5.0 ns, in the saturated regime, for the first case (Gaussian bump perturbations). The individual bumps have evolved into spike sheets surrounding bubbles. Figure 6(c) shows the nonlinear stage for the second case (Gaussian pit perturbations) at 4.5 ns, which also develops broad bubbles surrounded by narrow spike sheets in the nonlinear regime. This bubble-spike structure is characteristic of the nonlinear development of a random multimode foil. In the saturated regime, both foils have very similar values for \(p-V\) and rms areal density. The ratio of the spike amplitude to bubble amplitude is usually taken as \(1 + A\), where \(A\) is the Atwood number, which is \(-1\) here. We define the bubble side areal density as the rms average over all locations at which the areal density is less than the average value. For the foil with the bump perturbations, the ratio of spike side to bubble side areal density is 2 in the saturated regime, a value that is typical for random multimode perturbations as well. But the bubble-centered random Gaussian foil has an rms areal density on the bubble side essentially equal to that on the spike side in the saturated regime. This bubble amplitude is unusually large. Because of its larger bubble growth, the foil with bubble perturbations burns through first, prior to 5.0 ns for this case.
The accelerated pace at which the random bubble perturbation burns through the foil is the most significant characteristic distinguishing it from a truly random perturbation.

Next we consider a random multimode foil on which the imposed perturbation

$$\psi = \sum_{m=0}^{8} \sum_{n=0}^{8} a_{mn} \cos\left(mk_0x\right)\cos\left(nk_0y\right)$$  \hspace{1cm} (4)

consists of 80 modes with random amplitudes, yielding an initial rms perturbation amplitude of 0.61 \(\mu\)m rms. With a fundamental wavelength of 250 \(\mu\)m, the spectrum of perturbations spans the range of wavelengths most relevant to indirectly driven targets. The foil thickness is initially 50 \(\mu\)m.

Figure 7(a) shows a contour plot of the initial multimode-foil areal density. The simulation shows that by 2.5 ns [Fig. 7(b)], in the early nonlinear stages of the foil evolution, mode coupling has caused broadening of the bubbles and the formation of narrow spike sheets. Areal density contours calculated with the Haan second-order mode-coupling theory \(^{11}\) are in good agreement with those from the simulation in the early nonlinear stage. At this time the perturbations still bear some resemblance to those initially on the foil. By 4.0 ns [Fig. 7(c)], strongly nonlinear interactions lead to increased average width of the features. This process is termed bubble merger in physical space or inverse cascade in Fourier space.

Layzer\(^{12}\) derived the terminal-rise velocity of a bubble in a semi-infinite incompressible fluid: 

$$u_b = \left(\frac{\varrho g L^2}{\rho L^3}\right)^{1/2}.$$  

The Froude number \(a\) is 0.23 for a 2-D bubble and 0.36 for a round 3-D bubble. Larger bubbles have less kinematic drag per unit volume, so bubble expansion in the nonlinear regime leads to increasing bubble rise velocities. When driven far enough into the nonlinear regime, substantial displacements develop between bubbles in the longitudinal direction due to the spread in their rise velocities. Some displacement is already apparent in Fig. 8(a), which shows the isodensity surfaces.

---

(a) Initial areal density  \hspace{1cm} (b) 2.5 ns areal density  \hspace{1cm} (c) 4.0 ns areal density

**Figure 7.** Areal density for random multimode foil (a) initially, (b) at 2.5 ns, and (c) at 4.0 ns. Bumps appear as bright spots. (50-05-0595-1112pb01)

---

(a) 2.5 ns isodensity surfaces  \hspace{1cm} (b) 3.0 ns isodensity surfaces

**Figure 8.** (a) Three-dimensional plot of 0.75 g/cm\(^3\) density surface at 2.5 ns. View is of the side of the foil ablated by x rays. (b) The 0.3 g/cm\(^3\) density surface at 3.0 ns. View is of bubbles on the side of the foil away from the x-ray source. (50-05-0595-1113pb01)
THREE-DIMENSIONAL SIMULATIONS

surface \( \rho = 0.75 \text{ g/cm}^3 \) at 2.5 ns, early in the nonlinear stage. As this longitudinal displacement increases, the bubbles tend to expand laterally to fill the available space. As they move ahead of the others, the tips of the largest bubbles become round, minimizing drag and yielding the highest rise velocity. The isodensity surface shown in Fig. 8(b) shows that the largest bubbles have advanced farthest toward the back side of the foil at 3.0 ns. These bubbles are already much broader than the features of the initial foil perturbation.

Figure 9 plots the Fourier spectrum at 0, 2.5, and 4.0 ns. By 2.5 ns, the spectrum peaks at the wave number having the highest linear growth rate. Mode coupling has driven up higher harmonics. By 4.0 ns, the inverse cascade is apparent as the peak of the spectrum shifts to lower wave numbers. The spectrum has the appearance of a turbulent form, with mode coupling transferring spectral power that originates from the growth of moderate wavelengths to shorter, ablatively stabilized wavelengths and to very long wavelengths. There is little change in the ablatively stabilized portion of the spectrum (above 5000 cm\(^{-1}\)) during the saturated phase of evolution, after 3.0 ns.

We used the Haan saturation model to predict rms amplitudes of bubbles and spikes in the weakly nonlinear regime arising from isotropic random multimode perturbations. In the model, individual modes grow exponentially in the linear regime until the modal saturation amplitude \( v/Lk^2 \) is attained. Then the mode growth changes to secular. Rms bubble and spike amplitudes are obtained by summing modal amplitudes in quadrature. A value of \( v = 2 \) is generally used for the saturation parameter. As shown in Fig. 10, the departure of the rms bubble growth from linear theory in the simulation initially resembles the model predictions for \( v = 1 \). The simulated bubble areal density soon rolls over because of burn-through of the foil, which is not accounted for in the saturation model. Since the foil is initially only 50 \( \mu \text{m} \) thick, thin-foil effects appear to have an influence on the saturation amplitude. Perturbation growth continues in low-density regions, and thus contributes little to perturbed areal density. Despite thin-foil effects, the onset of saturation is still roughly consistent with the prediction of the Haan saturation model. This increases our confidence that the model can be used to predict rms perturbation amplitudes in the weakly nonlinear regime.

Capsule Implosion Simulations

The experimental program on Nova is beginning to examine instability growth on capsules that have pits ablated at the 92 positions corresponding to the vertices and face centers of the pattern on a soccer ball. The shape of an individual pit has been characterized experimentally as a superGaussian function.

![Figure 9](image9.png)

**Figure 9.** Fourier spectra of mode amplitudes vs mode number for multimode foil at 0, 2.5, and 4.0 ns. (50-05-0995-1114p01)

![Figure 10](image10.png)

**Figure 10.** The symbols on the solid black line represent the bubble-side rms areal density for the multimode foil calculated with HYDRA. The gray-tone curves represent the bubble-side areal density predicted by the Haan saturation model for three values of the saturation parameter. After 2.5 ns, the values from the simulation begin to roll over because of the effect of finite foil thickness, which is not accounted for in the saturation model. (50-05-0995-1115p01)
\[ \psi(r) = -a_0 e^{-|r/\sigma|^3} \]

in the radius \( r \), with \( a_0 \) the pit depth, and \( \sigma = 28 \mu m \). The overall surface perturbation resulting from these 92 pits can be expressed in terms of the spherical harmonics \( Y_{lm} \):

\[ G(\theta, \phi) = \sum_{l=1}^{92} \sum_{m=-l}^{l} a_l \frac{4\pi}{2l+1} \sum_{l=1}^{l} Y_{lm}(\theta', \phi') Y_{lm}(\theta, \phi), \]

(5)

where \( a_l \) is the coefficient of the Legendre polynomial \( P_l \) in an expansion for an individual pit:

\[ a_l = \frac{2l+1}{2} \int_0^\pi P_l(\cos \theta) g(\theta) \sin \theta d\theta. \]

(6)

Here \( g(\theta) \) is the shape function for an individual pit expressed in polar coordinates. For the soccer ball pattern, most of the perturbation is contained in spherical harmonics with \( l = 16, 18 \). Capsules can also be created with one hemisphere of the pattern rotated by 36° so that the perturbation is reflection-symmetric about the equator. This modification has a minor impact on the mode structure and the spacing between pits. This geometry is treated exactly by simulating 1/20 of a sphere over a region extending from the pole to the equator and 36° in the azimuthal angle. Symmetry boundary conditions are applied at the transverse boundaries.

The Nova capsules simulated have a fuel region 220 \( \mu m \) in radius containing equimolar amounts of H and D. The fuel is bounded by a 3-\( \mu m \)-thick polystyrene mandrel, which is surrounded by a 3-\( \mu m \) layer of polyvinyl alcohol (PVA) and 39 \( \mu m \) of Ge-doped polystyrene ablator. We first consider a capsule having pits 0.25 \( \mu m \) deep on the outer surface. As the capsule shell accelerates inward, the solid angle occupied by each pit remains essentially constant while it grows into the shell. At the onset of deceleration, isolated bubbles of fuel begin to rise into the shell at the locations of the initial pits, where the fuel column density is lowest, while interconnected sheets of pusher material surrounding these bubbles fall inward. Concurrently, the amplitude of the bubbles on the outer surface begins to decrease. Since the Atwood number at the fuel–pusher interface is \(-0.4\) at this time, shear leads to a Kelvin–Helmholtz instability, causing the material interface to roll up at the tips of the fuel bubbles. The characteristic “hammerhead” shapes are visible in Fig. 11, a plot of the \( \rho = 18 \text{ g/cm}^3 \) isodensity surface at 2.1 ns. The asymmetric shape of the roll-up, localized near the bubble tip, is due to the bubble-like shape of the initial perturbations. Fuel entrained into the rising bubbles is relatively cool, having temperatures of \(-400\)–\(500 \text{ eV} \). Thus significant neutron production arises only from the center of the hot spot in regions that are many micrometers from spike material. For this 0.25-\( \mu m \) initial perturbation amplitude, the neutron yield is 82\% of that obtained with no perturbation. Most of the neutron production has occurred before 2.1 ns.

Simulations have been performed for a range of initial perturbation amplitudes spanning 0.25–2.5 \( \mu m \) \( p-V \). For each of these cases, the perturbation of the fuel–pusher interface becomes nonlinear quite soon after it encounters the first rebounding shock. During the first 100 ps of deceleration, the average bubble rise velocity, defined relative to the interface motion in the unperturbed simulation, exceeds the Layzer asymptotic rise velocity for an axisymmetric bubble in a semi-infinite fluid \( 0.36(\gamma \lambda)^{1/2} \). The differences between the bubble rise velocities obtained from the simulations and from the Layzer formula increase with the initial perturbation amplitude, becoming substantial for capsules with the larger perturbations. These differences are similar in magnitude to the estimates of linear growth rates for the Richtmyer–Meshkov instability induced by the passage of the first rebounding shock. For example, with an initial 1.25-\( \mu m \)-deep perturbation, the average bubble rise velocity during the first 100 ps of deceleration is 89 \( \mu m/\text{ns} \). The calculated
Layzer rise velocity is 40 \(\mu m/\text{ns}\), and the estimated Richtmeyer–Meshkov growth rate due to the first rebounding shock is 56 \(\mu m/\text{ns}\).

Bubble rise velocities are also affected by spherical convergence, expansion of the rising bubbles, finite shell thickness, and the rise through multiple fluid layers. Further increases are seen later in the bubble rise velocities during a period when they encounter a reflected shock rebounding from the center. The Richtmyer–Meshkov instability clearly has a substantial impact on the perturbation growth during deceleration, particularly on the less massive bubbles. For perturbations in the nonlinear regime, the shocks appear to have a less pronounced effect on growth of the more massive spikes.

As discussed earlier, for a given wavelength a perturbation in the shape of an axisymmetric bubble is able to penetrate the capsule shell fastest. For an initial bubble depth of 2.5 \(\mu m\), the bubble growth in the ablation layer is sufficient to burn through the capsule by the onset of deceleration. As the capsule material ahead of the bubble thins, the bubble tip accelerates inward, forming a highly elongated shape. Doped polystyrene ablator penetrates the PVA and mandrel layers, which are more dense at that time. The resulting spikes of pusher material encounter the rebounding shock ~50 ps sooner than does the fuel–pusher interface in the corresponding unperturbed simulation. The trajectory that the unperturbed interface would follow in the absence of deceleration is termed the fall line. For this large perturbation amplitude, the spike penetrates farther inward, approaching the center of the capsule sooner than the fall line. The neutron production rate is greatly reduced once the spike approaches within several micrometers of the center of the hot spot. Overall neutron yield is only 7.8% of the value obtained for the unperturbed capsule. Nova capsule simulations show perturbation growth causing a large yield degradation only when a spike of pusher material crashes into the center of the hot spot during the period of peak neutron production.

**Summary**

We examined 3-D growth of ablative hydrodynamic instabilities for a variety of indirectly driven targets. All cases simulated show linear growth rates that are independent of mode shape. For a single-mode rectilinear perturbation of a given wave number, the 3-D square mode, which is most symmetric, saturates at the largest amplitude. We verified this for indirectly driven foils through simulation and experiment. Differences in the nonlinear evolution of foils due to perturbation shape are in good quantitative agreement with predictions of the simulations. Of all perturbation shapes, an axisymmetric bubble will burn through a foil the fastest. An isolated axisymmetric spike will attain the largest areal density amplitude.

We simulated a random multimode foil containing perturbations spanning the range of wavelengths of interest for indirect drive. Early in the nonlinear regime, the multimode foil forms broad bubbles and narrow spikes consistent with second-order mode-coupling theory. The onset of multimode saturation is found to be roughly consistent with the prediction of the Haan saturation model. Later, strongly nonlinear interactions lead to an increase in the average width of features. The largest bubbles rise the fastest and continue to grow broader than the initial perturbations.

Simulations of the “soccer ball” capsule show that the positions initially occupied by pits are where fuel bubbles rise during the deceleration phase. A secondary instability at the fuel–pusher interface leads to roll-up at the tips of these bubbles. Most of the neutron production originates in regions that are several micrometers away from any spikes of pusher material. In Nova capsules, mix causes a large reduction in yield only when a spike of pusher material crashes into the capsule center during the time of peak neutron production.
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Introduction

The U.S. Inertial Fusion Energy (IFE) Program is developing the physics and technology of ion induction accelerators, with the goal of electric power production by means of heavy ion beam–driven inertial fusion (commonly called heavy ion fusion, or HIF). Such accelerators are the principal candidates for inertial fusion power production applications, because they are expected to enjoy high efficiency, inherently high pulse repetition frequency (power plants are expected to inject and burn several fusion targets per second), and high reliability. In addition (and in contrast with laser beams, which are focused with optical lenses) heavy-ion beams will be focused onto the target by magnetic fields, which cannot be damaged by target explosions. Laser beams are used in present-day and planned near-term facilities (such as LLNL’s Nova and the National Ignition Facility, which is being designed) because they can focus beams onto very small, intensely illuminated spots for scaled experiments and because the laser technology is already available.

LLNL has participated in HIF research since its inception and has worked on HIF target physics and fusion-chamber beam-propagation physics, accelerator physics and technology, and advanced power-plant concepts. Here we discuss a newly initiated experimental effort aimed at developing a low-cost approach to high-current heavy-ion acceleration, based on recirculation of the ion beams.

An induction accelerator works by passing the beam through a series of accelerating modules, each of which applies an electromotive force (emf) to the beam as it goes by; effectively, the beam acts as the secondary winding of a series of efficient one-turn transformers. Each of these transformers requires a sizable ferromagnetic toroid, or core. The cores must be large enough to sustain enough volts of emf for long enough to impart the required impulse to the entire beam. In the recirculating induction accelerator, or recirculator, the beam is repeatedly passed through the same set of accelerating cores and focusing elements, thereby reducing the length of the accelerator and the number of cores and magnets required. In a recirculator, it is not necessary to accelerate the beam quickly to minimize length and cost, as is the case in a linear accelerator, or linac; acceleration can be more gradually, over many laps, and this allows the cores to be made smaller and less expensive (the required voltage is lower). This promises a very attractive driver cost if the technical challenges associated with recirculation can be met.

The recirculator concept as it applies to an ICF driver was presented in two previous ICF Quarterly articles,1–2 and elsewhere3; another recent article4 describes LLNL’s work on a pulse modulator for use in a recirculator. Figure 1 shows an artist’s conception of an IFE power plant driven by an induction recirculator.

We present plans for and progress toward the development of a small (4.5-m-diam) prototype recirculator, which will accelerate singly charged potassium ions.
PROGRESS TOWARD A PROTOTYPE RECYCLATING ION INDUCTION ACCELERATOR

(atomic weight 39 u) through 15 laps, increasing the ion energy from 80 to 320 keV and the beam current from 2 to 8 mA. Beam confinement and bending are effected with permanent-magnet quadrupoles and electric dipoles, respectively. The design is based on scaling laws and on extensive particle and fluid simulations of the behavior of the space-charge-dominated beam. The dimensionless beam dynamics parameters were chosen to resemble those of a driver; the experiments should serve to validate major elements of the recirculator concept.

This Small Recirculator is being developed in a build-and-test sequence. An injector and matching section are operational, and we are already investigating intense-beam transport in a linear magnetic channel. Near-term plans include studies of space-charge-dominated beam transport around a bend. Later we will study insertion and extraction of the beam into and out of the ring, and acceleration with centroid control. The ultimate goal is demonstration of flexible recirculator operation.

In contrast with conventional rf-driven accelerators, the beam in the Small Recirculator experiments is space-charge dominated. That is, the transverse force balance is a near-cancellation of the applied confining force and the beam's self-induced electrostatic expanding force; thermal pressure plays only a minor role. Effectively, the beam is a non-neutral plasma in nearly laminar flow. The fully operational Small Recirculator will confine and accelerate many more ions than a conventional circular accelerator of this scale and beam energy.

Recirculator Concept

A recirculating induction accelerator is expected to cost considerably less than a conventional ion-induction linac. The overall accelerator length is reduced—by a factor of ~2 to 3, to about 3.6 km (and possibly shorter) in the “C-design” recirculator of Ref. 3. The accelerating cores are smaller, because acceleration can be slower. Research on recirculator drivers has centered on four-beam multi-ring designs, in which each ring increases the beam's energy by an order of magnitude over 50 to 100 laps. In contrast with most HIF induction linac concepts, recirculator designs considered to date do not use beam merging. Hybrid designs (with a recirculator at the low-energy end and a linac at the high-energy end) are also possible and may prove attractive.

The beam-dynamics issues that must be resolved before a recirculating driver can be built include centroid control, longitudinal control, and beam insertion and extraction. Beam compactness must be preserved throughout, so that the beam can eventually be focused onto a small spot. The critical measure in this context is compactness in the 6-D phase space of particle positions and velocities. Accelerator researchers commonly use a measure of compactness called emittance, which is the area occupied by the beam in a two-dimensional projection of that 6-D phase space. For example, the horizontal transverse emittance \( \varepsilon_x \) is the area occupied by particles in the space \((x, x')\), where \(x\) is the horizontal coordinate normal to \(z\) (the mean direction of beam motion) and \(x'\) is the velocity along that coordinate normalized to the velocity along \(z\), i.e., the angle between a particle's velocity and the local mean velocity. For many purposes the normalized emittance \( \varepsilon_n = \beta \varepsilon \) is used, where \(\beta\) is the particle speed normalized to the speed of light and \(\gamma = (1 - \beta^2)^{-1/2}\). The normalized emittance enjoys the property of being conserved during acceleration if no nonlinearity (with respect to the individual coordinates) forces act on the beam. Of course, some nonlinearity is always present in real accelerators, so some emittance growth will in general occur, but the concept of normalized emittance remains useful.

As described below, beam-dynamics issues can be addressed at reduced scale in a small prototype recirculator. The waveform generators in a driver must supply variable accelerating pulses at repetition frequencies of

FIGURE 1. Artist's rendering of recirculator-driven power plant.
-50 kHz and must supply accurate time-varying dipole fields with good energy recovery. These requirements are challenging, but advances in solid state power electronics should make it possible to meet them through a technology development program. Present technology has achieved 200-kHz bursts at 5 kV and 800 A with pulse durations of 0.5 to 2 ms, but with a nonvariable format.\(^6\) Because of its long (~200 km) beam path length, and because the beam repeatedly visits each section of the beam line, a recirculator driver will require a vacuum of \(10^{-10}\) to \(10^{-11}\) Torr.

**Design of the Small Recirculator**

LLNL is developing a small prototype ion recirculator in collaboration with LBL, EG&G, and Titan-Beta. This Small Recirculator will be assembled and operated as a series of experiments over several years. Figure 2 illustrates the overall physics design of the Small Recirculator and lists some of the elements that must all work together in the Small Recirculator and in a full-scale fusion driver.

The Small Recirculator will have a circumference of 14.4 m, a 3.5-cm aperture (pipe) radius for the beam-confining (commonly called focusing) and beam-bending elements, and a 72-cm lattice period (segment of the repetitive lattice of focusing and bending elements). The beam will be transversely confined by permanent-magnet quadrupole lenses with a field of \(-0.294\) T at the pipe wall, and will be bent with electric dipole deflector plates. These quadrupoles and dipoles will each physically occupy about 30% of the axial lattice length, and the full recirculator ring will consist of 40 half-lattice periods, including one or two periods using special large-aperture quadrupole magnets through which the beam will be inserted and/or extracted. The fundamental building block is actually the 36-cm half-lattice period, but the polarity of the quadrupole lenses is reversed in each alternate half-lattice period; this provides so-called alternating-gradient or strong focusing as in most modern particle accelerators.

The K\(^+\) beam ions will be accelerated from an initial kinetic energy of 80 keV to 320 keV over 15 laps by 34 induction cores (no induction cores will be present in the lattice periods where the beam is inserted and extracted). The initial beam current will be 2 mA, corresponding to a line-charge density of 3.6 nC/m and a characteristic beam radius of 1.1 cm, and the initial pulse duration will be 4 \(\mu\)s. After 15 laps of acceleration, the beam current will have increased to 8 mA, the line-charge density will be 7.21 nC/m, the average beam radius will be 1.3 cm, and the pulse duration will be 1 \(\mu\)s.

Because the quadrupole magnets provide a transverse restoring force to confine the beam, the beam centroid will, if displaced off-axis, oscillate back and forth across the centerline of the beam pipe. Over a full oscillation, the phase of the displacement will sweep through 360°. The initial phase advance of these "betatron oscillations" per lattice period of beam motion will be \(\sigma_0 = 78°\). Thus a beam-centroid oscillation will require \(360°/78° = 4.6\) lattice periods, or about 4.6/20 = 23% of the circumference of the ring. Individual particles also execute betatron oscillations back and forth within the confines of the beam, but the frequency of these oscillations is lower than the "undepressed" frequency because the net focusing force is reduced by the repulsive effects of space charge, which (if unopposed) would blow up the beam. Initially, the net effect is a phase advance depressed to \(\sigma = 16°\) by space charge. After 15 laps of acceleration, the phase advances will decrease to \(\sigma_0 = 45°\) and \(\sigma = 12°\). These parameters were chosen to resemble those of a driver-scale recirculator, although of course the latter would have many more betatron oscillations per lap.

Because the heavy-ion beam in the Small Recirculator is nonrelativistic and accelerating, obtaining the variable-format accelerating and bending waveforms will be technologically challenging. Those waveforms will require the accurate synthesis of detailed voltage pulses with repetition rates rising from about 40 kHz at the...
initial beam energy to 90 kHz at the final beam energy. The voltage pulses for the electric dipoles must be correctly ramped in concert with the increasing beam energy. Properly shaped “ear” pulses must be applied at the beginning and end of the main pulses to provide longitudinal confinement, and lap-to-lap variation of the pulse duration and shape must be added to the accelerating waveforms to maintain or decrease the beam length.

To switch the beam into or out of the ring, time-varying dipole (bending) fields must be applied. Transverse confinement of the beam must be carried out during insertion or extraction. Our design uses a permanent-magnet quadrupole with an expanded aperture. Figure 3 shows the physics design of the insertion/extraction section. The main ring runs along the lower part of the figure; the insertion line (which brings the beam from the matching section into the ring) comes in from the upper left, and the extraction line runs toward the upper right. The beam trajectory is shown as it will appear during extraction.

Mechanical design of the Small Recirculator was challenging because of the necessity of fitting bending, focusing, and accelerating elements, as well as provisions for vacuum pumping and beam diagnostics, into each half-lattice period. Figures 4 and 5 show the nearly complete computer-aided design, as rendered by the CAD software.

Recirculator Modeling

Because the space charge-dominated beams in an induction accelerator are effectively non-neutral plasmas, theoretical and computational modeling of these beams is carried out using techniques related to those used in the accelerator and plasma physics communities. Models used range from simple zero-dimensional codes based on analytically derived scaling relations, through fluid- and moment-equation simulations, up to large and elaborate discrete-particle simulations.

The CIRCE code is a multidimensional model that solves an envelope equation (evolving moments such as centroid position and transverse extent) for each of a number (typically a hundred or greater) of transverse beam “slices,” each at different longitudinal positions. The longitudinal dynamics of the beam is modeled by evolving the positions and velocities of the slices using fluid equations. CIRCE is used to assess alignment tolerances, accelerating schedules, and steering techniques in linacs and recirculators. It is useful for any application in which the evolution of the detailed internal degrees of freedom of the beam (e.g., emittance growth processes) need not be resolved; at present, beam normalized emittance is assumed constant in CIRCE.

Because the beam resides in the accelerator for relatively few plasma oscillation periods, particle-in-cell
(PIC) simulation techniques are especially effective and have been invaluable in the design and analysis of experiments and in the prediction of the behavior of future machines. The WARP code includes fully three-dimensional (WARP3d) and axisymmetric (WARPz) PIC simulation models. WARPz is used for long-term beam dynamics studies, including the effects of accelerating module impedance. WARP3d is heavily used for "near-first principles" studies of accelerator elements and experiments.

Several novel techniques make WARP3d both accurate and efficient. These include capabilities for subgrid-scale placement of internal conductor boundaries and for simulating "bent" accelerator structures, as well as a technique for rapidly following particles through a sequence of sharp-edged accelerator lattice elements, using a relatively small number of time steps while preserving accuracy. On some problems, WARP3d is run in a quasi-steady state mode, which permits the completion of a 3-D run in just a few minutes of computer time; this makes it suitable for iterative design calculations. The ultimate goal of this code development is effective simulation of present-day experiments and of an HIF driver, from the source through the final focus, with a link from WARP into the codes used to model propagation in the fusion chamber and ultimately into the target design codes.

A number of other PIC codes employ a "slice" description of the beam (assuming slow variation of quantities along the beam); much application, as well as detailed studies of the properties of such PIC models of beams and plasmas, has been carried out.

Emittance growth can result from the nonuniform distribution of beam space charge resulting from the action of centrifugal forces. As revealed in particle simulations using WARP3d and interpreted theoretically, growth occurs at changes in the accelerator's curvature where the distribution of beam particles relaxes toward a new equilibrium. A circular recirculator is therefore to be preferred over one with an elongated "racetrack" shape. Since the Small Recirculator is effectively circular (the changes of curvature that occur within a single half-lattice period are too rapid to matter), the only significant changes in curvature occur during insertion and extraction. The electric dipoles also introduce field aberrations. Detailed 3-D simulations show that proper shaping of the dipole plates should render the beam distortion minimal. We have studied the behavior of the beam in the Small Recirculator in some detail using CIRCE and WARP. A measurable amount of emittance growth is expected to take place over the 15 laps, mostly in the first two laps.

Here we show the results of a WARP3d simulation of the beam in the Small Recirculator. For reasons of economy, the simulated beam is often made shorter than the actual beam will be. Figure 6 shows top and side views of the beginning of the simulation; the final

---

**Figure 5.** Two half-lattice periods of the Small Recirculator (CAD rendering). The top of the left-hand half-lattice period is cut away to reveal the internal structure. (30-00-0695-1656pb01)

---

**Figure 6.** Top and side views of Small Recirculator beam simulated using WARP3d. "Bends" are shown straightened. (30-00-0695-1656p01)
beam is very similar. Figure 7 shows the evolution of the emittance at mid-pulse; in this case, the beam length is kept roughly constant. After the initial jump arising from the transition to the bent lattice, there is little emittance growth over the 15 laps.

**Experiment Plans**

Linear experiments now getting under way will measure space charge-dominated beam quality after transport through a permanent-magnet quadrupole lattice, characterize the beam before injection, provide a test bed for diagnostic development, and afford a preliminary assessment of the role of electrons in magnetic beam transport (see Fig. 8).

The next experiments will study beam transport around a bend of order 90° (at first without any accelerating modules). The transition of the beam from a straight transport line into the ring will represent a change of curvature, and will allow us to study the resulting emittance growth. Emittance growth can also result from imperfections in the focusing and bending fields; the small imperfections expected in our experiments will be well characterized by theory and measurement. Even over a short bend, detailed intercepting beam diagnostics (using a two-slit apparatus to measure both transverse ion position and velocity) should be able to detect relatively small changes in the distribution of beam particles as a result of the bend. An important goal of these initial experiments will be validation of the computer models and scaling laws used to predict the behavior of linear and recirculating drivers.

Later experiments will study insertion and extraction, acceleration (at first in a partial ring to facilitate measurement of the beam using intercepting diagnostics), beam steering, bunch compression, and fully integrated operation of the recirculator. Preservation of a small emittance will again be the central beam-physics issue to be addressed.

Until the ring is complete it will be possible to use intercepting diagnostics to characterize the beam and to calibrate the nonintercepting diagnostics that will be critical to the successful operation of the full ring. As currently planned, the ring will incorporate two extraction sections 180° apart, so the extracted beam can be diagnosed with detailed intercepting diagnostics twice each lap. As with earlier linac experiments at LBL, excellent shot-to-shot repeatability is anticipated and, so far, observed. The principal nonintercepting diagnostic under development is a segmented capacitive pickup to be located inside the quadrupoles. The long duration of beam residence in the machine (up to, and possibly exceeding, 300 full lattice periods) will provide a unique opportunity to observe and characterize the longitudinal propagation of space-charge waves along the beam. Such waves will be launched (deliberately or otherwise) by mismatching the applied ear fields. The Small Recirculator will afford the longest beam path length of any near-term HIF research facility, and so will be able to explore issues such as slow thermalization that are important to both recirculating and linear drivers.

**Status and Initial Results**

The injector diode, matching section, and straight experiment have been fabricated and are now operating; Fig. 8 shows the layout. Fifteen permanent-magnet quadrupoles have been procured; seven are being used in the straight experiment (see Fig. 10). A shorter line will serve as the link from the matching section to the ring. As shown in Figs. 4 and 5, the mechanical design of the half-lattice period is nearly complete.
The electrostatic-quadrupole matching section (Fig. 8) gives the circular beam that leaves the diode an elliptical cross section suitable for alternating-gradient transport in the transfer line and the recirculator. A section of the Single Beam Transport Experiment (SBTE) apparatus from LBL was adapted by EG&G to serve this function. The potentials applied to the various quadrupole elements to obtain a matched beam were derived using an envelope calculation and range from ±1.8 to ±4.0 kV. The fifth and seventh elements are intended for minor beam steering rather than for focusing. Insertable Faraday cups are located after the third and ninth elements.

Figures 9 and 10 show some of the experimental apparatus. Figure 9 shows the source and diode. A potassium-impregnated zeolite element is heated by an internal filament; the beam passes through the hole visible at the left end of the anode–cathode gap. Figure 10 shows the linear transport section.

Time-resolved measurements of beam properties have been obtained at various locations throughout the matching and magnetic transport sections. The current has been measured using Faraday cups 0.67 and 1.9 m downstream from the diode source in the matching section and 3.16 m downstream in the magnetic transport section. An energy analyzer developed at LBL (consisting of curved electrostatic plates across which various potential differences are placed) was located 1.75 m downstream from the source. A two-slit scanner was placed at positions 0.2 and 1.6 m downstream from the source, providing measurements of emittance, beam radius, and beam centroid location.

Figure 11 shows an example of current vs time at the Faraday cup 1.9 m downstream from the diode source and corresponding results from the 1-D code HINJ\(^\text{17}\); there is close agreement between simulation and experiment. The large current spike at the head of the pulse arises because the rise time of the diode voltage (about 1 µs) is longer than the ideal rise time of 0.48 µs.\(^\text{18}\) With the longer rise time, particles emitted at the beginning of the pulse have significantly lower energy than particles emitted later, so particle overtaking occurs. A modification of the pulser circuitry to reduce the rise time by a factor of two is planned. The code results are slightly noisier than those from the experiment; this results from a numerical deconvolution of the voltage waveform (to account for time lags in the voltage monitor), which introduces noise into the voltage waveform used by the code. Figure 12 shows a measurement of the horizontal normalized emittance at the end of the matching section. The high initial value appears to be due to the instantaneously high line-charge density.
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Introduction

The ability to produce short laser pulses of extremely high power and high irradiance, as is needed for fast ignitor research in inertial confinement fusion, places increasing demands on optical components such as amplifiers, lenses, and mirrors that must remain undamaged by the radiation. Amplifiers pose particular problems, because as pulses become shorter it becomes increasingly difficult to extract the stored energy without causing detrimental effects originating from the dependence of the refractive index $n = n_0 + n_2 E^2 = n_0 + \gamma I$ on irradiance $I$. The higher refractive index in the center of an intense laser beam acts as a focusing lens. The resulting wavefront distortion, left uncorrected, eventually leads to catastrophic filamentation.

Major advances in energy extraction and resulting increases in focused irradiance have been made possible by the use of chirped-pulse amplification (CPA), long used in radar applications and newly applied to optical frequencies.

Optical-frequency CPA systems, typified by the schematic diagram in Fig. 1, begin with a mode-locked oscillator that produces low-energy seed pulses with durations of ten to a few hundred femtoseconds. As a result of the classical uncertainty relation between time and frequency, these short pulses have a very broad frequency distribution. A pair of diffraction gratings (or other dispersive elements) lengthens the laser pulse and induces a time-varying frequency (or chirp). Following amplification, diffraction gratings compress the pulse back to nearly the original duration. Typically a nanojoule, femtosecond pulse is stretched by a factor of several thousand and is amplified by as much as 12 orders of magnitude before recompression. By producing the short pulse only after amplification, this technique makes possible efficient extraction of energy from a variety of broadband solid state materials, such as Ti:sapphire, alexandrite, Cr:LiSAF, and Nd:glass.

Constraints on Gratings for CPA

Achieving high focused irradiance from a pulse ultimately requires both high peak power and excellent beam quality. There is therefore a demand for diffraction gratings that produce a high-quality diffracted wavefront, have high diffraction efficiency, and exhibit a high threshold for laser damage. With careful attention to control of linear and nonlinear aberrations in the lasing medium, and with the addition of a deformable mirror to the beam transport system to correct for other wavefront aberrations, it should be possible to produce nearly diffraction-limited petawatt pulses.

The grating pairs used for pulse compression are typically planar reflection gratings that direct the first-order ($m = -1$) diffraction nearly back along the incident direction, as occurs at the Littrow angle. It is important that the gratings send almost all of the radiation into this order. The need for high efficiency follows from the fact that the beam is diffracted by a grating four times in a typical double-pass pulse compressor. Thus a grating whose diffraction efficiency is $\eta$ gives a maximum compressor efficiency (for double-pass compression) of $\eta^4$. As a result of this quartic dependence, even a small increase in grating efficiency provides a large increase in the energy output from the pulse compressor. With a typical diffraction efficiency into the $m = -1$ order of 86%, the maximum compressor efficiency is approximately 55%. By increasing the grating efficiency to 95%, one can achieve compressor efficiencies of over 80%. We have recently achieved nearly this theoretical limit with a record double-pass compressor throughput of 78%.

Commercial gratings are often replicas, in which a master grating structure is reproduced on a secondary substrate and then given a thin metal coating to achieve high diffraction efficiency. High-quality master gratings for optical frequencies are produced mechanically, by ruling the grating pattern into a metal blank, or...
Holographically, by exposing a substrate coated with photoresist to a stable interference pattern, developing the latent image, and overcoating with a metal layer. Carefully designed metal-coated master and replica gratings have achieved diffraction efficiencies as high as 95% in the \( m = -1 \) order.\textsuperscript{12,13} High-quality commercial metallic gratings more commonly have diffraction efficiencies of 80 to 92%.

For high-power lasers, the damage threshold of a grating is as important as its diffraction efficiency. In pulse compression, the damage threshold limits the amount of energy that can be tolerated in the pulse for a given grating area. The low damage threshold of diffraction gratings is responsible for their limitation to use in low-power tunable oscillators. Narrow-linewidth, grating-cavity laser systems based on broadband solid state materials such as Ti:sapphire, alexandrite, and Cr:LiSAF require gratings exhibiting damage thresholds above 2 J/cm\(^2\) to access the high energy storage capacity of these materials.

Unfortunately, metallic diffraction gratings, whether produced by mechanical ruling or holographic techniques, have an inherently low threshold for optical damage due to optical absorption. Energy deposited into a thin surface layer (the skin depth) will raise the surface temperature, eventually to the boiling point, unless it is conducted away more rapidly than it arrives. The theoretical damage threshold\textsuperscript{12} for metallic (gold) gratings operating in the region 700–1100 nm is less than 1.5 J/cm\(^2\) for nanosecond pulses and less than 0.6 J/cm\(^2\) for picosecond pulses. Our holographically produced gold-coated master gratings\textsuperscript{12} exhibit damage thresholds for 1053-nm radiation of approximately 1.2 J/cm\(^2\) for nanosecond pulses and 0.4 J/cm\(^2\) for subpicosecond pulses. These values are near the theoretical maximum and are a factor of two higher than those available with commercial gratings.

Dielectric materials offer the potential for significantly higher optical damage thresholds than those of metals. At a laser wavelength of 1053 nm, fused silica exhibits
a damage threshold above 40 J/cm² for 1-ns pulses and above 2 J/cm² for 400-fs pulses. Dielectric transmission gratings exhibiting high diffraction efficiency have been produced. Unfortunately, the efficiency of these gratings in reflection is poor. In this article, we describe the design and performance of multilayer dielectric gratings that can achieve up to 98% diffraction efficiency in reflection in the $m = -1$ order, and that exhibit damage thresholds higher than those achievable with metallic gratings.

### Basic Grating Considerations

The basic geometric properties of any planar grating follow from the grating equation, which expresses the condition for constructive interference from successive periodic elements on a surface and which relates the incident angle $\theta_i$, the diffracted angle $\theta_m$ for order $m$, and the ratio of wavelength $\lambda$ to groove spacing $d$:

$$\sin \theta_m = \sin \theta_i + m\lambda/d.$$  \hfill (1)

Although these few parameters control the possible presence and direction of various diffracted orders, the distribution of energy among the orders (quantified by the grating efficiency) is determined by the wavelength and polarization of the incident light, the depth and shape of the grooves, and the optical properties of the diffracting structure. The groove profile depends on the method of manufacture and differs between ruled gratings (triangular profiles), holographic gratings (typically sinusoidal profiles) and etched lamellar gratings (rectangular or fin-shaped profiles).

For a reflection grating used in a first-order Littrow mount, the angle of incidence is fixed by the condition $\sin \theta_i = \lambda/2d$. When $\lambda/d > 2$, only specular reflection ($m = 0$) and evanescent orders occur; for $2 > \lambda/d > 2/3$, two propagating orders occur (specular reflection, $m = 0$, and retrodiffraction, $m = -1$). This latter two-order regime accounts for nearly all high-power laser applications.

Our grating designs are based on a rigorous solution of Maxwell's equations (with appropriate boundary conditions) for diffraction from a multilayer structure with a periodic surface-relief profile as shown in Fig. 2. We idealize the radiation as a monochromatic plane wave, linearly polarized as either transverse electric, TE (electric field along the grooves), or transverse magnetic, TM (magnetic field along the grooves). The grating profile can be of arbitrary shape, and the dielectric layers are specified by the layer thickness and an index of refraction. Our computations use the multilayer modal method. This method replaces the corrugated grating surface by a succession of slices (rectangular in cross section), in each of which the complex-valued dielectric constant alternates periodically between two values, corresponding to the materials above and below the grating surface. Exact normal-mode solutions to the vector Helmholtz equation are found within the slices (an eigenvalue problem), and boundary conditions are matched in moment form to produce a complete solution. Solutions are carried between layers using an $R$-matrix method. The mathematical methods employed are discussed in detail elsewhere.

Figure 3 presents the predicted $m = -1$ diffraction efficiency of a 1550-groove/mm grating used at the Littrow angle ($56^\circ$) for TE-polarized 1053-nm light incident on the multilayer structure of Fig. 2. The multilayer is composed of alternating layers of high-index ZnS ($n = 2.35$) and low-index ThF$_4$ ($n = 1.52$) to form a highly reflecting quarter-wave stack. The top layer, containing the grating, is composed of the high-index (ZnS) layer. High diffraction efficiency is achieved by controlling the thickness $t$ of the top layer and the depth $h$ of the trapezoidal grooves. The maximum diffraction efficiency (predicted to be above 98%) occurs for an infinite periodic series of choices for $t$. To simplify fabrication, we always choose the thinnest solution.

---

**Figure 2.** Basic multilayer dielectric grating concept ($h$ = groove depth, $t$ = top layer thickness). Dark and light layers represent materials of high ($n = 2$) and low ($n = 1.5$) refractive index, respectively. (70-60-6695-1667pb01)
Figure 3 gives a detailed view of the diffraction efficiency as a function of \( h \) and \( t \). Strong diffraction occurs when the optical depth of the grooves is near one quarter of a wavelength and the optical thickness of the top layer is near three quarters of a wavelength. Our calculations suggest high sensitivity to the incident polarization, as might be expected from the polarization sensitivity of conventional multilayer coatings. The peak diffraction efficiency for TM (p-polarized) light on this structure is predicted to be less than 50%; that for TE (s-polarized) light is predicted to be near 98%.

**Manufacturing Procedure**

Our gratings are fabricated using lithographic techniques following holographic exposure. The dielectric multilayer structure is vacuum-deposited by e-beam evaporation on an optically flat (better than \( \lambda / 12 \)) substrate. The substrate is then coated with a thin (\( \sim 300 \) nm) film of photoresist (Shipley 1400) and cured at 80°C for 30 min. The surface relief pattern spacing \( d \) is produced in the photoresist by intersecting two laser beams, each of exposure wavelength \( \lambda_e \) and each incident at an angle \( \theta_e \) according to the formula

\[
d = \frac{\lambda_e}{2 \sin \theta_e \cos \phi},
\]

where \( \phi \) is the angle between the normal to the substrate and the bisector of the incident laser beams (see Fig. 4). The interference pattern was produced by an equal-path, fringe-stabilized interferometer utilizing a 2-W single-longitudinal-mode Kr-ion laser (Coherent) operating at 413 nm. Straight, parallel grooves are produced only by highly collimated radiation; even the slightest wavefront curvature of the interfering beams produces curved grooves with nonuniform spacing. This groove distortion reduces the spectral resolution of the grating and produces undesirable curvature in the wavefront of the diffracted beam.

Once the interference pattern is recorded in the photoresist, development removes those regions exposed to the laser light (positive resist), producing a corrugated surface relief profile that is transferred into the substrate material by reactive-ion etching. Although the interference fringe pattern exhibits a sinusoidal intensity distribution, the groove shape ultimately produced in the grating is affected by a number of process variables. Our most common profile is trapezoidal, so we optimize the designs for trapezoidal grooves.
Figure 5 shows a typical scanning electron micrograph of a cross section of a completed grating. We determined the dependence of the diffraction efficiency of this grating on the angle of incidence by measuring the average power of the diffracted ($m = -1$, near the Littrow angle), reflected ($m = 0$), and incident beams produced by a narrow-linewidth Ti:sapphire cw laser operating at 1053 nm. Figure 6 shows the results of this measurement. The difference between the incident beam and the sum of the diffracted and reflected beams arises from a net scattering of -1% and a transmission loss of -0.5%. Low diffraction efficiency is observed until the design angle of 56° is approached; there the reflected ($m = 0$) energy for TE polarization drops to approximately 1% of the incident energy and the $m = -1$ diffracted beam reaches a peak efficiency of 96.1%. For TM polarization, the maximum diffraction efficiency is 50%, in good agreement with the predicted value. We observe a small variation of efficiency (from a high of 96% to a low of 94%) over the surface of our gratings.

The measured damage threshold of our oxide (HfO$_2$/SiO$_2$)-based multilayer dielectric gratings for 1-ns laser pulses is over 5 J/cm$^2$, nearly ten times that of the best metallic gratings. For pulse durations from 0.3 to 5 ps, our gratings exhibit a damage threshold of approximately 0.6 J/cm$^2$, three times higher than the short-pulse damage threshold of commercial metallic gratings. Further refinement of our multilayer design is expected to increase the short-pulse damage threshold to over 1 J/cm$^2$.

In addition to the requirement of high diffraction efficiency and high damage threshold, gratings used for pulse compression must maintain high efficiency over a large bandwidth. Figure 7 shows the calculated
wavelength dependence of the diffraction efficiency of
diffraction efficiency an oxide-based multilayer grating
(8 layer pairs) optimized for use with 100-fs pulses at
800 nm. Diffraction efficiency above 90% is maintained
from 760 to over 830 nm. Such gratings could easily
handle pulses as short as 20 fs. We can increase the
bandwidth, at the price of a slightly reduced peak
diffraction efficiency, by reducing the number of layers
or changing the design slightly. We have produced
designs that can support pulses as short as 10 fs with
greater than 90% diffraction efficiency. At these extremely
short pulse durations, the dispersion of the multilayer
coating itself will become important. We have not yet
examined this effect on our ability to use these gratings
for stretching and compressing 10-fs pulses.

Applications of Multilayer
Dielectric Gratings

Another feature of this new type of diffraction grating
is the ability to design the grating to perform a multitude
of functions simultaneously. Specifically, the gratings
can be designed as beamsplitters that transmit, diffract,
and reflect light. By controlling the design of the multi-
layer and the grating, specific wavelengths can be
transmitted, others reflected, and still others diffracted,
all with specified efficiency. As an example, we fabri-
cated a grating that operated simultaneously as a
broadband diffraction grating in reflection (10% effi-
ciency in the m = -1 order from 390 to 700 nm), a high
reflector in the yellow (90% reflection from ~570 to
590 nm), a high transmitter in the blue-green (~90%
from 500 to 570 nm), and a notch filter for the transmit-
ted diffracted (m = -1) beam (extremely low efficiency
(<1%) for 500 to 600 nm and relatively high efficiency
(>50%) for 400 to 500 nm and 600 to 700 nm). Figure 8
displays this performance.

Summary

We have demonstrated techniques for designing
and holographically creating diffraction gratings,
based on a multilayer dielectric structure, that exhibit
diffraction efficiency exceeding 96% into the m = -1
order in a near-Littrow configuration. The high diffrac-
tion efficiency is obtained by proper coating design
and by adjustment of the depth of the grooves and the
thickness of the top layer. By adjusting the coating
design, gratings of essentially any efficiency and vari-
able bandwidth can be produced.

The damage thresholds of these all-dielectric grat-
ings surpass those of metal gratings. To date, relative
to commercial metallic diffraction gratings, our dielec-
tric gratings have achieved an order-of-magnitude
increase in damage threshold for nanosecond pulses
and a factor-of-three increase for subpicosecond pulses.
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Introduction

Spectroscopy is a powerful technique used to measure the plasma parameters relevant to Inertial Confinement Fusion (ICF) plasmas. For instance, the onset of spectral signals from multilayer targets have been used to determine ablation rate scalings. Temperature and density measurements in coronal plasmas have enabled the study of laser coupling efficiency as a function of the laser wavelength. More recently, dopants have been successfully used to determine capsule conditions of ICF targets. However, few spectroscopic studies have been performed to diagnose plasma conditions of the hohlraum itself. Several laboratories have studied enclosed cavities, previously concentrating on measurements of the radiative heat wave, the x-ray conversion efficiency, and temporal evolution of Au x rays. Measurements of electron temperature $T_e$ and electron densities $n_e$ are difficult because many physical processes occur and each diagnostic's line-of-sight is restricted by the hohlraum wall. However, they are worth pursuing because they can provide critical information on the target energetics and the evolution of plasma parameters important to achieving fusion.

In this article, we discuss spectroscopic tracers to diagnose plasma conditions in the hohlraum, using time- and space-resolved measurements. The tracers are typically mid-Z elements ($Z = 13-24$), which are placed on the hohlraum wall or suspended in the hohlraum volume. To demonstrate the breadth of measurements that can be performed, three types of experiments are presented. The first set tests ablation inside hohlraums by using tracers under the laser beam focal spot. The second set examines the heating of the wall by the tracers buried at different depths. The third set measures $T_e$ by analysis of line intensity ratios. Spectroscopy has an advantage over imaging studies because it can provide nonperturbative measurements of local plasma parameters, i.e., $T_e$ and $n_e$. Furthermore, not only can a spectra allow a measurement of plasma conditions, but its temporal behavior can reveal information about the hydrodynamics and heating of the hohlraum.

Experimental Approach

Microdots aid the spectroscopic analysis by limiting optical depth, localizing the tracer, and reducing edge effects of laser irradiation. Target fabrication techniques successfully produce versatile hohlraums having tracer dopants deposited as high-precision microdots or strips. The tracers are deposited on a thin substrate such as an 800-Å CH foil or on a 25-μm-thick Au foil that mimics the hohlraum wall. The advantages of using tracers for probing the plasma include: (1) creating a localized plasma to track the dopant by emission or absorption, (2) controlling the thickness of the dopant, (3) systematically varying the depth of the tracer to probe different layers below the surface, and (4) defining the transverse plasma length probed to produce optically thin transitions. These advantages are important to successfully diagnose the complex hohlraum environment. LASNEX simulations of plasmas created from tracers indicate that the plasma can remain localized inside the hohlraum. For instance, different positions of the density gradient can be probed by suitably choosing the depth at which a tracer is buried. Thus the experiments can be particularly effective in understanding ablation, plasma formation in nonplanar geometries, and overall energy balance.
Since the plasmas may be >1 mm, the accuracy of spectroscopic measurements have benefited from the development of x-ray streak cameras and gated imagers. Streak cameras provide continuous temporal resolution of the spectral signal while gated imagers allow imaging of the spectra produced from a microdot or strip. Recently, we developed and fielded a spectrograph using a Bragg x-ray diffraction crystal coupled to a gated module, which converts one dimension of the spatial resolution to spectral resolution. Its primary advantage over other diagnostics is that it spectrally images x-ray emission from laser-produced targets in 250 ps time frames. These technological developments have been essential to achieve sufficient spatial and spectral resolution of these targets.

**Experimental Results**

Figure 1 is a schematic of the target showing the placement of tracer foils. Tracers are placed on the wall for ablation and wall heating experiments, as indicated in the figure. Tracers are deposited on a free-standing foil that is suspended inside the hohlraum for recent experiments measuring the $T_e$ of gas-filled targets, also shown in the figure. This section discusses three types of experiments that can be performed: ablation measurements, embedded microdot emission measurements, and $T_e$ measurements.

**Ablation Measurements**

In ablation experiments, we compared a lined and unlined hohlraum by monitoring the emission of KCl that was deposited on a Au foil on the hohlraum's inside surface. The KCl was directly irradiated by a laser beam and observed with x-ray streak cameras. The dot provided spectral signals that served as a temporal marker of the laser incident on the hohlraum's inside surface.

The targets were scale-1 hohlraums that were either lined with 7500 Å of CH or unlined. At the position of beamline 6, a hole was drilled into the hohlraum and covered with a foil patch with the KCl facing the inside of the hohlraum. The patch consisted of a 25-μm Au foil overcoated with 3500 Å of KCl. Eight Nova beams at 30° irradiated the target in the standard pointing and focusing geometry to produce focal spots on the hohlraum wall ~550 μm × 900 μm diam. The total laser energy was 22.3 kJ with <5% variation. In a 1 ns square pulse, this produces an intensity of $6 \times 10^{14}$ W/cm² in each focal spot.

Figure 2 shows an example of the data. Line intensity traces as a function of time were taken for the He-like $\alpha$ line ($n = 2-1$) of Cl, $1s^2 (1S_0) - 1s2p (1P_1)$. For comparison, the Au emission was taken as close as possible to the short wavelength side of the line to minimize differences in detector response and to avoid the Cl satellites.

![Figure 1. Schematic of a hohlraum target showing the position of patches and suspended foils.](image1.png)

![Figure 2. Example of data and a lineout from ablation experiments.](image2.png)
Figure 3 compares these four traces. There are two salient features of the temporal evolution. Early in time, the slope of the emission can be approximated by a straight line for all the lineouts. Later in time, the slope changes abruptly for all the cases except the Au emission from the lined hohlraum.

We define the burnthrough time as the temporal delay between the Cl emission from the tracer and Au emission from the lined or unlined hohlraum. In the unlined case, the KCl burns through and Au emission is detected 40 ps later when comparing the half maximum intensity. The lined case shows burnthrough to the Au 100 ps later. The onset of the signal taken is \( t = 0 \), where we assume that the delay in ionizing to He-like Cl is negligible. Here, the relative difference in the Au vs Cl emission is more important than the absolute value of the timing. The reference intensity for each case is the intensity when the KCl signal is no longer discernible from the Au signal. The difference reveals that there is a lag of 60 ps between the lined and unlined case.

A noticeable shoulder in the data exists where the slope of the intensity changes. Initially, the KCl in both the unlined and lined case follow the same curve, then their evolutions differ. If we consider the KCl as only a timing marker, the delay in burnthrough, as determined from the relative time lag of Au emission, is 80 ps. This delay has physical significance since the KCl foil was not overcoated with 7500 Å of CH and is therefore exactly the same in the two cases.

Because the intensity of the Cl emission is identical for the first 40 ps of emission, it is consistent to interpret the departure of the Cl slope as the inability of the laser to continue to heat the KCl in the CH lined hohlraum in the same way as the KCl in the unlined hohlraum. In addition, the intensity of the unlined and lined cases are different by a factor of two after 600 ps. Although the unlined and lined data are from two different experiments, the shots were performed on the same day, the target setup and spectrometer were identical, and differences due to film processing are minimal. Ablated CH inside of the hohlraum would produce a negligible attenuation of the signal. Therefore, the difference in intensity would indicate that less emission is detected in the lined hohlraum from both Au and Cl than from the unlined hohlraum.

Another measure of the target ablation is the time at which the KCl emission is no longer distinct from the Au emission. For the lined hohlraums, a detectable KCl signal persists for a longer period of time, 470 ps vs 280 ps. The duration of the KCl signal can be correlated with the amount of time that the KCl is localized enough to produce a signal above the Au background. When the KCl is no longer discernible from the Au, the total signal of the lined hohlraum is 70% of the unlined signal. When the KCl contribution is subtracted from the Au signal, the peak intensity of the lined hohlraum is 85% of the unlined signal. The result implies that the CH lined hohlraum has a slower ablation rate and does not cause Au emission of equal intensity within the first 600 ps of the laser pulse.

The measure of the burnthrough rate shows a measurable delay in time corresponding to ~80 ps. However, intensity of the Au emission is markedly different in both magnitude and evolution. Clearly at 600 ps, the Au has roughly half the integrated intensity, and the projection of the slope of the intensity vs time indicates that even after 1 ns, the Au emission of the lined hohlraum may not reach that of the unlined hohlraum.

**Embedded Microdot Hohlraum Experiments**

Embedded microdot hohlraum experiments employed tracers buried under CH at a depth of 1 to 3 μm. The tracers were 250-μm-diam microdots of cosputtered Ti and Cr placed under a laser focal spot in a 3.2-mm-long hohlraum. Analysis of the spectra allowed us to examine heating of the inside hohlraum wall under a laser focal spot. Figure 4 shows an example of a TiCr K-shell spectrum where there is no appreciable H-like Cr. The top graph of Fig. 4 shows the laser pulse used to heat the hohlraum. The emission becomes detectable by a gated spectroscopic imager only ~2.2 ns after the beginning of the shaped pulse. Contrary to expectations, the tracer plasma does not become more ionized as the laser intensity increases to its peak. Calculations from foil burnthrough targets predict an \( T_e \) of ~2.5 keV. Due to the absence of H-like Cr in the experimental data, we conclude that the plasma remains less ionized than expected during the laser pulse. Based on the intensity of the He-like β resonance lines (\( n = 3 - 1 \)) of Ti and Cr, the temperature derived from the isoelectronic sequence ratio is <2 keV. The spectra are 5% wider than the experimental width,
which indicates that line broadening or source motion may also be occurring. The late time spectrum shows the return of the Cr He-like $\beta$ line, which probably indicates that recombination is occurring. Because the tracer plasma was cooler than expected and the TiCr spectral lines were weak, we can only infer an estimate of the $T_e$ from the data. The most plausible explanation for the discrepancy between calculations and experiments is that the tracer dot remains well localized and moves out of the laser beam path, thereby sampling a cooler plasma.

$T_e$ Measurements

We designed this set of experiments to measure the $T_e$ of gas-filled hohlraum targets. The target was a 2.5-mm-diam and 2.5-mm-long Au hohlraum. To confine the gas, all openings were covered with thin polyimide windows (1 $\mu$m thick over the diagnostic holes, 6000 $\AA$ thick over the laser entrance holes). The hohlraum was filled with neopentane gas $C_5H_{12}$ and was designed to create a large millimeter-size plasma for stimulated Brillouin scattering and stimulated Raman scattering studies.8

These hohlraums are smaller than those used in the previous experiments and are expected to have a higher radiation temperature $T_R$. In the presence of an intense external photon flux, the ionic populations become more difficult to calculate because the introduction of the radiative transfer requires a solution of an integrodifferential equation which depends on the population and the field. Previous spectroscopic diagnostics cannot be extrapolated to these cases because they do not include the effects of an intense photon field. In the smaller hohlraums, the $T_R$ can be high enough to actively perturb the level populations of the dopants and thereby will change the standard dependencies of these level populations on the $T_e$ and $n_e$. This means that the ratios will now have an added dependence on the radiation field, which was previously assumed negligible. This radiation field will tend to deplete lower level populations by photoionization and photoexcitation and will cause mixing between excited levels, as they thermalize with the radiation field. Since these effects depend on the population and depopulation of energy levels, which are intricately coupled to the radiation field, and the plasma response to that photon field, the ratios will depend not only on the $T_R$, but on the detailed spectral structure of the radiation field.

To analyze the spectra from gas-filled hohlraums, the radiation field generated inside the 2.5-mm-diam hohlraums was measured by an x-ray diode diagnostic called Dante.9 These experiments provided data that were used as input to the spectroscopic plasma models. Figure 5 shows the spectra of the radiation drive obtained at the peak of the pulse. Overall, the peak $T_R$ was $\sim$190 eV. In the experiments, the diagnostic observed

![Figure 4](http://example.com/figure4.png)

**Figure 4.** Data from a CH lined hohlraum showing a tracer embedded at 1 $\mu$m. (08-26-0695-1665pb01)

![Figure 5](http://example.com/figure5.png)

**Figure 5.** Dante spectra of the flux from a 2.5-mm-diam hohlraum at the peak intensities generated during the pulse. M bands are not shown. (08-20-0695-1665pb01)
either a beam focal spot or an area that was not irradiated by the beam. The measurements allow a comparison of the frequency dependence of the radiation field for these two cases. As shown in Fig. 5, both spectra are non-Planckian and there is a marked difference in the relative intensities of the O and N spectral bands. In general, measurements observing a laser focal spot on the wall have more pronounced N and M bands. For the $T_R$ measured in these types of targets, the radiation effects on the spectra are not significant enough to affect the temperature measurements. This effect does become important in targets with higher $T_R$ and research in this area continues.

To measure the $T_e$ in these hohlraums, a tracer plasma was formed from a 2000 Å deposit of Ti and Cr cosputtered onto a 800 Å thick CH foil substrate. Figure 6 is a photograph of the target, which shows a vertical foil suspended in the hohlraum. The measurement is based on a technique which uses isoelectronic lines from ionized plasmas to diagnose $T_e$. Briefly described, it is a line intensity ratio of emission from the same transition originating from two different ionic species having the same ionization stage. For instance, in this case we use the Cr He $\beta$ resonance line, 1s$^2$ (3$S_0$) – 1s3p (3$P_1$), and the Ti He $\beta$ resonance line.

Because of the potential nonuniformity of the inside of the hohlraum, the tracer is deposited in a 100-μm-wide strip that is suspended in the hohlraum with the deposit facing the beam, as shown in Fig 1. Figure 7 shows an example of the spectra that have been corrected for the instrument response and gain. The experimental data, represented by circles in Fig. 8, show that $T_e \geq 3$ keV for 500 ps. The full results and other experimental details of the measurements will be reported elsewhere.
Summary

To achieve fusion by indirect drive, a confined cavity creates an x-ray source to provide proper symmetry for the implosion of a microballoon. The experiments described here are designed to diagnose the hohlraum plasma conditions by spectroscopy. The detailed behavior of hohlraums can be explored by these techniques because tracers can diagnose the local plasma conditions.

Experiments have demonstrated that line emission from microdot tracer plasmas can be observed above background emission. Emission from dopants on the hohlraum wall have revealed that spectra obtained from lined hohlraums have a temporal delay and are not as intense as those of unlined hohlraums. Recent results from lined and gas-filled hohlraums have shown that the $T_e$ can be diagnosed by a line intensity ratio technique. Large lined hohlraums achieve temperatures of <2 keV while gas-filled 2.5-mm hohlraums reach $T_e$ > 3 keV. Near-term experiments will develop the spectroscopic techniques to test the effect of high radiative fluxes on the plasma kinetics models and will explore the time-dependent effects.
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MODELING THE EFFECTS OF LASER-BEAM SMOOTHING ON FILAMENTATION AND STIMULATED BRILLOUIN BACKSCATTERING
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Using the three-dimensional code (F3D), we compute the filamentation and backscattering of laser light. The results show that filamentation can be controlled and stimulated Brillouin backscattering (SBBS) can be reduced by using random phase plates (RPP)\(^1\) and small \(f\)-numbers or smoothing by spectral dispersion (SSD)\(^2\) with large bandwidth. An interesting result is that, for uniform plasmas, the SBBS amplification takes place over several laser axial coherence lengths (coherence length = speckle length = \(8f^2\lambda_0\), where \(\lambda_0\) is laser wavelength).

Introduction

Controlling stimulated Brillouin scattering (SBS) and filamentation are essential to the success of laser fusion because together they affect the amount and location of laser energy delivered to the hohlraum wall for indirect drive and to the absorption region for direct drive. Filamentation and self-focusing occur when a density depression is produced by the nonuniform light intensity through ponderomotive and thermal pressures. Light refracts toward lower densities, and the light intensity increases until diffractive losses limit the lateral dimension of the nonuniformity. The incident laser beam has strong intensity nonuniformities, so that even modest filamentation gain may be unacceptable. Moreover, filamentation is the suspected reason that significant levels of SBS and stimulated Raman scattering (SRS) are observed even when calculated gain exponents are modest \((G < 5)\). Because the length of laser beam hotspots is much larger than the width (ratio of length to width is \(-8f\)), backscattering is expected to be more important than sidescattering. Without hotspots, the gain rate and the growth rate of backscattering in a uniform plasma are not much different from those of sidescattering. For example, if the acoustic wave is weakly damped, the backscattering Brillouin growth rate is only \(2^{1/4}\) times the sidescatter rate. Laser-beam smoothing schemes such as SSD and induced spatial incoherence (ISI)\(^3\) illuminate the target at best focus when the laser spot is comprised of a large number of diffraction-limited hotspots. Therefore, understanding the laser–plasma interaction with hotspots is essential. We illustrate the effects of filamentation in Figure 1 where surfaces that enclose volumes in which laser intensity is higher than five times the average intensity are shown. Figure 1(a) shows the surfaces before any self-focusing has developed. Figure 1(b) shows the surfaces after the filaments have developed. There is an obvious increase in the number of high-intensity regions.

In previous reports\(^4,5\) we presented the equations, the approximations and their justification, the numerical techniques, and some results obtained with the F3D code. This code does three-dimensional (3-D) calculations of the propagation of laser beams in which the laser light self consistently filament and Brillouin backscatters.

(a) Before filamentation  
(b) After filamentation

FIGURE 1. Three-dimensional surfaces within which the laser intensity is greater than five times average (a) before filamentation and (b) after filamentation. (50-01-0895-1872pb01)
Here, we review laser-beam smoothing techniques and present the effects of temporal beam incoherence on filamentation and SBBS. Because filamentation and backscattering are the dominant interactions in the problems we consider, we can separate the light wave into a nearly forward- and nearly backward-moving wave, each treated within the paraxial approximation. Similarly, we can separate the acoustic wave response into long-wavelength modes, driven by filamentation or forward scattering, and short-wavelength modes, driven by backscattering. This separation allows us to consider fairly large regions of underdense plasma, containing many hotspots, because the spatial resolution necessary with this scheme is much less than in treatments that solve the full wave equation. This allows us to consider the influence of SSD and other temporal beam-smoothing techniques on filamentation and SBBS.

Effect of Laser-Beam Smoothing on Filamentation

In the focal spot of a laser beam focused with an RPP, the laser intensity is highly modulated with a sinc²(Y) envelope; here X = ηx/d,f(Y) = ηy/d,f, where d,x and d,y are the RPP element sizes in the transverse x and y directions, f = the lens focal length, and λ is the laser wavelength. On the smaller scale of the diffraction-limited spot for the full lens aperture D, there are hotspots (speckles) with a distribution of intensities up to N times the average, where N = D/d,s for square RPP array. The laser beam can focus on the scale of the laser spot fλ/d,y (whole-beam self-focusing), on the scale of the speckles f, = fλ/D (filamentation), and on scales between these limits (filamentation). Laser-beam smoothing is primarily intended to suppress the filamentation process, which occurs on a much shorter time scale than whole-beam effects. Here, we consider the evolution of filamentation for a representative portion of the beam because simulation of the whole beam, including the small-scale structure, cannot be done for realistic laser beam diameters (≥1000λ). In previous reports, we showed that filamentation is stable if the length of the speckle I ≤ shorter than the minimum spatial gain length l₁, where

\[ l₁ = K_{\text{max}} = 0.125 \frac{v_0^2}{v_c^2} \frac{n_e}{n_c} \frac{\omega_0}{c} \]

with \( \omega_0 = 2\pi/\lambda_0 \), K is the filamentation spatial gain rate, c is the speed of light, \( n_e \) is the electron density, \( n_c \) is the critical density, \( v_0 = eE/m_0 \) is the jitter velocity of an electron in the laser electric field, and \( v_c \) is the electron thermal velocity. An equivalent statement is that stability against filamentation requires that the gain exponent for filamentation in a plasma one speckle length long be less than unity.

When this criterion is not satisfied, temporal smoothing is required to stabilize filamentation. For example, we have \( I_g < I_0 \), for parameters appropriate to the National Ignition Facility (NIF) design (e.g., for f/8, 0.1\( \lambda_0 \), electron temperature \( T_e = 3 \text{ keV} \), intensity \( I = 2 \times 10^{15} \text{ W/cm}^2 \), \( \lambda_0 = 0.35 \mu \text{m} \), we have \( I_g \) = 0.8\( I_0 \), and \( l_g \) = 180 \( \mu \text{m} \)). For an ISL or SSD scheme, the speckles dissolve and reform in different locations on the time scale of the laser coherence time \( \Delta \omega^{-1} \). Conversely, the intensity in a speckle increases at the rate \( Kc \); thus, we estimate that SSD or ISL will stabilize filamentation if \( \Delta \omega > Kc \). The criterion \( \Delta \omega > Kc \) corresponds to

\[
\frac{\Delta \omega}{\omega_0} = \frac{\Delta \lambda}{\lambda_0} > 4.6 \times 10^{-4} \frac{n_e}{10^{21} \text{cm}^{-3}} \frac{I}{10^{15} \text{ W/cm}^2} \times \frac{3 \text{ keV}}{T_e} \left( \frac{\lambda_0}{0.35 \mu \text{m}} \right)^4 .
\]

Figures 2 and 3 show two measures of the effect of SSD bandwidth on filamentation. The simulation dimensions were typically 160 wavelengths along x and y and 530 wavelengths along z, the direction of propagation. Figure 2(a) shows the fraction, F, of laser beam energy above five times the average intensity as a function of laser bandwidth for a simulation case that was strongly unstable without SSD (i.e., for the NIF parameters listed previously but with laser intensity 4 \( \times 10^{13} \text{ W/cm}^2 \)). This fraction F varies with z from the initial value of –4% at z = 0 to a maximum value followed in general by a decrease at larger z as the beam breaks up, the fraction displayed is the maximum value. For sufficient bandwidth, this fraction is reduced to that for an RPP beam in vacuum. Figure 2(a) also shows the extent to which four-color illumination (described below) combined with SSD inhibits filamentation.

Figure 2(b) shows the number of hotspots, N, as a function of laser bandwidth for a simulation case that was strongly unstable without SSD (i.e., for the NIF parameters listed previously but with laser intensity 4 \( \times 10^{13} \text{ W/cm}^2 \)). This fraction F varies with z from the initial value of –4% at z = 0 to a maximum value followed in general by a decrease at larger z as the beam breaks up, the fraction displayed is the maximum value. For sufficient bandwidth, this fraction is reduced to that for an RPP beam in vacuum. Figure 2(a) also shows the extent to which four-color illumination (described below) combined with SSD inhibits filamentation.

Figure 2(b) shows the number of hotspots, N, as a function of laser bandwidth for a simulation case that was strongly unstable without SSD (i.e., for the NIF parameters listed previously but with laser intensity 4 \( \times 10^{13} \text{ W/cm}^2 \)). This fraction F varies with z from the initial value of –4% at z = 0 to a maximum value followed in general by a decrease at larger z as the beam breaks up, the fraction displayed is the maximum value. For sufficient bandwidth, this fraction is reduced to that for an RPP beam in vacuum. Figure 2(a) also shows the extent to which four-color illumination (described below) combined with SSD inhibits filamentation.

Figure 2(b) shows the number of hotspots, N, as a function of laser bandwidth for a simulation case that was strongly unstable without SSD (i.e., for the NIF parameters listed previously but with laser intensity 4 \( \times 10^{13} \text{ W/cm}^2 \)). This fraction F varies with z from the initial value of –4% at z = 0 to a maximum value followed in general by a decrease at larger z as the beam breaks up, the fraction displayed is the maximum value. For sufficient bandwidth, this fraction is reduced to that for an RPP beam in vacuum. Figure 2(a) also shows the extent to which four-color illumination (described below) combined with SSD inhibits filamentation.
relaxes to a less energetic distribution at greater distances. However, this relaxation comes at the expense of increased beam divergence as the speckles get narrower and shorter.

Figure 3 shows contour plots of the total laser energy in transverse Fourier modes at a given $z$ vs $k_{\perp}$ for the small and large SSD bandwidths. The incident wave has no energy for values of $|k_{\perp}| > k_0/2f = 0.0625k_0$ or $|k_{\perp}| > k_0/2f$ for an f/8 lens. Filamentation breaks the beam into smaller-scale hotspots, which appear in this type of plot as an increase in the energy at higher $k_{\perp}$. Thus in Fig. 3(a), the filamented distribution shows a significant amount of energy outside the incident beam cutoff, whereas the SSD-stabilized case in Fig. 3(b) shows a small amount of energy at these $k_{\perp}$. These plots also represent the amount of energy outside a given angle in the near field (lens image plane) vs the angle. Such measurements are being made in Nova experiments.¹¹

**FIGURE 2.** (a) Fraction $F$ of the laser beam energy above five times the average intensity as a function of the SSD bandwidth for an f/8, $I_0 = 4 \times 10^{15}$ W/cm² laser beam. Also shown is one case combining four-color illumination with SSD. (b) The intensity weighted distribution. For the initial distribution at $z = 0$, the integral of the distribution is unity (i.e., the average is $I_0$), but it is less than unity for $z > 0$ because of collisional absorption. (50-01-0895-1882pb01)

**FIGURE 3.** Fourier components of the laser beam energy with average $I_0 = 4 \times 10^{15}$ W/cm² for the incident beam at $z = 0$, and after propagating 500$\lambda_0$ for (a) an SSD bandwidth of 0.025% and (b) an SSD bandwidth of 0.15%. The incident laser beam energy is uniformly distributed over perpendicular wavelengths that fit within an f/8 square aperture lens. (50-01-0895-1874pb01)
between the speckle size and the whole beam, and growth rate of SBS is reduced if yo is stationary, namely that the convective or early-time survival in a 1-D treatment even if the hotspots are larger grating dispersion may help in this case.

Laser beams may filament on scales intermediate but our simulations in uniform plasmas showed that the spatial amplification occurred over many speckle lengths. The primary determinant of the reflectivity, when the laser intensity is below the absolute growth threshold, is the convective gain exponent

\[ G = \frac{1}{8} \frac{\nu_a^2}{\nu_c^2} \frac{n_e}{n_c} \frac{\omega_a}{\omega_c} \frac{\omega_p L}{c} \]  

where \( L \) is the axial system length. Note that the spatial gain rate for SBS is higher than that for filamentation by the ratio \( \omega_p/\nu_e \). This fact has consequences in the simulations, which we discuss later.

Figure 4 shows the SBS reflectivities from our simulations without temporal smoothing as a function of \( G \) for f/8 and f/4 laser illumination. The f/8 reflectivity is systematically higher than that for f/4 for the same plasma conditions and laser intensity. The difference is much less than a single-hotspot model would predict because, then, the gain exponent per speckle would be

\[ \gamma_0 = \frac{1}{\omega_0} \frac{\omega_p \nu_e}{4} \left( \frac{\omega_e}{\omega_0} \right)^{1/2} \]

\[ \equiv 8 \times 10^{-4} \left( \frac{I}{2 \times 10^{15} \text{W/cm}^2} \right)^{1/2} \left( \frac{\lambda_0}{0.351 \mu\text{m}} \right)^2 \]

\[ \left( \frac{n_e}{10^{21} \text{cm}^{-3}} \right)^{1/2} \left( \frac{3 \text{ keV}}{T_e} \right)^{1/4} \left( \frac{Z}{A} \right)^{1/4} \]

is in general larger than the laser bandwidth, especially in the hotspots. For multispecies plasmas, \( Z/A \rightarrow (Z_j^2/A_j)^{1/2}/(Z_i) \), where the averages of the charge states \( Z \) and atomic numbers \( A \) are taken over the ion species \( j \). This expression for \( \gamma_0 \) applies if \( ZT_e/T_f^2 \geq 3 \) for all species in multispecies plasma and \( \lambda_{De} < 1 \) where \( \lambda_{De} \) is the electron Debye length. If the fluid approximation for either species does not apply, the frequency and damping characteristics of the acoustic mode are significantly modified. For narrowband four-color illumination, \( \Delta \omega \) can be larger than \( \gamma_0 \) and a reduction in SBS without beam smoothing might occur. However, in our simulations, since four-color illumination always causes the hotspots to move, the pure bandwidth effect on SBS has not been studied. In summary, we expect no effect on SBS from bandwidth without smoothing (i.e., there is no dispersion and the speckles are stationary); none is observed in our \( \gamma_0 < \Delta \omega \) simulations.

As discussed in the previous section, the laser speckle size in the focal plane region affects the stability of the laser light against filamentation. Our initial expectation was that the SBSB would occur independently in each speckle and thus be very sensitive to the laser f-number, but our simulations in uniform plasmas showed that the spatial amplification occurred over many speckle lengths. The primary determinant of the reflectivity, when the laser intensity is below the absolute growth threshold, is the convective gain exponent

\[ G = \frac{1}{8} \frac{\nu_a^2}{\nu_c^2} \frac{n_e}{n_c} \frac{\omega_p L}{c} \]
the figure of merit. For example, for a single-hotspot model, the \( f/4 \) reflectivity with a gain exponent of 20 should be four times the \( f/8 \) value with a gain exponent of 5 if all other factors were constant. The factor of four comes from the fact that the number of hotspots per axial length is larger for \( f/4 \). That clearly is not the result of the simulations.

Another measure of \( f \)-number effects is the gain exponent above which significant reflectivity occurs. Figure 4 indicates that this gain exponent is \( \sim 4 \) for \( f/8 \) and \( \sim 6 \) for \( f/4 \); these exponents are in the ratio 1.5, not \( (8/4)^2 = 4 \), as would be expected from a single-hotspot model.

Some of the difference between the \( f/8 \) and \( f/4 \) simulations may be the result of some filamentation in the \( f/8 \) case since, for intensities higher than \( \sim 2 \times 10^{15} \text{ W/cm}^2 \), the \( f/8 \) laser light is unstable against filamentation. Simulations for \( f/8 \) in which the light refraction was neglected (but the hotspots remained) showed a factor of two decrease in reflectivity at \( G = 12 \). Another reason may be incomplete phase conjugation, as discussed below.

We have concentrated on modeling laser and plasma processes relevant to the NIF and to current Nova experiments. For these parameters, filamentation in fact has less influence on the SBBS results than we expected. First, with average laser intensities less than \( 5 \times 10^{15} \text{ W/cm}^2 \), \( f/4 \) speckles are stable against filamentation. With \( f/8 \) focusing, filamentation is important above \( 2 \times 10^{15} \text{ W/cm}^2 \), but then the SBBS gain is so high in our uniform plasma simulations (for the range of damping rates used) that the laser intensity becomes depleted before filaments fully develop. That is, as the hotspots start to focus, the laser intensity increases, which increases the growth rate of SBBS. Then the backward-moving light robs power from the forward-moving light, making the rate of focusing less than it would be without SBBS. If the gains were lower, filamentation would cause more of a difference between \( f/4 \) and \( f/8 \) reflectivities. In reality, SBBS may saturate before the laser intensity is depleted because of nonlinear limits on the SBBS growth;\(^{17}\) this is the focus of our current research.\(^{18}\)

A heuristic explanation for the weak dependence of SBBS on the \( f \)-number involves the notion of phase conjugation.\(^{19}\) The pattern of speckles at any \( z > 0 \) for the incident laser light is determined by the amplitude and phase of the transverse Fourier components at \( z = 0 \). A light wave of nearly the same frequency propagating in the backward direction, e.g., an SBBS wave, would have the same pattern of speckles between zero and \( z \) if its components had the same relative amplitude but the conjugate phase of the incident light at \( z \). (Of course, this is only true if filamentation, sidescattering, or other nonlinear processes do not alter the propagation substantially.) From all the light waves that the plasma produces as a result of collisional emission or Thomson scattering, those whose phase and Fourier components match those of the incident light will be amplified most because, over many speckle lengths, their hotspot patterns overlap that of the incident light. As yet, we do not have a statistical measure of the degree of phase conjugation; however, we have examined sequences of \( 2 \times 2 \) plots comparing the incident-beam and reflected-light hotspots at several planes in \( z \) separated by more than a speckle length. The reflected-light hotspots are always associated with a laser-beam hotspot.

Now, consider a plasma one \( f/8 \) speckle length long. For \( f/8 \) illumination, the SBBS will grow in hotspots of about the same length as the plasma and will experience a gain in excess of the uniform-intensity gain. The \( f/4 \) SBBS will initially grow in the backward direction in a hotspot of 0.25 the plasma length, and, if phase conjugation does not occur, it will grow at a reduced rate once the waves leave their hotspots. However, because of the collective effect of phase conjugation, the backward light wave's hotspots overlap those of the incident laser wave and continue to drive ion acoustic waves efficiently through the ponderomotive force (proportional to the product of the light wave amplitudes). Thus the SBBS grows in \( f/4 \) hotspots almost as effectively as in the \( f/8 \) hotspots.

As discussed earlier, the laser bandwidth available at 0.35 \( \mu \)m on Nova is too low to reduce the amplification or growth rate directly. However, given that the SBBS grows in hotspots and takes many growth times to reach saturation, SSD or an equivalent beam-smoothing technique may be effective in reducing the reflectivity because the hotspots are no longer stationary. In addi-
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tion, if the gain occurs over an extended region of plasma, the phase coherence of the incident wave with the reflected wave will be reduced with the reduction in reflectivity.

Figure 5 shows the reflectivity as a function of $G$ for $f/4$ illumination with and without temporal beam smoothing. The results for one-color, four-color, SSD (nominal and large-bandwidth), and a combination of four-color with SSD are shown. The adjacent color separation $\Delta \lambda$ and the laser bandwidth $\Delta \lambda$ were chosen as appropriate for Nova experiments, namely $\Delta \lambda = 0.42 \text{ nm}$ and $\Delta \lambda = 0.25 \text{ nm}$ at 1.06 $\mu\text{m}$. The ratios $\delta \omega / \omega_0$ and $\Delta \omega / \omega_0$ of frequency separation and bandwidth to laser frequency are assumed to be preserved by frequency tripling or doubling. All the reflectivities shown in Fig. 5 exceed those produced by bremsstrahlung emission or by Thomson scattering from thermal ion acoustic fluctuations. The one-color results are the same as shown in Fig. 4. Below $G = 10$, the effect of beam smoothing is quite dramatic; the reflectivities drop below $10^{-6}$ for $G \leq 6$.

Other $f/4$ simulations have been done with different damping rates, plasma lengths, and laser intensities. At $G = 12$, the SSD reflectivities for different simulations vary by five orders of magnitude. The highest reflectivity (1.8%) occurs at the highest intensity, $4 \times 10^{15}$ W/cm$^2$, with $L = 515 \lambda_0$ and $v_p / \omega_0 = 0.2$; the lowest reflectivity ($2 \times 10^{-5}$) occurs at the lowest intensity, $1 \times 10^{15}$ W/cm$^2$, with $L = 515 \lambda_0$ and $v_p / \omega_0 = 0.05$. Increasing the intensity by a factor of two and halving the length to keep $G$ constant also results in higher reflectivity. The reflectivity is increased by an order of magnitude, from $2 \times 10^{-6}$ to $4 \times 10^{-5}$, by doubling the damping $v_p / \omega_0$ from 0.05 to 0.1 and $L$ from 256$\lambda_0$ to 515$\lambda_0$. It is increased by another order of magnitude to $2 \times 10^{-4}$ as $v_p / \omega_0$ increases to 0.2 and $L$ to 1030$\lambda_0$. Figure 6 shows these results. Both these trends would make sense if the addition of SSD bandwidth increased the effective acoustic wave damping to a value as high as $0.2 v_p / \omega_0$, so that the effective gain exponent increased with $L$ and/or $I$. This appears plausible because $\Delta \omega_{\text{SSD}} / \omega_0 = 2.5 \times 10^{-4}$, whereas $v_p / \omega_0 \equiv 2(v_p / \omega_0) \times 10^{-3} = 10^{-4}$ at the lowest damping rate. The light absorption rate $\alpha = 1/(2n_e \omega_e v_e)$ is even smaller: $\alpha / \omega_0 = 10^{-5}$ for $n_e = 10^{21}$ cm$^{-3}$, $T_e = 3$ keV, $\lambda_0 = 0.351 \mu\text{m}$, and $Z_{\text{eff}} = 5$ (where $Z_{\text{eff}}$ is the electron-ion collision frequency).

In Fig. 5, the combination of four-color illumination and 0.025% bandwidth SSD brings the reflectivity below that for any four-color or 0.025% bandwidth SSD simulation at a given gain exponent, as one might expect. Only with gain exponents $G > 20$ is there significant reflectivity; here, the variation of reflectivity with $G$ approaches that calculated for a uniform laser beam. The uniform laser beam reflectivities were calculated with $v_p / \omega_0 = 0.05$ and $L = 515 \lambda_0$ and for various intensities up to $4 \times 10^{15}$ W/cm$^2$. At the highest gain exponents simulated, $G = 50$, all simulations with and without beam smoothing have high reflectivity, $R_{\text{SBS}} > 20\%$, for which nonlinear saturation effects other than pump depletion are important. That is, these reflectivities are associated with large-amplitude acoustic waves ($|\delta n_p / n| > 0.5$). A mere reduction in the local magnitude of $\delta n_p$ without a corresponding limit on the length of plasma over which the waves remain in phase may not produce much reduction in reflectivity. That is, the laser will take longer to deplete but the overall reflectivity will stay nearly constant for large systems.
Figure 7 shows the $f/8$ reflectivity calculations for one color, four colors, and four-colors plus SSD. Fewer calculations were carried out for $f/8$ than for $f/4$, but the benefit of the four-color plus SSD combination is also dramatic at $f/8$. Since the speckle length is four times larger than for $f/4$, the smallest length system is $515\lambda_0$, one speckle length. The four-color scheme is not as effective at $f/8$ as at $f/4$ for moderate gain exponents ($G < 20$). The four-color plus SSD reflectivity shows the same trends with intensity and length as the $f/4$ runs for SSD (see Fig. 6).

Conclusions

We have presented three-dimensional calculations of the propagation of laser beams in which the laser light self consistently filaments and Brillouin backscatter. We established that filamentation can be controlled by temporal and spatial beam smoothing for laser and plasma parameters of interest to the proposed NIF. Beam smoothing also reduces the SBBS reflectivity, especially when four-color illumination is combined with SSD. For the gain exponents expected in the NIF, and in experiments designed to reproduce the NIF conditions on Nova, the calculated reflectivities are about $10-20\%$, whereas the observed reflectivities are less than $1-5\%$. We believe that nonlinear processes, which are not yet modeled in this code, may explain the discrepancy, although other effects that limit the linear gain exponent may also be responsible. A simple nonlinear model (which had some success in modeling disk experiments in which velocity gradients also played a role) did not have much effect on the reflectivity unless the ion wave amplitudes were limited to lower values than typically observed in 1-D particle-in-cell simulations. Recent 2-D simulations have shown much lower ion wave amplitudes than 1-D simulations; we hope to incorporate this amplitude reduction into our code once the effects are understood well enough to reduce to a fluid model.

We also simulated SBBS in plasmas with strong velocity gradients, which limit the reflectivity to small values ($\sim 10^{-4}$). We observed that the reflectivity was produced in one or two spots in which the local reflected light intensity was a significant fraction ($\sim 10^{-2}$) of the local laser intensity. These simulations used the parameters of exploding-foil targets, for which images of the SBBS light were taken at the target plane. These images also showed that only a few spots were responsible for most of the light emission. The reflectivities in the simulations and the experiments were of similar magnitude.
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Notes and References

11. J. Moody developed a Transmitted Beam Diagnostic (TBD) at Lawrence Livermore National Laboratory to measure the angular distribution of the transmitted laser energy.
During this quarter, Nova Operations fired a total of 313 system shots resulting in 337 experiments. These experiments were distributed among ICF experiments, Defense Sciences experiments, X-Ray Laser (XRL) experiments, Laser Sciences, and facility maintenance shots.

Work has begun in support of a series of XRL experiments planned for mid-August on Nova’s 10-beam chamber. This effort includes planning and preparation to install cylinder lenses on beamline 3, the XRL assembly, the imaging diagnostics, and the alignment system.

The gated x-ray imager 4 was also completed, installed, and activated on Nova’s 10-beam chamber.

We implemented a new “precision pulse shape” capability on Nova. This enables us to produce a power balance report immediately after each shot. Data from the 36 streak camera and Incident Beam Diagnostic energy diodes are used to show plots of power vs time for the 10 beams and the power balance error vs time.

We began installation and activation of the 100-TW system with full-system activation planned for early fourth quarter. The compressor chamber was delivered and installed, and the 10-cm amplifier, spatial filters, other beamline components, and optical components for the compressor and diagnostics systems were installed and aligned. The vacuum system for the compressor chamber was completed. The control systems and interlock systems were installed and tested, including firing the 10-cm amplifier.

Two Total Quality Management working groups were formed—one to focus on shot quality and the other on shot quantity. We have also made significant progress in cross training personnel among the operations groups.
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