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Management Summary 

1. DOEApproval 

The DOE approval for the annual renewal of the research grant to the Stanford Project 
on the Productivity and Injectivity of Horizontal Wells was received in early March 1995. 
The Project formally commenced on March 10, 1993. Mr. Thomas Reid is the DOE Project 
Manager in Bartlesville and Mr. John Augustine is the DOE Contracts Officer in Pittsburgh. 

2. Industrial Affiliates Program 

The DOE Project operates in association with an Industrial Affiliates program on horizontal 
wells, for which oil company membership has also continued during 1995. The membership 
during this year comprised the following organizations: 

Amoco (USA) 
AGIP (Italy) 

ARTEP/IFP (France) 
BP Exploration (USA) 

Chevron (USA) 
INTEVEP (Venezuela) 

Marathon (USA) 
Mobil (USA) 

Norsk Hydro (Norway) 
Petrobras America (Brazil) 
Phillips Petroleum (USA) 

Texaco (USA) 
Union Pacific Resources (USA) 

US Department of Interior/ 
Minerals Management Service (USA) 

3. Project Goals 

The Project has eight principal goals to be studied and developed over a five year period. 
These goals are as follows: 

TASK 1: Advanced Modeling of Horizontal Wells - Develop special gridding techniques and 
associated averaging algorithms for accurate simulation of HW-performance. 

TASK 2: Investigate and Incorporate the Effects of Reservoir Heterogeneities - Study im- 
pacts of various types of heterogeneity and develop methods for incorporating their 
effects in both fine grid and coarse grid models. 

TASK 3: Develop Improved Methods for Calculating Multi-Phase Pressure Drops 
within the Wellbore - Plan, execute, and interpret two-phase flow experiments at 

an oil company research facility, and use results to analyze/validate a new two-phase 
model. 

ix 



TASK 4: Pseudo-Functions - Define improved methods for computing two-phase pseudo- 
functions.for effective relative permeabilities for coarse grid blocks near a,n HW - de- 
termine sensitivities to heterogeneities, flow conditions, skin factors, etc. 

TASK 5: Develop Multi-Well Models - Develop numerical techniques and software in a 
pkallel computing architecture capable of interactively coupling multiple detailed HW- 
models to a large scale reservoir simulator. 

TASK 6: Test HW-Models with Field Examples - Work with affiliate's member companies 
to establish HW-modeling capabilities from field measurements, particularly for patho- 
logical problem cases. 

TASK 7: EOR Applications - Provide and implement practical HW aspects into modeling 
of EOR processes - miscible gas, steam displacement, in-situ combustion. 

TASK 8: Application Studies and Their Optimization - Seek field opportunities for HW's 
and study their best implementation in various reservoir scenarios e.g., multiple later- 
als, hydraulic fracture variants, etc. 

Tasks 1, 3, and 4 were the primary focus of activities in 1995, and the annual report is 
therefore written around these three tasks, which are also ongoing in 1996. Some of our 
principal achievements are summarized below. 

4. Large-Scale Flow Loop Experiments 

The funding from the Industrial Affiliates Project is mainly expended on a series of large scale 
experiments in an outdoor flow loop being conducted at the Marathon Research Center in 
Littleton, Colorado. Contractual arrangements have continued with Marathon to undertake 
these experiments, for which a substantial part of the costs (y 50%) is born by Marathon. 
In 1995, extensive modifications were made to the rig in order to (1) perform high gas 
rate.experiments (up to 1.7 MMscf/day from the previous high of 0.5 MMscf/day), (2) 
reduce entrance effects by making the inlet pipe diameter to conform with the test section 
diameter of 6.2 inches and extending the inlet length by 8 ft, (3) add the capability of running 
experiments at small downflow inclination angles, and (4) ,enhance and automate the data 
acquisition system. The inflow section of the model was also extended from 40 ft  to 75 ft, 
thus allowing for the gathering of more data involving radial perforation flow. The higher 
gas rates were achieved by using three compressors which were rented for this purpose and 
the separator was improved to handle the higher gas rates. The fluids in all the experiments 
were water and air. More than 230 two-phase flow experiments were performed. These 
experiments include single phase axial water flow with the inflow of water or air, two-phase 
axial flow with no radial influx, two-phase axial flow with the inflow of water or air, and 
finally two-phase axial flow with various arrangement of the influx of water and air through 
perforations. In addition to horizontal flow experiments, some of the experiments were also 
carried out at +2" (upflow) and -2" (downflow). Differential pressures were recorded along 
the wellbore using Rosemount pressure transmitters. Three nuclear densitometers were also 
employed in an attempt to measure the in-situ liquid fractions at three locations along the 
wellbore model. The observed flow regimes as seen through the transparent acrylic pipe 



were recorded on video tape for every experiment resulting in about 60 hours of recording. 
These data are being used to check the physical flow regimes in the two-phase flow analysis 
and modeling. The experimental work was financed by the Industrial Consortium for this 
project. 

5. Improved Theoretical Modeling of Two-Phase Flow within the Wellbore 

Advances have been made in the mechanistic model under development at Stanford. Strat- 
ified flow and annular mist flow regimes have been studied in detail resulting in new and 
improved correlations for these two flow patterns. Namely, in the case of stratified flow, new 
correlations for wall friction factor have been developed while studies on the annular mist 
flow have resulted in 'new correlations for liquid fraction entrained and gas-liquid interfacial 
factors. The many features of the Stanford mechanistic model are being tested against data 
from many sources including our own two-phase flow 'experiments. A general flow model has 
recently been developed for modeling single phase axial flow with single phase fluid influx. 
Two separate and detailed reports on this aspect of the project will be submitted to  be 
published as technical reports. One report will describe a general single phase flow model 
with inflow recently developed and the other will cover the Stanford multiphase mechanistic 
model. Various improvements have also been made to the many features of the Stanford mul- 
tiphase flow database. This work is supported partially by theStanford Reservoir Simulation 
Industrial Affiliates Program (SUPH-B) . 

. 

6. Well Indices and Pseudo-Functions 

It is not generally established which techniques are best employed to generate well indices 
which tie the well pressure to the grid block pressures for realistic horizontal and multilateral 
wells of complex profile. We have been studying this problem analytically in 1995 and 
will continue in 1996 where horizontal wells with complex profiles can be modeled using a 
continuous point source solution. This approach has many significant applications: (1) the 
analytical solution can be used to calculate exact .well indices for use in a simulator, and 
(2) we can compute shape factors for horizontal wells of any trajectory (e.g., dual laterals) 
which provide an easy way to estimate the well productivity index in the transient and the 
pseudo steady-state flow regimes. 

7. Well Indices and Pseudo-Functions 

Another research work started in 1995 is to develop a coarse grid method which can be used 
to accurately study breakthrough times of horizontal wells and possibly the subsequent gas 
or water production behavior. The method should be fairly general and also be able to 
accurately model the actual movement of a water or a gas front on coarse grids. One way to 
accomplish this is to incorporate a breakthrough correlation to act as a pseudo function on 
a coarse grid. We are currently developing general breakthrough correlations based on fine 
grid simulations and analytical approaches. 

xi 



8. Analytical Reservoir/WelIbore Coupling 

While simulators can be used to predict the performance of horizontal wells, simple models 
are needed to quickly respond to such questions as: What is the optimum length of a 
horizontal well? What is the relative effect of wellbore friction, and various reservoir and 
fluid parameters on well performance. A simple and flexible model to answer such questions 
has been developed and a sensitivity study was conducted. It is shown that while long 
horizontal wells , high permeabilities, low drawdowns and high flow rates tend to increase 
the effect of wellbore pressure loss on productivity, high fluid viscosities tend to  decrease this 
effect. The model uses an integrated treatment of flow in the reservoir and the well which 
allows for easy accommodation of any flow model in the well and in the reservoir. 

9. Coning and Cresting Methods 

We have extended our previous semi-analytical solution method for calculating critical crest- 
ing oil rates to the case of simultaneous water and gas cresting. Simulations on test problems 
show very good agreement with the predictions of the method. 

.lo. Generalized Gridding Methods 

Work on developing a 3D generalized flexible gridding code has progressed well during 1995 
and is near completion. A control volume based finite difference scheme for reservoir sim- 
ulation has been developed. Full, anisotropic and asymmetric permeability can readily be 
hagdled and the permeability tensor can vary from block to block, both in magnitude and 
direction. Thus it will be of great value in modeling fluid flow in reservoirs where principal 
permeability directions vary between beds or within a bed. The scheme can be used with 
Voronoi grids in 2D, conjxol volume finite element (CVFE) type grids in 2D and 3D and 
Variations of CVFE type grid. 

An object oriented reservoir simulator called FLEX has been written to implement 
and test various gridding schemes. Two-phase oil/water flow simulations both in 2D and 3D 
have been done to validate the numerical approach used in this work. Results from FLEX 
on tests involving homogeneous full symmetric tensors were identical to those from commer- 
cial simulators Eclipse and Imex. Flex is currently being further tested for more complex 
problems, which include aligning gridblocks along streamlines, use of upscaled diagonalized 
permeabilities in 2D and 3D, use of full (anisotropic and asymmetric) tensors obtained from 
upscaling, etc. The modularity of FLEX allows easy incorporation of changes or additions. 
The Ph.D. dissertation on this research will be published as a technical report. 

11. Effects of Heterogeneities on Flow Performance 

Our previous studies had shown that the complex flow paths induced by a producing horizon- 
tal well in the presence of horizontal shales could not be represented on a coarsened regular 
grid. A method based on the calculation of streamlines for single phase flow subjected to  
the actual boundary conditions was developed to modify the geometry of the coarsened 

. grid blocks to remove the non-physical flows resulting in negative transmissibilities. This 
approach was shown to provide an accurate means of calculating well flow rates for given 
pressure drawdowns, whereas conventional methods were in error by significant percentages. 

x i i  



This method was also extended to calculations for multiphase flow in two dimen- 
sions. A semi-analytical approach to defining appropriate multiphase flow properties has 
been devised which is fast, accurate, and does not require a solution of the multiphase flow 
equations on a high resolution reservoir model with subsequent averaging. The multiphase 
method has been extended to three dimensions and the continuing work will focus on using 
this approach for defining scaled up multiphase flow properties in three dimensions. 

12. Affiliates Progress Review Meeting 

An annual review meeting for member companies in the Stanford Horizontal Well Project 
was held at Stanford on October 19-20, 1995. This meeting was well attended and member 
companies made presentations on their horizontal well interests and activities on the second 
day. The next meeting is scheduled for October 10 and 11, 1996, to be right after the SPE 
Fall Meeting, for the benefit of travel arrangements for overseas members. 

13. Presentations at Conferences, etc. 

A number of presentations were made at varoius technical conferences and forums: 

1. “Use of Simulators for Horizontal Well Evaluation” presented at 1995 SPE Forum 
on Horizontal Well Evaluation and Performance Assessment - Snowmass CO, July 
3 0 - A u ~ s t  4 

2. Two presentations on Reservoir Management and The Way Forward presented at 1995 
SPE Forum on Horizontal Wells: Problems and Solutions - Dubai, UAE, Nov 25-30. 

We also attended the following meetings: . 

0 SPE Karachi Section Meeting on Use of Horizontal and Non-Conventional Wells for 
.Oil and Gas Field Development held, at Islamabad Office of Occidental of Pakistan in 
Karachi on November 23 and December 8, 1995. 

0 BP Workshop on Non-Conventional Wells where Stanford Horizontal Well Project was 
discussed, held on Feb 20-22, 1996 in Seattle, Washington. 

x i i i  





1. Preliminary Analysis of the 1995 Stanford Horizontal Wellbore 
Experiments 

by Liang-Biao Ouyang, Sepehr Arbabi, and Khalid Aziz 

Abstract 

Brief introduction and analysis of the 1995 Stanford Horizontal Wellbore experiments is * 

presented. The influence of inflow on wellbore flow for both single phase and two-phase cases is 
investigated. Different mechanisms, including boundary layer effect, kinetic energy effect, and 
flow pattern effect, have been proposed to explain inflow effect. Comparison between measure- 
ment and prediction by existing mechanistic models or empirical correlations is also performed. 

1.1 Introduction 

Over the last decade horizontal wells have become a well established technology for the 
recovery of oil and gas. They have become increasingly attractive for production from thin 
reservoirs, naturally fractured reservoirs, reservoirs with gas and water coning problems, offshore 
environments where various wells are drilled from a central platform, as well as in the enhanced 
oil recovery practices such as steam injection. 

Modeling of horizontal wells poses additional challenges, one of which is the 
determination of the frictional pressure drop along the wellbore. The pressure drop due to friction 
is usually neglected in classical reservoir simulation models. However, practical examples have 
shown that in many cases the inclusion of wellbore friction is essential for the correct prediction of 
well performance. For horizontal wells, the frictional pressure drop becomes even more 
significant, since the drilling technology now allows wells to be several thousands of feet long. 
Thus the frictional pressure drop over the production portion of the well will be much larger in 
horizontal wells compared to that in vertical wells. 

Depending on the completion method used in a horizontal well, fluid may enter the 
wellbore radially through perforations at various locations, which alters the flow behavior along 
the wellbore and complicates the modeling of the problem. For single phase flow, Ouyang & Aziz 
[l] have shown that influx through well perforations increases the wall fiiction for the laminar 
flow regime and decreases the wall friction for the turbulent flow regime. This means that the 
frictional pressure drop can be larger or smaller than that for no influx or no-wall-flow situations 
depending on the flow regime present in the wellbore. In addition, as the distance between 
adjacent perforations may not be long enough to achieve a stabilized velocity proffie, the flow 
characteristics and the pressure gradient in a horizontal wellbore may change with location. The 
flow behavior in a horizontal wellbore, with an increasing flow rate along it due to influx, and the 
relationship between pressure drop and influx from reservoir are some of the most important but 
unsolved issues in the engineering analysis of horizontal wells. Furthermore, in certain cases, gas 
and liquid flow simultaneously in horizontal wellbores under different flow patterns. Since various 
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flow patterns behave differently when no influx is present through the pipe walls, with inflow the 
problem will become much more complicated. 

Literature survey leads to the following observations: 
No correlations exist for determining the wall friction factors for single ph&e and 
multiphase fluid flow in a wellbore with inflow or outflow through perforations. 
The accelerational and inflow-directional pressure drops are neglected in most of the 
single wellbore flow models or wellbore-reservoir coupling models. 
The wall friction shear is usually evaluated by using the friction factor correlations for 
pipe flow without mass transfer through the pipe wall. Therefore, the impact of mass 
transfer through the pipe wall on the wall friction is not included. 
No mechanistic model has been developed to predict the flow characteristics, such as 
flow pattern, liquid holdup and pressure drop in multiphase wellbore flow with the 
presence of inflow or outflow through perforations. 

In order to investigate the influence of inflow on single phase and multiphase wellbore 
flow behaviors, experiments have been designed and performed in 1994 for oil-nitrogen and in 
1995 for &-water flow in a 100 feet-long horizontal wellbore model at the Marathon Oil 
Company's Littleton facility. This report focuses on a preliminary analysis of the 1995 Stanford 
Horizontal Wellbore Experiments for multiphase flow. A separate report will be presented on the 
new single phase wellbore flow model and new wall friction factor correlations which have been 
developed at Stanford (Ouyang & Aziz, [l]). 

1.2 Experimental Setup 

The horizontal wellbore flow model can be sketched as shown in Figure 1.1. The wellbore 
test section is 100 feet long and consists of twenty. 5-feet sections. The perforations begin at the 
85-feet location and end at the 10-feet location. Figure 1.2 shows the average measured wellbore 
inside diameters for each section. From this figure it can be seen that the wellbore internal 
diameters range from 6.15 inch to about 6.30 inch, this range is smaller than that of the wellbore 
employed for the 1994 experiments. Except for the 20-25 feet section, the 55-60 feet section and 
the 80-95 feet section, variation in the pipe internal diameter is quite small (less than 0.05 inch). 

A total of 134 experiments have been conducted (Table 1.1) which can be classified as: 

Single phase water flow without inflow - calibration experiment (series 0) 
Single phase water axial flow with water inflow (series IA1-IA3) 
Air and water two-phase flow 
'1. Air-water axial flow without inflow (series IIAl-IIA3) 
2. Water axial flow with air inflow (series HI3 1-ILB3) 
3. Air-water axial flow with single phase inflow 

Water inflow (series IICla-IIC'lc) 
Air Inflow (series IIC2a-IIC2b) 

. 

4. Air and water axial flow with air and water inflow (series lIDla-lID3b) 
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For each experimental run, axial flow and inflow flow rates; the liquid fractions at 11.25 
feet, 36.25 feet, and 61.25 feet locations; pressure drops every 10 feet and 50 feet; pipe 
inclination angle; inlet and outlet temperatures and pressures were measured and recorded 
automatically into a Microsoft Excel file for later analyses. For most experiments, data were 
recorded for at least 10 minutes after reacbing stabilized flow. The flow dong the whole wellbore 
was video-taped and the flow patterns at 11.25 feet, 36.25 feet and 61.25 feet locations were also 
recorded. 

- 
Axial 
Flow 

Outlef of Axial& 
Inflow Fluid 

Water and/or Air Inflow 

Figure 1.1: Wellbore Section Used for the 1995 Horizontal Flow Experiments 
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Figure 1.2 Average Measured Wellbore Internal Diameter for Each Section 



Table 1.1: Experiments Conducted in 1995 
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Table 1.1: Experiments Conducted in 1995 (continued) 

Experiment I Series 
I IlClC 

llC2a 
Air core flow 

air inflow 

1.3 Analysis of Experimental Data 

1.3.1 Wellbore Characterization Experiment 

As can be imagined, the effective wellbore roughness will be altered (becomes higher) due 
to the perforations drilled in the wellbore. The determination of the effective wellbore pipe 
roughness is an important issue for data analysis. 

Kloster [2] experimentally studied flow resistance in a perforated pipe without inflow 
through the perforations by using a pipe of 6 3  inch OD and 17-feet in length. The pipe had a 
perforated section of 14-feet long with a perforation density of 180 holes per foot. The Reynolds 
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number covered in his study ranged from 60,000 to 450,000. He found that friction factor vs 
Reynolds number relationship didn‘t exhibit the characteristics of regular pipe flow. The friction 
factor for perforated pipe did not decrease with increasing Reynolds number for the whole 
Reynolds number range investigated. It reached a local maximum between Re = 160,000 and Re = 
220,000 where the friction factor increased about 60-70% over the value determined by Reynolds 
number and pipe roughness. For Reynolds number less than 160,000, the friction factor increased 
about 55%, while it increased about 2545% for Reynolds number greater than 220,000. Su & 
Gudmundsson [3] measured the mass flow rates and water column heights for single phase water 
flow along a vertical tube. For comparison purposes, both the experimental data for flow before 
and after perforation drilling were measured. Based on their measurement, Su & Gudmundsson 
[3] introduced a roughness function which was correlated as a function of the perforatiodcasing 
diameter ratio. 

Although the analyses associated with the above two studies for single phase water flow in 
a perforated pipe need to be improved, the observations do imply that the effective pipe roughness 
is augmented by perforations. 

In order t o  determine the effective pipe roughness for the wellbore used in our 
experiments, two characterization experimental runs (series 0), one with water flow rate of 17.5 
MbpD, and the other with water flow rate of 30.0 MbpD, were performed. By changing the 
effective pipe roughness, the best match between prediction and measurement of the pressure 
drops for each section can be achieved. The best match is referred here to the point where either 
the minimum absolute difference or the minimum absolute relative difference between prediction 
and measurement is reached. Figure 1.3 shows the ‘comparison between measurement and 
prediction obtained from two effective pipe roughnesses, 6.8 x lo-’ feet which is derived from the 
minimum of absolute difference, and 9.8 x lo? feet which is derived from the minimum of absolute 
relative difference. The comparison indicates that the effective pipe roughness of 9.8 x lo” feet 
gives better prediction. Analysis for the 17.5 MbpD water flow rate case leads to a value of the 
effective pipe roughness very close to that for the 30 MbpD water flow rate case. 

22 

c.5 215 - 
s 
s 

‘ 2  
3 

01 

0)  

21’ 

20.5 

b 

...... Predicted, Roughness = 6.8e-5ft 

I 

6 



1.3.2 Single Phase Water Flow with Inflow 

Figure 1.4 compares pressure drops for different combinations of water axial and inflow 
rates. It can be observed that the higher the axial water flow rate, or the higher the water inflow 
rate, the higher the pressure drops. A more revealing comparison is displayed in Figure 1.5, where 
two single phase water flows with the same amount of total water flow rate of 17.5 MbpD, one 
with only axial water flow, the other with 10.5 MbpD of axial flow and 7.0.MbpD of inflow, are 
compared. Along the frrst half of the wellbore, the pressure drops for the 10 feet sections with no 
inflow are higher than for the case with inflow, while along the second half of the wellbore 
pressure drops for the case with no inflow are lower than for the case with inflow. Note that from 
the inlet (100 feet location) up to the 10 feet wellbore location, the average locd water velocity is 
always higher for the case withno inflow than for the case with inflow. Therefore it is very natural 
to conclude from Figure 1.5 that inflow increases the pressure drop along the wellbore. As used 
by some researchers, such as Shapiro et al. [4], Kays & Crawford [SI, the apparent friction factor 
can be introduced here to describe the pressure drop along the wellbore. Then the above 
observation is equivalent to saying that inflow increases the apparent friction factor. The 
statement is correct but dangerous, since it is easy for engineers to get the impression that inflow 
increases wall friction. Figure 1.6 demonstrates why the impression is inappropriate. It shows the 
change of three friction factors with wellbore locations, the total (apparent) friction factor 
obtained on the basis of measurements, the actual friction factor obtained from measurement and 
new single phase wellbore flow model (Ouyang & Aziz, [ l]), and the no-wall-flow friction factor 
obtained from the Colebrook-White [6,7] equation by using local Reynolds number and effective 
pipe roughness. The apparent friction factor is larger than the no-wall-flow friction factor, but the 
actual friction factor is smaller than the no-wall-flow friction factor. In other words,' the wall 
friction factor is reduced (not augmented) by inflow. This can be easily explained by the inflow 
and outflow influence mechanisms detailed in Ouyang & Aziz [l], it is a result of the existence of 
turbulent flow in all the single phase water flow experiments. 

-A- 
-i- 

WCQ = 10.5, WIQ =7.0 
WCQ = 14.0, WIQ = 10.5 - 

Flow Direction 

0 20 40 60 80 100 

Pipe Location (Feet) 

Figure 1 . 4  Pressure Drop for Single Phase Water How with Inflow 
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Figure 1.6: Comparison among Different Fanning Friction Factors 

1.3.3 Air and Water Two-Phase Flow 

For simplicity, the following notation is used in the plots shown in this section 
WCQ: Water axial flow rate, in MbpD (thousand barrels per day); 
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WIQ: Water inflow rate, in MbpD; 
WQ:. Water flow rate, either water inflow rate or water axial flow rate, in MbpD; 
ACQ: Air axial flow rate, in MMscfD (million standard cubic feet per day); 
AIQ: Air inflow rate, in MMscfD; 
AQ: ~ i r  flow rate, either air inflow rate or air axial how rate, in ~ ~ s c f ~ ;  
WAQ: Water and air flow rates, i.e., WAQ = (WCQ, ACQ; WIQ, AIQ). 

0.4 - 

Air axialflow rate efsect. Figure 1.7 showspressure drop over each 10 feet section for two-phase 
axial flow without air or water inflow through perforations, where the water flow rate is held 
constant while the air flow rate is increased from about 0.5 MMscfD to 1.7 MMscfD. The overall 
pressure drop along the wellbore increases from 1.147 psia to 2.236 psia when the air axial flow 
rate increases from 0.5 MMscfD to 1.7 MMscfD. Figure 1.8 shows the influence of air axial flow 
on.pressure drop for two-phase axial flow with water inflow. Again, increasing of axial air flow 
rate leads to the increasing of pressure drop. 

+ACQ = 0.5 MMscfD, Total DP= 1.147 psia 
+ ACQ = 1.0 MMscfD, Total DP = 1.453 psia 
--t ACQ = 1.7 MMscfD, Total DP = 2.236 psia . 

Air inflow rate effect. The air inflow rate effect on two-phase wellbore flow is shown in Figures 
1.9 and 1.10. Both figures indicate that the higher the air inflow rate, the higher the pressure drop. 
It is interesting to compare two wellbore flows with the same total air and water flow rates, one 
with only air and water axial flow, while the other with water axial flow and air inflow. As shown 
in Figure 1.1 1, the overall pressure drop in the first case where no inflow is present is lower than 
that for the latter case with inflow. The main reason for this difference is due to the inflow effect 
on the accelerational and frictional pressure drops, because flow patterns observed for both cases 
are the same, i.e., slug flow along most of the wellbore. 

Water axialflow rate eflect. Similar to the influence of air axial flow rate, the increase of water 
axial flow rate also leads to the increasing of pressure drop in each 10 feet section. This is shown 
for two-phase axial flow without inflow in Figure 1.12, for water axial flow with air inflow in 
Figure 1.13, for two-phase axial flow with water inflow in Figure 1.14, for two-phase axial flow 
with air inflow in Figure 1.15, and for two-phase axial flow with two-phase inflow in Figure 1.16. 

Flow Direction 
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. Figure 1.7: Air Axial How Rate Effect -Two-Phase Axial Flow with No Inflow (WCQ = 14.0h4bpD) 
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Figure 1.8: Air Axial How Rate Effect -Two-Phase Axial How with Water Inflow 
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Figure 1.9: Air Inflow Flow Rate Effect --Water Axial How with Air Inflow 
(WCQ = 14.0 MbpD) 
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Figure 1.10: Air Inflow Flow Rate Effect --Two-Phase Axial Flow with Air Inflow 
(WCQ = 14.0 MbpD, ACQ = 0.5 MMscfD) 
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Figure 1.1 1: Air Inflow Flow Rate Effect --Comparison between Air Axial Flow and Air M o w  
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Figure 1.12 Water Axial Flow Rate Effect --Two-Phase Axial Flow with No M o w  
(ACQ = 1.7 MMscfD) 
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Figure 1.13: Water Axial Flow Rate Effect -Water Axial Flow with Air Inflow 
(AIQ = 1.7 MMscfD) 
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Figure 1.14  Water Axial Flow Rate Effect -Two-Phase Axial Flow with Water M o w .  
(ACQ = 1:7 MMscfD, WIQ = 3.5 MbpD) 
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Figure 1.15: Water Axial Flow Rate Effect -Two-Phase Axial Flow with Air Inflow 
(ACQ = 0.5 MMscfD, AIQ = 1 .O MMscfD) 
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Figure 1.16: Water Axial Flow Rate Effect --Two-Phase Axial Flow and Inflow 
(ACQ = 0.5 MMsc~D, WIQ = 3.5 MbpD, AIQ = 1.0 MMscfD) . 
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Two-phase inflow efect. The inflow not only affects the accelerational and frictional pressure 
drops for two-phase wellbore flow, it may also modify the flow pattern present in the wellbore. 
As a result the pressure drop may not increase with air or water inflow. An example of this 
situation is given in Figure 1.17. The total wellbore. pressure drop for the case 'without inflow is 
even higher than for the case with inflow. This observation is different from what w& observed 
for single phase flow (Figure 1.5). Therefore, the flow pattern change plays an important.role in 
the pressure drop along the wellbore for two-phase flow. , 

Inflow pa?tern efect. Inflow pattern is referred in this report to the air and water inflow 
distribution along the perforated part of the wellbore. Three inflow patterns were implemented in 
the 1995 experiments (Figure 1.18): 

Pattern #l:Air inflow in the first half (47.5-85 feet part), water inflow in the second 
half (10-47.5 feet part); 
Pattern #2: Water inflow in the first half (47.5-85 feet part), air inflow in the second 
half (10-47.5 feet part); 
Pattern #3:Alternating air and water inflow distribution along the whole perforated 
Part. 

Figures 1.19 and 1.20 show the influence of inflow pattern on the pressure drop for both 
low and high flow rate cases. For the low flow rate case, the overall pressure drop along the 
wellbore for inflow pattern #2 is 0.8 psia, which is about twice that for inflow pattern #1 and 
inflow pattern #3. Such a significant difference is related to the change in flow pattern. Even when 
the air ahd water axial and inflow rates are the same, the flow patterns observed are different for 
different inflow patterns. Stratified wavy flow occurs Gong the whole wellbore for both inflow 
patterns #1 and #3, whereas slug flow is observed along a part of the wellbore for inflow pattern 
#2. For the high flow rate case, slug flow occurs for all three inflow patterns, as a consequence 
the overall pressure drops along the wellbore are about the same (Figure 1.20). 
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\I 

Y 1 Total DP = 0.677pw 

-0.05 
0 20 40 60 80 100 

Pipe Location (reef) 
Figure 1.17: Two-Phase Inflow Rate Effect -Comparison between Two-Phase Axial Flow with and 

without Two-Phase Inflow 
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Figure 1.18: Two-Phase Inflow Pattern Specifcation 

0.2 

0.15 

0 20 40 60 80 loo 
Pipe Location (feet) 

Figure 1.19: Two-Phase Inflow Pattern Effect--Low Flow Rate Case, WAQ = (3.5,0.5,3.5,0.5) 
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Figure 1.20: Two-Phase Inflow Pattern Effect--High Flow Rate Case, WAQ = (14.0,0.5,3.5, 1.0) 
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Pipe inclination efsect. As shown in Figure 1.21, the measured pressure drop along a certain 
wellbore section (section AAIB2B) is different from the actual pressure drop along the same 
section, 

The actual hydrostatic pressure drop is considered to be the pressure drop between cross-section 
AAI and cross-section BB2, which may differ from the hydrostatic pressure drop between point A 
and point €3. Furthermore, the pressure drop between point A and point B can be different from 
the pressure difference between the average pressure at cross-section AAI and cross-section BB2 
(the latter pressure drop is what is obtained from model predictions). The actual hydrostatic 
pressure drop is dependent upon the fluid distribution (flow pattern) in the section, while the 
pressure difference between cross-section .AAI and cross-section BB2 depends on the pressure 
distribution over both cross-sections. 

(@)mcaslmd = (@)I* = (@)AB + (@)m,AB 

Figure 1.22 compares the 10 feet no-hydrostatic pressure drops for single phase water axial 
flow with inflow in upward (pipe inclination angle = 2 degree), downward (pipe inclination angle 
= -2 degree) and hokontal wellbores. The no-hydrostatic pressure drops are defined as the sum 
of all pressure drop components along the section except the gravitational one. The figure shows 
that the no-hydrostatic pressure drops for a l l  three , wellbore orientations are identical, which 
means that, as expected, the pipe inchation only affects the hydrostatic pressure drop term under 
single phase flow conditions. For two-phase or multiphase flow, pipe inclination plays an 
important role in the flow pattern and thus the overall pressure drop, the no-hydrostatic pressure 
drops, as well as the hydrostatic pressure drops (Figures 1.23 and 1.24). 

/ Flow 
Direction 

Figure 1.21: Difference between the Measured Pressure Drop and Its Real Value 
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Figure 1.23: Pipe Inclination Effect--Water Axial Flow with Air Inflow, (WCQ = 10.5, AIQ = 1.0) 
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Figure 1.24: Pipe Inclination Effect-Two-Phase Axial Flow with Air M o w  
(WCQ = 10.5 MbpD, ACQ = 0.5 MMscfD, AIQ = 1.0 MMscfD) 
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Brief summary. As discussed above, many factors come into effect whenthe two phases flow in 
the wellbore, among them are axial air and water flow rates, air and water inflow rates, inflow 
pattern, pipe inclination, and as can be anticipated, fluid properties, pipe geometry as well as 
perforation density and geometry. Figure 1.25 compares pressure drops for different air and water 
flow arrangements in the wellbore where the total air and water flow rates are 1.0 MMscfD and 
7.0 MbpD respectively. The overall pressure drops along the wellbore are listed in Table 1.2. 
Both Figure 1.25 and Table 1.2 show that pressure drops change significantly with flow 
arrangement. The overall pressure drop ranges from 0.2992 psia to 0.8891 psia. Under the 
condition of air and water flow rates of 1.0 MMscfD and 7.0 MbpD, the flow format 
corresponding to the water axial flow with air inflow and that corresponding to air and water axial 
flow with air inflow give the highest overall pressure drop, while with air and water axial flow the 
lowest overall pressure drop is obtained. 

It should be noted that influences of different parameters on wellbore flow behavior are 
interrelated and depend upon specific flow conditions. For example, the effect of two-phase 
inflow pattern is affected by flow rates. For the low flow rate case, the overall pressure drop 
along the wellbore in the inflow pattern #2 is about two times that in inflow pattern #1 and inflow 
pattern #3 (Table 1.2), whereas the overall pressure drops in all three inflow patterns are about 
the same for the high flow rate case as shown in Table 1.3. 
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Figure 1.25: Pressure Drop Comparison at 1.0 MMscfD Air and 7.0 MbpD Water Flow Rates 
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Table 1.2: Overall Pressure Drop Comparison 

Flow Format 

Water axial flow, air inflow 
Air and water axial flow with air inflow 
Air and water axial flow and inflow, pattern #2 
Air and water axial flow with water inflow 
Air and water axial flow and inflow, pattern #3 
Air and water axial flow and inflow, pattern #1 
Air and water axial flow 

Overall Pressure Drop 
along the Wellbore (psia) 

0.8891 
0.8856 
0.8001 
0.5575 
0.4108 
0.3763 
0.2993 

Table 1.3: M o w  Pattern Effect at High How Rate 
WAQ = (14.0,0.5,3.5, 1.0) 

Flow Format 

Air and water axial flow and inflow, pattern #1 
Air and water axial flow and inflow, pattern #3 
Air and water axial flow and inflow, pattern #2 

Overall Pressure Drop 
along the Wellbore (psia) 

3.827 
3.507 
3.288 

1.4 Mechanisms of Inflow Effect 

Three different but interdependent mechanisms for inflow affect two-phase wellbore flow: 
'Boundary layer effect (Figure 1.26). Inflow disturbs the fluid flow near the pipe wall 
and thus changes the velocity profdes in each cross-section, as a result the wall friction 
is altered:Based on Ouyang & Aziz [l], for single phase flow, inflow increases the 
axial. velocity gradient near the pipe wall and hence increases the wall friction for 
l h a r  flow, whereas the opposite is .true for turbulent flow. 
Kinetic energy effect (Figure 1.27). Inflow provides the energy needed to accelerate 
the fluid flow along the wellbore. This effect is found to be very important for all the 
1995 single phase water axial flow with water inflow experiments. The accelerational 
pressure drop accounts for about the same percentage in the total pressure drop as the 
frictional pressure drop component (Ouyang & Aziz, [ 13). 
Flow pattern effect (Figure 1.28). As .can be anticipated, inflow affects the flow 
pattern by two different means: 
1. The inflow changes air and water flow rates in a specific cross-section, as a result 

the superficial air and water velocities are both. changed, which leads to the flow 
pattern change along different cross sections; . 
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2. The inflow enhances the radial velocity component and affects the fluid flow near 
the pipe wall. The flow pattern transition mechanisms for pipe flow with no inflow 
may be invalid for wellbore flow due to the inflow influence. 

- Axial Flow - Axial Flow 

4 4 4 4  

’ (a)NoInflow 
Inflow 

(b) With Inflow 

Figure 1.26: Inflow Effect on Boundary Layer 

Gas Gas 

(a) No Inflow (b) With Inflow 

Figure 1.27: Inflow Effect on Kinetic Energy 

(a) No Inflow (b) With Inflow 

Figure 1.28: Inflow Effect on Flow Pattern 
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1.5 Model Prediction 

All the existing flow pattern, pressure drop and liquid holdup prediction models and 
correlations have been developed for multiphase pipe flow where no inflow occurs. For two-phase 
flow in pipes with no inflow, the flow pattern should not change along the pipe provided that the 
superficial velocities for both phases are kept unchanged, and that the stabilized flow has been 
reached. This is not true for two-phase wellbore flow with mass transfer through perforations. For 
this situation, the flow pattern is expected to change with pipe location even under stabilized flow 
conditions. Moreover, wall friction and kinetic energy also change due to inflow (see last section). 
Therefore, new mechanistic models or'empirical correlations should be developed to handle 
multiphase flow in the completed portion of a wellbore. So far, no such models or correlations 
have been reported in the literature. 

. 

For the time being, the segmented model approach as shown in Figure 1.29 is used to 
predict flow pattern, pressure drop, and liquid holdup by using existing mechanistic models or 
corielations. But it should be noted that: 

0 no existing models or correlations account for the &flow effect; 
empirical correlations used in mechanistic models, such as wall friction factor, 
interfacial fiiction factor, liquid entrainment fraction correlations, intended for pipe 
flow without inflow, may lead to large deviations for wellbore flow; and 
transition criteria in existing mechanistic models may be invalid for wellbore flow, as a 
result the flow patterns predicted may be incorrect. 

The procedure involved in the segmented model approach consists of the following steps: 
1. Divide the wellbore into small segments; the smaller the segment, the more accurate 

the predictions. 
2. Begin with the well toe, add the air and water inflow rates dQL and dQG in the segment 

to the inlet air and water axial flow rates QL and QG , respectively. 
3. Compute the average superficial velocities for both phases. 
4. Determine the flow pattern in the segment based on the superfcial velocities. 
5. Calculate the pressure drop and liquid holdup in the segment. 
6.. Repeat steps 2-5 until reaching the well heel. 
7. Sum up to get information on flow pattern and liquid holdup along the wellbore and 

the pressure drop along any section of interest. 

' Five models or empirical correlations are used to predict pressure drop and liquid holdup, 
0 Stanford Mechanistic Model (Petalas & Aziz, [8]) 

Beggs & Brill Model [9] 
Beattie & Whalley Model [ 101 
Dukler et al. Model [ 113 
Homogeneous Model (used in Eclipse resewoir simulator) 

The fnst two models also provide flow pattern predictions. 
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Figure 1.29: Segmented Model Approach 
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Figure 1.30: Comparison between Model Prediction and Measurement 
-Air & Water Axial How (Experiment No 18, Horizontal Case) 

Comparisons of every 10 feet pressure drops between measurement and prediction for air and 
water two-phase flow with or without inflow are shown in Figures 1.30-1.33. Figure 1.30 is for 
air and water axial flow without inflow, fiom which it can be seen that all the models except the 
Stanford mechanistic model predict higher pressure drops than measurements. The Beattie & 
Whalley [ 101 model and the homogeneous model used in Eclipse reservoir simulator predict close 
pressure drops which are still larger than measured values, while the Dukler et al. [ 1 13 model and 
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the Beggs & Brill [9] model give much higher values of the pressure drop. The Stanford model 
predicts satisfactory results for pressure drops along the second half (downstream) of the wellbore 
(50-100 ft), but overpredicts pressure drops in the first half (0-50 ft). Note that the predicted 

* flow pattern changes along the first half of the wellbore, as a result the pressure drops vary 
significantly. For water axial flow with air inflow (Figure 1.31), air and water axial flow with air 
inflow (Figure 1.32), or air and water axial flow with air and water inflow.(Figure 1.33), no 
existing model can provide satisfactory predictions. In most situations, the models underestimate 
pressure drop for the first half of the wellbore, while overestimate pressure drop for the second 
half. 
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Figure 1.31: Comparison between Model Prediction and Measurement 
-Water Axial Flow with Air Inflow mxperiment No 30, Horizontal Case) 
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Figure 1.32: Comparison between Model Prediction and Measurement 
-Air & Water Axial Flow with Air Inflow (Experiment No 50, Horizontal Case) 
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Figure 1.33: Comparison between Model Prediction and Measurement 
-A:, & Water Axial Flow and Inflow (Experiment No 54, Horizontal, Pattern #1) 

1.6 Discussion and Conclusions 

Inflow has'a signifcant impact on single $base flow in pipes. The wall friction shear is 
found to be reduced by inflow for turbulent flow. The'accelerational pressure drops are quite 
large and comparable to the frictional components in all the single phase experiments. Therefore, 
both the accelerational and frictional pressure drops should be considered in studying the fluid 
flow along a wellbore. 

The influence of inflow on air-water two-phase pipe flow is not so straightforward as in 
the single phase flow case. Many parameters come into play, among which are air and water axial 
flow rates, air and water inflow rates, two-phase inflow pattern, pipe inclination, fluid properties, 
pipe geometry as well as perforation density and geometry. Effects of different parameters are 
interrelated. 

Three mechanisms, boundary layer effect, kinetic energy effect, and flow pattern effect, 
have been proposed to explain the influence of inflow. For single phase flow, only the first two 
mechanisms control the inflow characteristics, while all the three mechanisms affect two-phase 
flow. 

A segmented method has been suggested to predict flow pattern, pressure drop and liquid 
holdup by using the existing mechanistic models or empirical correlations. Unfortunately, 
substantial differences between measurements and predictions have been observed. The reasons 
for this are: (a) existing models or correlations do not account for the inflow effect; (b) 
correlations for wall friction factors, interfacial friction factor and liquid entrainment fraction were 
proposed for gas-liquid two-phase pipe flow without inflow, as a consequence they may not be 
appropriate for air and water wellbore flow where inflow occurs; and (c) transition criteria in 
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existing mechanistic models may be invalid for wellbore flow with influx, and the flow patterns 
predicted may be incorrect. 

References 

Ouyang, L-B., and Aziz, K. “General Single Phase Wellbore Flow Model for Horizontal, 
Vertical and Slanted Well Completions,” DOE Technical Report, in preparation, (1996) 

Kloster, J. “Experimental Research on Flow Resistance in Perforated Pipe,” M. S .  report, 
Norwegian Institute of Technology, (1990) 

Su, Z., and Gudmundsson, J. S .  “Friction Factor of Perforation Roughness in Pipes,” paper 
SPE 26521, presented at the 68th SPE Annual Technical Conference and Exhibition, 
Houston, Texas, Oct 3-6, (1993) 

Shapiro, A. H., Siegel, R., and Kline, S .  J. “Friction Factor in the Laminar Entry Region of a 
Smooth Tube,” Proc. Second U. S .  National Congress of Applied Mechanics, Ann Arbor, 
MI, June 14-18,733-741, (1954) 

Kays, W. M., and Crawford, M. E. Convective Heat and Mass Transfer, McGraw-Hill Co., 
New York, 601pp, (1993) 

Colebrook, C. F. “Turbulent Flow in Pipes, with Particular Reference to the Transition 
Region between the Smooth and Rough Laws,” J. Inst. Civil Engineering (London), vol 12, 
133-156, (1939) 

Colebrook, C. F., and White, C. M. “Experiments with Fluid Friction in Roughened Pipes,” 
Proc. Roy. SOC. (London), vol 161A, 367-381, (1937) 

Petalas, N., and Aziz, K. “Development and Testing of a New Mechanistic Model for 
Multiphase Flow in Pipes,” Second International Symposium on Numerical Methods for 
Multiphase Flows, ASME Fluids Engineering Division Summer Meeting, San Diego, 
California, July 7-1 1, (1996) 

Beggs, H. D., and Brill, J. P. “A Study of Two-Phase Flow in Inclined Pipes,” Trans. AIME, 
~01256,607, (1973) 

[lo] Beattie, D. R. H., and Whalley, P. B. “A Simple Two-Phase Frictional Pressure Drop 
Calculation Method,” Int. J. Multiphase Flow, vol8, no 1,83-87, (1982) 

[ll] Dukler, A. E., Wicks, M., and Cleveland, R. G. “Frictional Pressure Drop in Two Phase 
Flow: A. A Comparison of Existing Correlations for Pressure Loss and Holdup,” AIChE J., 
vol 10,38, (1964) 



2. Development and Testing of a New Mechanistic Model for 
Multiphase Flow in Pipes 

by Nichblas Petalas and &lid Aziz' 

Abstract 
The use of mechanistic models for multiphase flow calculations is expected to greatly 

improve our ability to predict pressure drop and holdup in pipes. In this paper, a new model is 
developed which can be used for all pipe geometries and fluid properties. The model lends itself to 
implementation in a computer program in that a significant number of calculations are required 
and several of these require iterative procedures. The performance of the model over a wide range 
of conditions has been evaluated through the use of three dimensional surface plots. Comparisons 
with laboratory as well as field data have also exhibited good results. This work has also identified 
the need for further work in this area. 

2.1. Introduction 
Empirical models often prove inadequate in that they are limited by the range of data on 

which they were based and, generally, cannot be used with confidence with the types of fluids or 
under the types of conditions encountered in the field. Furthermore, many such models exhibit 
large discontinuities4 at the flow pattern transitions and this can lead to convergence problems 
when these models are used for the simultaneous simulation of petroleum reservoirs and 
associated production facilities. Mechanistic models, on the other hand, are based on fundamental 
laws and thus can provide for more accurate modeling of the geometric and fluid property 
variations. Most mechanistic models begin by assuming that a particular flow regime is present. 
By solving the momentum balance equations for certain quantities that determine its 
characteristics, the stability of the flow pattern is examined. If the chosen flow pattern is shown to 
be stable, the procedure is terminated, the pressure drop and phase volume fractions being 
obtained directly from the momentum balance equations. If the flow pattern cannot exist under 
the specified conditions, a new flow pattern is assumed and the procedure is repeated until a 
stable flow pattern is determined. 

To date, many of the models presented in the literature are either inc~mplete~ '~~,  in that 
they only consider flow pattern determination, or are limited in their applicability to all pipe 
inclinations3"*. A new model has been developed which overcomes these limitations. 

For most of the flow patterns considered, one or more empirical closure relationships are 
required even when a mechanistic approach is used. Where correlations available insthe literature 
are inadequate for use in such models, new correlations must be developed. ' 

A large amount of data has been collected through the use of a Multiphase Flow Database 
developed at Stanford University. This database program allows the user to specify criteria which 

This paper was submitted for publication at the Second International Symposium on Numerical Methods for Multiphase Flows of the Fluids 
Engineering Division of the ASME to be held in San Diego on July 7-1 1,1996. 

25 



limit the range of data selected and to output the results using a number of different formats. The 
database presently contains over 20,000 laboratory measurements and approximately 1800 
measurements from actual wells. The required empirical correlations were developed based on 
these data and they reflect changes in pipe diameter, fluid properties and pipe inclination (upward 
and downward inclinations are represented). 

2.2. Model Description 
The development of mechanistic models to predict the behavior of multiphase systems 

started with the pioneering work of Taitel and Dukler'' (1976). While they dealt only with flow 
pattern predictions, these ideas have been extended here to obtain comprehensive design 
techniques. The basic flow patterns considered in this approach are: 

*Stratified Smooth 
*Stratified Wavy 
*Intermittent (slug, elongated bubble, plug) 
*Annular Mist (annular flow with dispersed bubbles) 
*Bubble 
*Dispersed Bubble 
*Froth or Churn 

2.2.1. Equilibrium Stratified Flow 
n e  geometrical aspects of this kind of flow are shown in Figure 2.1. 

as cross section, A, 

Perimeter in contact 
with liquid, S, 

FIGURE 2.1 - MOMENTUM BALANCE WITH TWO SEGREGATED FLUIDS 
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Momentum balance can be written on the liquid and gas phases contained in a control 
volume. After taking the limit as A L 4  the two momentum balance equations may be expressed 
as: 

-AL(%) -7 wLSL +z - p LAL -sin0 l? = 0 I 

gc 
and 

The shear stress terms can be expressed in terms of friction factors: 

Eq. 2.1 

Eq. 2.2 

Eq. 2.3 

The friction factors for the gas and liquid phases are evaluated from the single phase 
relationships by using the Colebrookg correlation with the following definitions of Reynolds 
number and hydraulic diamedr: 

Eq. 2.4 

Eq. 2.5 

Following the approach used by Taitel and Dukler,” the momentum balance equations can 
be combined and expressed in dimensionless form leading to the following expression which can 
be solved to determine the equilibrium liquid height: 

Eq. 2.6 
The quantity, X, is the Lockhart-Martinelli parameter: 

X2F2 -4  +4Y = 0 

The remaining quantities are given by: 
Y =  ’ (PL-PG)gSine 

( g ) S G  gc 

Eq. 2.7 

Eq. 2.8 

Eq. 2.9 

Eq. 2.10 

Normally it is assumed that the superficial gas velocity is much higher than the interface 
velocity. This simplification however, is only valid for horizontal or uphill flow where gas moves 
much faster than liquid. To provide for a more general application, here it is assumed that the 
interface velocity is given by the difference of the average phase velocities, i.e. 
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. vi = (vG - v L )  Eq. 2.11 
The interfacial friction factor is obtained from the modification of the Duns and Ros 

method by Baker et a15. 
The simplifications imposed by Taitel and Dukler, i.e., that. fi = fG , VG >> V,, and that 

the friction factors can be approximated by the smooth-pipe correlation of Blasius, limit the 
applicability of their model and are not made in this model. Furthermore, since the values of X and 
Y are dependent on pressure gradients, which are in turn dependent on pipe roughness, the 
evaluation of the effect of roughness based on dimensionless plots of liquid height versus X for 
various values of Y is not trivial. An iterative procedure is required where for a given value of Y, 
the value of X required to obtain a desired dimensionless liquid height is determined. The results 
thus obtained are relevant only for the specific set of fluid properties and pipe roughness analyzed. 
Our results show that the effect of roughness can be significant, even for very small values of Y. 

The stability of the stratified flow pattern can be determined once the liquid height is 
known. The approach used by Taitel and Dukler, using an extension of the Kevin-Helmholtz wave 
stability theory is also used in this model. This attempts to predict the gas velocity at which waves 
on the liquid surface are large enough to bridge the pipe: ' 

or, in dimensionless form: 

Eq. 2.12 

Eq. 2.13 

Xiao" et al. suggest that this mechanism of wave growth for the transition to intermittent 
flow may not be applicable for large diameter pipes where the entrainment deposition process is 
more dominant. At steep downward inclinations, Barnea6 proposes a mechanism whereby 
stratified flow can change to annular, even at relatively low gas rates. This occurs when the liquid 
height is small and the liquid velocity is high. Liquid droplets are sheared off from the wavy 
interface and may be deposited on the upper pipe wall, eventually developing into an annular film. 
The condition for this type of annular flow is given as: 

Eq. 2.14 

Although no distinction is made in this model between stratified smooth and stratified 
wavy flow for the purposes of determining pressure drop and liquid volume fraction, the transition 
between ,these two regimes is considered. Taitel and Dukler propose that waves will form on the 
liquid surface once the gas velocity is increased beyond 

Eq. 2.15 
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where the sheltering coefficient, s, is given as 0.01. Xiao et al. and in the present model, s is taken 
as 0.06, based on a study by Andritsos”. This value is said to be more suitable, especially for gas 
flow with high viscosity liquids. 

During downflow, waves can develop on the flowing liquid even in the absence of 
interfacial shear from the gas flow. The crikrion for the appearance of waves can be expressed in 
terms of a critical Froude number which varies from 0.5 to 2.2 depending on roughness and 
whether the flow is laminar or turbulent. Barnea6 recommends a limiting value of 1.5 for the 
critical Froude number. When interfacial effects are considered in the calculation of the liquid 
height, this limit can predict smooth flow even ’at high liquid rates where the flow is known to be 
wavy. Reducing the limit to 1.4 resolves this problem. Thus the transition from straWied smooth 
to wavy flow based on this mechanism is: 

Fr=- & > 1.4 Eq. 2.16 

Barnea also notes that theory and experiment both suggest that stratified smooth flow 
does not exist for downward inclinations greater than -5”. 

The solution of the momentum balance equations produces multiple roots when the pipe 
inclination is positive. Xiao et al.’ assume that the lowest root is the physical one. It has been 
observed however, that in certain circumstances the roots are in close proximity and it is not 
possible to discern which root is the physical one. It is believed that the cause of the multiple root 
phenomenon and our inability to establish which of the roots is the physical one is perhaps due to 
the inadequacies of the stratified flow model. For this reason, the present model l ids stratified 
flow to horizontal and downhill’angles only. 

If the flow is shown to be stratified, the liquid volume fraction may be evaluated from: - 
Eq. 2.17 

The pressure drop c&’be obtained directly from either one of the momentum balance 
equations (Eq. 2.1 or Eq. 2.2). 

2.2.2. Annular Mist Flow 
The approach presented here is based on the work of Oliemansi3 et al. (1986), and Xiao’* 

et al. (1990), who in turn have used the work of many previous investigators. The model is based 
on the assumption of a constant film thickness and no slip between the liquid droplets in the gas 
core and the gas phase. It does however account for the entrainment of the liquid in the gas core 
(Figure 2.2). 

Momentum balance on the liquid .film and gas core with liquid droplets yields: 

and 

-Ar (s) -7 wLSL +z - pLAr -sin0 g = 0 
g c  

-ziSi - pcAc -sin0 g = 0 
gc 

The shear stresses for this case are given by: 

29 

Eq. 2.18 

Eq. 2.19 



Gas core of area A, , 

Liquid film of thickness 6, 
and cross-sectional area A, 

Eq. 2.20 

FIGURE 2.2 - CHARACTERISTICS OF ANNULAR-MIST FLOW 

As was done for stratified flow, the following equation can be solved for the dimensionless 

X2F2 - + 4Y = 0 where Eq. 2.21 
filmthickness, tiL: 

Y =  (PL - Pc)gsine 

(%)SG gc 

ff -2 % N v, -.vf 
f S L  Af 

F2=[-)Vf 7 vsG ) ' 

The velocities of the liquid film and of the gas core are given by: 
A (1 - FE) V f  = vSL (1 - FE)- = vSL 

Af 46",(1-6",) 
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A (vSG + 'SL FE) V, = (vSG + v,,FE)-- = Eq. 2.23 

The friction factor for the liquid film&, is evaluated from the single phase relationships at 
the film Reynolds number. The only additional quantities required are the interfacial friction 
factor, fi, and the liquid fraction entrained, FE. To obtain appropriate correlations for these 
quantities, all the available annular-mist flow data were extracted from the Stanford Multiphase 
Flow Database (a total of 1,007 measurements) and the following procedure adopted. 

By assuming that each experimental data point represented the desired pressure gradient 
and liquid volume fraction, a two-dimensional Newton-Raphson approximation was used to 
determine the values o f5  and FE that, when used with the model described herein, would produce 
these values. Some of the data were not able to converge to within the desired accuracy of 15% 
and were discarded. The remaining 742 observations were used to obtain the following 
correlations for FE andfi: 

0.15 

-=3523[ FE 
1 -  FE vSG + vSL 

'SL ) N b  011 N; 003 N i  0074 Eq. 2.24 

The dimensionless quantities are defined as: 

Eq. 2.25 

Eq. 2.26 

Barnea presents a model for the transition from annular flow based on two conditions. The 
first of these is based on the observation that the minimum interfacial shear stress is associated 
with a change in the direction of the velocity profile in the film. When the velocity profile becomes 
negative, stable annular flow cannot be maintained and the transition to intermittent flow occurs. 
The minimum shear stress condition may be determined from Eq. 2.18 to Eq. 2.20 by setting ax,/ 
a&= 0 and results in the following limit on Y: 

Eq. 2.27 

Note that this differs from the expression presented by Barnea which is based on the assumptions 
of no entrainment (FE=O) and smooth pipe friction factors based on the Blasius correlation. 

The second mechanism proposed by Barnea for annular flow instability occurs when the 
supply of liquid in the film is sufficient to cause blockage of the gas core by bridging the pipe. 
This is said to take place when the in situ volume fraction of liquid exceeds one half of the value 
associated with the maximum volumetric packing density of gas bubbles (0.52). Hence, annular 
flow cannot exist when: 

Eq. 2.28 
The liquid volume fraction is calculated from: 

. EL 1 4 ( 1  - 052)  or EL 2 0.24 

EL =1-(1-28L)2 VSG 

vSG + FE vSL 
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The pressure drop may be obtained directly from the momentum balance equations once 
the liquid film thickness is known. 

2.2.3. Intermittent Flow 
I 

The intermittent flow model used here includes the slug and elongated bubble flow 
patterns. It is characterized by alternating slugs of liquid trailed by long bubbles of gas: The liquid 
slug may contain dispersed bubbles and the gas bubbles have a liquid film below them. It is 
assumed that the flow is incompressible and that the film thickness is uniform. A schematic 
representation of this model is shown in Figure 2.3. 

Assuming that the flow is incompressible and a d o r m  depth for the liquid film, the liquid 
volume fraction may be determined by writing an overall liquid mass balance over a slug-bubble 
Unit'O: 

Eq. 2.30 

where V m  represents the velocity of the dispersed bubbles, & is the translational velocity of the 
slug, and E k  is the volume fraction liquid in the slug body. All of these quantities need to be 
determined based on empirical correlations. 

FIGURE 2.3 - INTERMIITENT FLOW MODEL 

The liquid fraction in the slug EL is calculated based on the Gregory" et al. correlation: 
1 ELs = 

8.66 

Eq., 2.3 1 

The translational velocity of the elongated bubbles is given by Bendiksen' as: 
v, = CJ, +Vb Eq. 2.32 
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where the coefficient, Co is based on the Hughmark12 correlation. It is approximately equal to 1i2 
and approaches 2.0 as the flow becomes laminar. The bubble drift velocity, v b ,  can be calculated 
from the Z~bosk i '~  correlation: 

V, = f m 6 -  Eq. 2.33 
where f, = 0.3 16- for f, < 1 ,  otherwise f, = 1 

P L 5 - D  

2PL 
and Re, = 

Bendiksen' gives the bubble drift velocity at high Reynolds numbers as: 
Eq. 2.34 

. The drift velocity of elongated bubbles in a horizontal system at high Reynolds numbers is given 
by Weber17 as: 

Eq. 2:35 

v b ,  = vbh, cos 0 + Vh" sin 0 

where the Bond Number, Bo = (PL  - P G l g ~ Z  

CT 
Similarly, the drift velocity of elongated bubbles in a vertical system at high Reynolds numbers is 
given by Wallis'6 as: ' 

Eq. 2.36 

Finally, the velocity of the dispersed bubbles in the liquid slug is obtained from the correlation of 

Eq. 2.37 
Ansari2:  

V G ~  = coy, + V b E ;  

The pressure drop may be obtained by writing the momentum balance over a slug-bubble 
unit: 

Eq. 2.38 

where the mixture density, p, = E L p  + EGpG 
The frictional pressure gradient in the gas bubble is normally small compared to that in the 

liquid slug. Furthermore, no reliable method is available for estimating terms required in the above 
equation for calculating the frictional pressure gradient in the bubble region. Xiao et al. have 
modeled this part of intermittent flow by assuming it to be analogous to stratified flow. This 
treatment contradicts observations made in the laboratory. In view of these uncertainties, the 
following simple approach is selected 
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where f, =f@e,,Ek), Re, = DpLvm , and the calibration factor, q, is normally taken as 

1.0. 
Barnea proposes that the transition from intermittent flow occurs when the liquid fraction 

in the slug exceeds the value associated with the fnaximum volumetric packing density of the 
dispersed bubbles (0.52). The same mechanism is adopted in this model with the exception that 
the liquid volume fraction in the slug is obtained from Eq. 2.31, as opposed to the correlation 
proposed by Barnea. 

Although it is not treated as a separate flow pattern for the purposes of phase volume 
fractions and pressure drop determination, the elongated bubble flow regime is defined here as the 
portion of intermittent flow for which the liquid slug contains no dispersed bubbles of gas. This 
condition is represented in the model by the region where E& 2 0.90 

This model is appropriate for slight downward inclinations, where 8 2 15”, .and for 
horizontal and uphill flow. For larger downward inclinations however, i.e. where 8 5 -15”, the 
intermittent flow. pattern is less well understood and not often observed. There are therefore 
insufficient data to support a mechanistic approach. In the present model, the method adopted is 
to treat this region as a transition zone existing between dispersed bubble and bular-mist. If 
stable annular-mist flow cannot be attained and the liquid rate is not sufficient to achieve 
dispersed bubble flow, the flow pattern is described as “Froth II” and an interpolation is 
performed betweb the liquid rates at the dispersed bubble and the annular-mist transitions. 

P L  

2.2.4. Dispersed Bubble Flow 
A simple homogeneous model is used to calculate the in situ phase volume fractions and 

pressure drop for this flow pattern. Holdup is neglected and the pressure drop is evaluated based 
on Moody’s chart using the gas-liquid mixture properties. 

The dispersed bubble flow region is bounded by two criteria. The fvst is based on the 
previously mentioned transition to.slug flow, i.e. EL, >0.48. The other criterion involves the 
transition to froth flow when the maximm volumetric packing density of the gas bubbles is 
exceeded 

VSG 

VIn 
CG =-> 052 Eq. 2.40 

2.2.5. Bubble Flow 

satisfid 
Bubble flow can exist if the flow is intermittent and both of the following conditions are 

a) The Taylor bubble velocity exceeds the bubble velocity. This is satisfied in large diameter 
pipes (Taitel14 et al.) when: 

Eq. 2.41 

The angle of inclination is large enough to prevent migration of bubbles to the top wall of 
the pipe (~arnea’ et d.1: 

b) 
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The lift coefficient, C1 ranges from 0.4 to 1.2, the bubble 
coefficient y ranges from 1.1 to 1.5 and a bubble size, db 
recommended. For this model, Cl is taken as 0.8, y as 1.3 and 
is used. 

Eq. 2.42 

distortion (from spherical) 
between 4 and 10 mm is 
a bubble diameter of 7 mm 

When both of these conditions are satisfied, bubble flow is observed even at low liquid 
rates where turbulent forces do not cause bubble breakup. The transition to bubble flow from 
intermittent flow. as suggested by TaitelI4 et al. occurs when the gas void fraction (during slug 
flow) drops below the critical value of 0.25. 

Unrealistic flow pattern transitions have been observed when the line represented by Eq. 
2.42 falls within the slug flow region. For this reason, the present model checks for the existence 
of bubble flow only within the elongated bubble flow regime. 

2.2.6. Froth Flow 
Froth flow represents a transition zone between dispersed bubble flow and annular-mist 

flow and between slug flow and annular-mist. In this model the region is labelled “Froth I”, to 
distinguish it from the transition region, Froth 11, described above. The approach used in this 
model is to interpolate between the appropriate boundary regimes in order to determine the 
transition values of the in situ liquid volume fraction and pressure drop. This involves a number of 
iterative procedures in order to determine the superficial gas velocities at the dispersed bubble, 
annular-mist and slug transitions to froth. Once V , G  at each transition is known, the volume 
fraction and pressure drop values at the transitions are calculated and a linear interpolation 
between these values is made for each quantity. 

2.3. Results 
The evaluation of the model’s performance has been performed using the following 

approaches . 
The behavior of the model was examined over a wide range of flow rates and fluid 

properties using three-dimensional surface plots. This was done over the complete range of 
upward and downward pipe inclinations and both pressure gradient and volumetric liquid fraction 
were analyzed. The results indicate generally smooth transitions between flow regimes. 

In addition, data were extracted from the Stanford Multiphase Flow Database for which 
pressure gradient, holdup and flow pattern observations were available. This resulted in a total of 
5,951 measurements consisting of variations in fluid properties, pipe diameters and upward as 
well as downward inclinations. The model predictions for liquid volume fraction are plotted 
against the experimental measurements in Figure 2.4. Figure 2.5 shows a similar plot for the 
pressure gradient calculations. A summary of all these results is also given in Table 2.1. 

It can be seen that the model was able to predict the in situ liquid volume fraction to 
within an accuracy of 25% in 3,972 of the 5,951 cases (67%). The pressure gradient was 
predicted to the same accuracy for 2,970 cases (50%). The flow pattern prediction capabilities of 
the model are presented in Table 2.2. The number of experimentally observed flow patterns are 
shown for each flow regime and these can be compared with the number predicted by the model. 

35 



The third column represents the number of instances where the predicted flow pattern matched 
the experimental observations and it can be seen that a total of 1,843 predictions matched the 
experiments. It should be noted however, that due to the difficulty in classifying flow patterns 
near the transition zone, a significant number of the 1,322 Froth I predictions might have been 
reported as either slug or annular-mist. 
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Cumulative 
AP EL AP EL 

I Error Count Count Count % Count 940 

TABLE 2.2 - FLOW PATTERN DISTRIBUTION IN EXPERIMENTAL DATA 
Flow Pattern Predicted Measured Matched 
Elongated bubble 394 584 109 
Bubble 43 426 0 
Stratified smooth 148 449 99 
Stratified wavy 670 563 163 
Slug 1505 2103 627 
Annular-Mis t 1323 1007 656 
Dispersed bubble 498. 41 1 38 
Froth I 1322 408 151 

0-5% 
5-10% 
10-15% 
15-20% 
20-25% 
25-30% 
>30% 

Froth II 48 0 0 
Total 595 1 595 1 1843 

1140 1633 1140 19% 1633 27% 
635 836 1775 30% 2469 41% 
469 643 2244 38% 3112 52% 
393 493 2637 44% 3605 61% 
333 367 2970 50% 3972 67% 
288 274 3258 55% . 4246 71% 
2693 1705 

2.4. Summary and Conclusions 
A new mechanistic model has been presented which is applicable to all conditions 

commonly encountered in the petroleum industry. The model incorporates roughness effects as 
well as liquid entrainment, both of which are not accounted for by other models so far presented. 
The model has undergone extensive testing and has proven to be more robust than existing 
models and is applicable over a more extensive range of conditions. 

While it is believed that signifcant improvements over existing models have been 
achieved, further research is needed to overcome problems associated with multiple roots' and 
flow pattern transitions. Furthermore, empirical correlations necessary within the model can only 
be improved with accurate and consistent data over a wide range of conditions of commercial 
interest. Work in both of these areas is currently in progress. 
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Nomenclature 
A 
D 
E 
FE 
g 
hL 
L 
P 
Re 
S 

VSL 

& 

0 
P 
P 

VSG 

Ek 

0 
z - 
X 

Subscripts 
b 
C 

f 
db 
G 
i 
L 
m 
SG 

.SL 
WL 
WG 

S 

Cross-sectional area 
Pipe internal diameter 
In situ volume fraction 
Liquid fraction entrained 
Acceleration due to gravity 
Height of liquid (Stratified flow) 
Length 
Pressure 
Reynolds number 
Contact perimeter 
Superficial gas velocity 
Superficial liquid velocity 
Liquid film thickness (Annular-Mist) 
Pipe roughness 
Angle of inclination 
Viscosity 
Density 
Interfacial (surface) tension 
Shear stress 
Dimensionless quantity, x 

relating to the gas bubble 
relating to the gas core 
relating to the liquid frlm 
relating to the dispersed bubbles 
relating to the gas phase 
relating to the interface 
relating to the liquid phase 
relating to the mixture 
based on superficial gas velocity 
relating to the liquid slug 
based on superficial liquid velocity 
relating to the wall-liquid interface 
relating to the wall-gas interface 

38 



References 
Andritsos, N., “Effect of Pipe Diameter and Liquid Viscosity on Horizontal Stratified 
Flow,” Ph.D. Dissertation, U. of Illinois at Champaign-Urbana (1986) 
Ansari, A. M. “A Comprehensive Mechanistic Model fur Upward Two-Phase Flow,” M. 
S .  Thesis, The University of Tulsa, 1987 
Ansari, A. M., Sylvester, A. D., Sarica, C., Shoham, O., and Brill, J. P., “A 
Comprehensive Mechanistic Model for Upward Two-Phase Flow in Wellbores,” SPE 
Prod. & Facilities, pp. 143-152, May 1994 
Aziz, K. and Petalas, N., “New PC-Based Software for Multiphase How Calculations,” 
paper SPE 28249 presented at the SPE Petroleum Computer Conference, Dallas, 31 July- 
3 August, 1994 
Baker, A., NieIsen, K. and Gabb A., “New Correlations - 1, Pressure Loss Liquid-Holdup 
Calculations Developed,” Oil & Gas J., March 14,1988,55-59 
Barnea, D. “A Unified Model for Predicting How-Pattern transitions for the Whole Range 
of Pipe Inclinations,” Int. J. Multiphase Flow, 13, No. 1,l-12 (1987) 
Barnea, D., Shoham, O.,Taitel, Y. and Dukler, A.E., “Gas-Liquid Flow in Inclined Tubes: 
How Pattern Transitions for Upward Flow,” Chem. Eng. Sci., &I, 1 pp. 131-136 (1985) 
Bendiksen, K. H. “An Experimental Investigation of the Motion of Long Bubbles in 
Inclined Pipes,” Int. J. Multiphase Flow, 10, pp 1-12 (1984) 
Colebrook, C. F., “Turbulent Flow in Pipes with Particular Reference to the Transition 
Region Between the Smooth and Rough-Pipe Laws,” J. Inst. Civil Engrs., 11, 133 (1939) 
Govier, G. W. and Mi, K. “The Flow of Complex Mixtures in Pipes,” Van Nostrand, 
Reinhold (1972), reprinted by Robert E. Kriger Publishing Co., Huntington, New York, 
1977. 
Gregory, G. A., Nicholson, M.K. and Aziz, K., “Correlation of the Liquid Volume 
Fraction in the Slug for Horizontal Gas-Liquid Slug Flow,” Int. J. Multiphase Flow, 4, 1, 

Hughmark, G. A., “Holdup and Heat Transfer in Horizontal Slug Gas Liquid Flow,” 
Chem. Eng. Sci., 3, 1007-1010 (1.965). 
Oliemans, R. V. A., Pots, B. F., and Trope, N., “Modeling of Annular Dispersed Two- 
Phase Flow in Vertical Pipes,” Int. J. Multiphase Flow, 12, No. 5,711-732 (1986) 
Taitel, Y., Barnea, D. and Dukler, A. E. “Modeling Flow Pattern Transitions for Steady 
Upward Gas-Liquid Flow in Vertical Tubes,” AlChe Journal, 26, pp. 345-354 (1980) 
Taitel, Y., and Dukler, A. E. “A Model for predicting How Regime Transitions in 
Horizontal and Near Horizontal Gas-Liquid HOW,” AIChe Journal, a , 4 7  (1976) 
Wallis, G. B. “One-Dimensional two-Phase Flow,” McGraw-Hill, New York, 1969 
Weber, M. E., “Drift in Intermittent Two-Phase Flow in Horizontal Pipes,” Canadian J. 

pp. 33-39 (1978) 

. 

Chem. Engg., 3, pp. 398-399, June 1981 
Xiao, J. J., Shoham, O., Brill, J. P., “A Comprehensive Mechanistic Model for Two-Phase 
Flow in Pipelines,” paper SPE 2063 1,65th ATC&E of SPE, New Orleans, September 23- 
26,1990 
Zukoski, E.E., “Influence of Viscosity, Surface Tension, and Inclination Angle on Motion 
.of Long Bubbles in Closed Tubes,” J. Fluid Mech., 25, pp. 821-837 (1966) 

39 



3. Well Indices for Horizontal Wells 

by Pierre-David Maixeret, Sepehr Arbabi, and Khalid Axix 

Abstract. 

Horizontal Wells have proven to  be very efficient in oil and gas production and many 
horizontal wells, some with complex profiles, are being drilled every year. However current 
reservoir engineering tools often fail to predict their performance. One of the contributing 
reasons could be the use of inappropriate well models in reservoir simulators: the horizontal 
well model used is essentially the same as that for vertical wellsj which is only valid for 
an isolated well far from the boundaries. This study describes a semi-analytical method to 
obtain well indices to be used in simulation of wells of any profile. 

3.1 Introduction 

A reservoir simulator solves the flow equations numerically on grids defining a reser- 
voir region. However, when a well is located in a grid-block, the block pressure is not equal 
to the well pressure. In order to join the well to the grid blocks in which the well is located, 
it is usual to use a single phase model to obtain the appropriate Well Index. The Well Index 
is based on the concept of an effective well radius at which the pressure of the block applies. 
This approach requires the flow in the area around the well to be radial. Peaceman [l] has 
proposed’more general expressions for the effective radius, but all based on 2D flow. 

’ As reservoirs are generally thin, a horizontal well cannot be far from the top or bottom 
boundary. In the case of multilateral wells, the situation is even worse, since the flow is 
perturbed not only by the boundaries but also by the other wells. Moreover, horizontal wells 
can be efficient in low permeability reservoirs, where the steady-state (or pseudo-steady- 
state) regime does not establish rapidly. This means that a single constant value for the well 
index cannot be used for all times. 

The objective of this study is then to evaluate well indices for different configurations 
of horizontal wells. The well index will be computed for a homogeneous anisotropic single- 
phase flow and will then be reintroduced in the simulator for the full three-phase study. 

The well index relates the pressure in the block to the pressure in the well for a 
given flow rate (see definition below). If these two pressures are known, the well index can 
be deduced easily: The block pressure can be evaluated by a simulator. The well pressure 
for a three-dimensional single-phase flow is not known analytically in general, but can be 
computed by the semi-analytical method described briefly below. 
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3.2 Well Pressure 

Reservoir Well ' 

dimensions (ft) from to 
ze=1000 , Q = ~ O O  z1=600 
y,=lOOO yo=5OO yl=5OO 
~e=50 zo=25 ~1=25  

3.2.1 Calculation 

The method to evaluate the pressure in a three-dimensional, homogeneous, anisotropic 
single-phase flow has been described by Economides et al. [2]. The well is modeled as a line- 
source in a parallelepipedic reservoir. It need not be a straight line and in fact can take on 
any arbitrary shape. Instead of trying to compute the solution in one step using the method 
of images for instance, the problem is split into three parts. The idea is to  consider the well 
as a series of point sources infinitely close to one another. Therefore, we need to compute 
the well-known instantaneous point source solution, then integrate it over time to obtain 
the continuous point source solution. The line source solution is the summation of these 
functions along the well path. The integrations requires a little care but can be implemented 
easily using a Fortran program (see Appendix). 

The significant advantage of this method is that any profile can be considered. More- 
over, using the superposition principle, it is also very easy to model more complicated well 
configurations, such as multilateral wells for instance. 

, 

3.2.2 Validation 

The validity of the solution thus obtained has been checked in four different manners. 
For'each case the reservoir dimensions and the well location are given in a small table and 
parameters therein are defined in the Nomenclature. 

A) First, the objective was to reproduce the results obtained by Economides et al. 
[2]. We considered one of his examples: a 200 f t  long horizontal well in a box. 

Table 3.1: Geometric Parameters Used for Validation (A) 

The results look almost identical to those computed by Economides et al. [2] (see 
Figure 3.1). 

B) The solution has also been tested against a 2D analytical solution based on the 
method of images. This time using a fully penetrating horizontal well in the same reservoir, 
the two results are identical (Figure 3.2). 

C) Using the 2D solver we also compared the results in the case of two horizontal 
wells in the same reservoir, an injector and a producer, distance of 500 ft apart. Here again 
the results are identical (Figure 3.3). 
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Figure 3.1: Flow regimes of a mildly laterally penetrating horizontal well 

Table 3.2: Geometric Parameters Used for Validation (B) 

D) Finally, we compared the results with a numerical simulator, Eclipse. We modeled 
an isolated well far from the boundaries, completed throughout the reservoir. The well is 
fully penetrating . 

The results are shown in Figure 3.4, where we observe very good agreement. 
All the validation tests were performed using the rock and fluid properties given in 

, 

Table 3.5 below. 

3.3 Well Index 

3.3.1 Definition 

To compute the bottomhole pressure from the well block pressure, a simulator uses 

For each phase p ,  the flow rate is proportional to the difference in pressure between 
a weZZ indm which only depends on the well block properties and on the well geometry. 
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Figure 3.2: Comparison between a classical 2D solver and the 3D solution for one fully 
penetrating well (2D problem) in the middle of the reservoir 

Table 3.3: Geometric Parameters Used for Validation (C) . 

the block and the weil according to the relation: . 

Provided-that the flow is approximately radial around the well, it is easy to show that there 
is an efective radius, TO such that: - 

W I  = t?kh/ln 

where 0 is the angle open to flow. 
Peaceman [l] derived the following expression for TO (for a well parallel to the x-axis): 
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Reservoir 
dimensions (ft) 

Ze=lOOO 
ye=9950 ' 

~e=9950 

Table 3.5: Rock and Fluid Properties 

Well 
from to 

XO=O ~1=1000 
yo=4975 y1=4975 
~0=4975 Z1=4975 

k .= 10mD 
= 2 0 %  

ct = 7 . 7 ~  10-5 psi-l 
q = 1000 STB/d 
p = l c p  
B = l R B / S T B  
Pini= 6000 psi 

Most reservoir simulators use this expression to compute the well pressure. However 

i) it is exact only for single phase flow, 
ii) the permeability must be uniform in the horizontal and vertical directions, 
iii) the well should be completed throughout the reservoir ("infinite" well length), 
iv) the grid must be uniform, ' 
v) the well must be isolated and far from the boundaries and other wells 

its validity is based on the following assumptions: 

3.3.2 New Model 
Our analytical solution will not allow us to relax assumptions i) and ii), however the 

last three are not necessary any longer. For a given well geometry, both the analytical well 
pressure and the numerical well block pressure can be computed for a single phase flow case. 
The comparison of the two solutions leads to the evaluation of TO: 

The Appendix outlines details of the analytical method to calculate PI3ell. 

3.3.3 Applications 

We investigate below the influence of the three geometric parameters on ro: 
- well length, 
- reservoir thickness, 
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- well location. 

A) We first consider the steady-state case which is obtained by. using an injector and 
a producer, flowing at the same rate. We have tried two different thicknesses, 495 f t  and 55 
ft, two different well lengths, 1000 ft (2D problem) and 200 ft  (3D problem). The wells were 
first centered, then moved horizontally close t o  the boundaries and finally moved vertically 
close to the bottom boundary. 

All’ the other parameters given in Table 3.6 below remain the same for the different 
cases: 

Table 3.6: Parameters Used in the Application Examples 

2, ’= 1000 ft  
ye = 990 ft 
ze = 495 ft or 55 ft 
Nx= 1 or 10 
Ny= 198 
N, = 99 or 11 
Ax= 1000 ft or 100 ft 
Ay= 5 ft 
Az= 5 ft  
L = 1000 ft or 200 ft 
q = 100 bbl/d 

The results are presented hereafter. We note that Eclipse is always using the same 
effective radius, 2 ~0.1980, which corresponds to Peaceman’s formula. 

I 0 0 

I 0 0 I 

,.Eclipse 
L=lOOOft O A 2  =0.1981 

,.Eclipse 
L=lOOOft O A Z  =0.1981 

L=200 f t  

L=200 ft  

5 = 0 . 1 9 8 3  

g = 0 . 1 9 0 9  

,.Eclipse 

Ax 
0 =0.1980 5 ~ 0 . 1 8 5 6  

,.Eclipse 
O Ax ’ =0.1980 5 = 0 . 1 4 2 2  
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L=200 ft 
0 0 

L=200 f t  
0 0 

rEclipae 
0 =0.1980 %=0.1005 

Ax 

,.Eclipse 
0 =0.1980 %=0.0960 
Ax 

We observe that when the conditions for evaluating the effective radius according to 
Peaceman’s formula are not satisfied, the actual PO can be quite different from its default 
value, as shown particularly for the last three 3D cases above. 

B) For a low permeability reservoir, the transient period can be quite long. Therefore 

For the last 3D case for instance, the variations of TO with time are shown in Figure 
the effective radius is not constant, but varies with time. 

3.5. 

The steady-state regime is reached when to‘ is approximately equal to 1. 
Using the same rock and fluid properties as before, t ~ = l  corresponds to t=243 days. 

For a permeability 10 times lower (k=l mD), this would become 2433 days! 
1 

10” 

.................. 

I solution 

. . . . .. . . . . 

1 o9 1 o-2 io-’ 1 10 
tD 

Figure 3.5: Variations of TO with time for Eclipse and for the new model for a 3D problem 
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3.4 Conclusions 

When the well is dose to the boundaries in a 3D case (partially penetrating well) 
the actual effective radius can differ from the one evaluated for an isolated well far from the 
boundaries . 

The effective radius is constant only when the steady-state (or pseudosteady-state) 
regime is reached. During the transient period, the values used in the simulator should vary 
with time. 

Moreover, the results shown here have been obtained for very simple cases where the 
well is a segment along the x-axis. For more realistic configurations, the differences could be 
much larger. 
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Nomenclature 

B Formation volume factor, resbbl/STB 
~ , ~ k  Rock compressibility, psi-l 
c Total compressibility 
k Permeability, mD - 

IC, 
kg 
k, 
L Well length, ft  
P Pressure 
Pin; Initial pressure 
q Flow rate, STB/day 
r, Wellbore radius, ft 
TO Effective well radius, ft 
t Time, hrs 

Extent of the reservoir in x-direction, f t  
xo x location of heel of the horizontal well, f t  
x1 x location of toe of the horizontal well, ft 
ye Extent of the reservoir in y-direction, ft  
go y location of heel of the horizontal well, ft 
y1 y location of toe of the horizontal well, ft 
ze Extent of the reservoir in zdirection, ft  
zo z location of heel of the horizontal well, ft 
z1 . z location of toe of the horizontal well, ft 
Ny Number of simulation blocks in the y-direction . 
N, Number of simulation blocks in the z-direction 
Ax Simulation gridblock size in the x-direction 
Ay Simulation gridblock size in the y-direction 
AZ Simulation gridblock size in the z-direction 
cp Azimuth of well trajectory (relative to x-axis) 
Q Porosity 

Porosity at initial pressure 
p Viscosity 

Permeability in the x-direction, mD 
Permeability in the y-direction, mD 
Permeability in the z-direction, mD 

Subscripts 

D Dimensionless 
w Well 
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3.5 Appendix: Outline of the 3D Semi-analytical method 

3.5.1 Description of the Problem 

The flow of an incompressible fluid in a closed box is described by the following 
equations: 

g+@P = 0 (Darq‘s law) 
v.g+ 6 (g) = o  ass Conservation) 

where the viscosity p and the formation volume factor B are constant and porosity is a linear 
function of pressure: 

@ = @O [1+ cT,&(P - Pini ) ]  

This can be rewritten as: 

The boundary conditions and the initial conditions are: 
- no flow through the faces 
- radial flow at the wellbore 
- uniform initial pressure 
- uniform pressure along the well , 

[ (E)  = = (E)  = (g)9e = (E)  = = 0 a= 0 aY 0 az 0 
-& =. 27rkL 

P ( t  = 0 )  = Pini 

Defining dimensionless variables: 

The problem reduces to: 

with 

In the case where the permeabilities in the three directions are uniform but different 
from one another, the same equation can still be used provided we use the transformations 
introduced by Besson [3]: 

- Transformation for the Well (if it is a straight line) are: 
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Length L' = &cy- ' 3 p  

Wellbore Radius. rk = r w q  (& + 1) 
with 

and 

- Transformation for the Reservoir Dimensions are: 

3.5.2 Description of the Solution 

The solution is evaluated in three steps. 

We first need to obtain a solution of an instantaneous point source with a unit 

Two representations of the analytical solution have been, given by Carslaw and Jaeger 
strenght, located inside the box at Mw (xD, ,  YD, , 20,). This function is called ipsrc. 

[4]. They involve infinite sums, but they converge rapidly. 

The solution of a continuous point source with a unit strengh, cpsrc, is then the 
result of the integration of ipsrc over time. This requires an adaptive method.. We used an 
adaptive stepsize control in the Runge-Kutta method'[5]. 

' 

Finally, the solution to a continuous line source, clsrc, is the result of the integration 
of cpsrc along the line. 

However, close to the line (i.e. at a distance equal to a well radius) the solution is 
almost singular. Indeed close to a point source, the flow is spherical and the pressure varies 
with the inverse of the distance. The pressure is the solution to: 

Therefore the trick is to subtract a term from cpsrc to compute the integral: 
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This last integral can be calculated numerically. If the well is represented by a segment 
[Mo, MI], and the contribution of the integral is evaluated at the position M, denoting the 
angle (MiM1,M;M) as ,O and the length IMoMl as X 

If he well is not a straight line, it is possible to either compute this same integral for 
a different configuration, or break the curve into segments. 
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4. Analytical Reservoir/Wellbore Coupling 

by  Raju Penmatcha, Sepehr Arbabi, and Khalid Aziz 

Abstract 

As the length of a horizontal well is increased, its contact with the reservoir increases. 
But at the same time, the resistance to the flow in the well also increases which has a 
direct negative effect on the productivity of the well. The overall performance of horizontal 
wells depends on the balance of these two opposing factors. No reliable tools are currently 
available that account for both these factors in the evaluation of horizontal well performance. 
An analytical well-model is developed which can quantify the effects of both single phase 
oil and two-phase oil/gas flow pressure loss in the well on the overall well performance. A 
methodology is developed to calculate the optimum horizontal well length. A sensitivity 
study is conducted on the effect of various reservoir, fluid and well parameters on well 
performance. 

4.1 Previous Work 

Previous work can be categorized into three types: 

Type 1: Infinitely Conductive Well 

An infinitely conductive well can be evaluated using either a numerical simulator or an 
appropriate analytical equation, . if available. Analytical equations are available only for 
simple homogeneous reservoirs. Based on the nature of flow, any of the available equations 
can be used for a quick performance evaluation of a horizontal well in a single phase oil 
reservoir. Because of the infinite conductivity assumption in all these analytical treatments, 
their predictions are accurate only when the pressure.drop in the wellbore is insignificant. A 
numerical simulator, on the other hand, can be used for a thorough analysis of any complex 
reservoir. Unfortunately, at the present time, none of the commercial simulators rigorously 
account for the wellbore pressure drop. 

Type 2: Wellbore Coupled to an Analytically Approximated Reservoir 
I 

Realizing the importance of wellbore pressure drop, a few groups have recently developed 
some simple techniques to evaluate the wellbore frictional effects. This section outlines the 
available methods that couple the wellbore to an analytically approximated reservoir. The 
behavior of .many homogeneous, single phase reservoirs can be approximated analytically. 
Many reservoirs are in reality more complex and cannot be represented analytically (hetero- 
geneous, multiphase flow, etc). None of the approaches presented in the literature take into 
account multiphase flow, or radial inflow effects in the wellbore. 

Stone et al. [l] used the model of Chow & Ransom [2] for wellbore pressure drop cal- 
culations. The flow from the reservoir to the wellbore was calculated using the productivity 

' 
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index (PI) concept and the PI was assumed to be constant along the well. The equations 
developed were solved using the Yale sparse matrix package. 

Dikken [3] presented an analytical model that couples the wellbore to the reservoir 
with turbulent flow in the wellbore. By using single phase flow frictional pressure drop cal- 
culations in the wellbore, the wellbore was linked to the reservoir using a material balance 
relationship. Both laminar and turbulent flows in the reservoir were considered. For tur- 
bulent flow, Blasius’ formula was used to compute the friction factor. Dikken solved this 
problem analytically for an infinite horizontal well and numerically for a finite horizontal 
well. He assumed that the productivity index is constant along the well, which is placed in a 
reservoir with constant pressure boundaries. End effects and hence the spherical flow at .the 
ends of the finite acting horizontal well were ignored and no transient flow was considered. 

Islam et al. [4] developed a model for radial influx into the wellbore by numerical 
analysis. They suggested that bubbles created at the perforations due to  radial influx and 
jet-like flow through the perforations induce additional turbulence in the wellbore. They 
didn’t show how the well was linked to the reservoir, although they stated that hybrid grids 
were used in the simulator near the well. 

Novy [5] coupled the reservoir to the wellbore in a manner similar to Dikken’s model. 
Volume balance of fluids leaving the reservoir and entering the wellbore was used to  ac- 
complish this coupling. The problem was formulated as a boundary value problem and was 
solved using a finite-difference, scheme. While Dikken’s model cannot be applied to  gas re- 
covery (only oil recovery), the model by Novy can be applied to single phase gas or oil flow. 
Novy suggested that if the pressure drop in the wellbore is more than 10% of the drawdown, 
then it is important and should be considered. He showed that for laminar oil flow, friction 
reduces production rate by at least 10% when the wellbore pressure drop is more than 15% 
of the drawdown. He provided graphs that show that 1/3 of all oil wells and 3/4 of all gas 
wells as of 1992 in the world were not affected by friction in the wellbore. This is either due 
to low flow rates or large well diameters. 

Ozkan et al. [6] did a similar kind of analytical coupling as Dikken except that they 
used the solution based on Green’s function to describe the flow in the reservoir, while 
Dikken used a PI relationship. Ozkan et al. used only the infinite acting line source model 
to describe the flow in the reservoir. The model was presented in terms of dimensionless 
variables. 

Landman [7] improved Dikken’s model by allowing PI to vary along the well length. 
PI can vary along the well due to variation in perforation density, formation permeability 
or flow characteristics (radial, spherical, etc). Spherical flow at the end of the well was 
taken into account by using the approximate specific PI of a partially penetrating well in his 
original equations. 

Type 3: Wellbore Coupled to a Numerically Approximated Reservoir 

In the following papers, a wellbore pipe flow model was linked to a numerical simulator. 
Folefac et al. [8] concluded that well length, well diameter and perforated interval 

have the most significant effect on the magnitude of pressure drop in the wellbore. They used 
a drift flux model in the wellbore and allowed for inter-phase mass transfer in the wellbore 
using an equation of state. They state that production logging shows variation of flow rate 
along the well, which could be due to pressure drop in the wellbore. 
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Brekke et  al. [9] developed a network wellbore simulator, called HOSIM, which can 
calculate pressure drop with up to three phases in the wellbore. Their approach is modular 
and any new developmentscan be easily implemented. However, the network model, r e p  
resenting the wellbore, has to be built on a PC before it can be coupled to the reservoir. 
Any of the three existing multi-phase flow models built in the code can be chosen. Eclipse is 
used for reservoir simulation. The reservoir(Ec1ipse) and wellbore(HOS1M) were connected 
using the PI approach. PI is allowed to vary with time and location along the well length. It 
can be calculated from Eclipse runs by slightly disturbing the flow rate and then internally 
calculating dQ/dP during every iteration. 

4.2 Modeling i 

. In this section, a brief description of our general method of modeling is presented. 
Consider a simple case with a horizontal .well located in the center of a cylindrical reservoir. 
The flow is assumed to be at  steady-state both in the reservoir and in the wellbore. The 
simple reservoir model can be easily replaced by a more comprehensive model, such as the 
one discussed in the last chapter. We first define production loss in terms of wellbore pressure 
drop and drawdown as follows: 

(I) Production Loss vs. Pressure Drop Ratio 

The following parameters are used: 

1. PI = productivity index of the well in rbbl/day/psi 

2. Q = total flow rate from the well in rbbl/day 

3. Js = P I / L  = productivity index per unit length of the well (assumed constant) 

4. pw1o = pwl2=0 = pressure at the heel of the well in psia 

5. pe = pressure at the reservoir boundary in psia 

If qs(x) is the flow in the reservoir per unit length of the wellbore, then 

49(4 = J s b e  - P w ( 4 l  

Integrating the above equation gives the total flow rate from the well as, 

When there is no pressure drop in the wellbore, then 
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Production Loss, P.L., is defined by: 

H ~ ~ ~ ~ ,  p . ~ .  =average wellbore pressure drop 
drawdown 

(11) Flowrate vs. Length 

(A) CONSTANT Js ALONG THE WELL LENGTH AND CONSTANT pe: 

The formulation is at first developed for the case with constant productivity index 
and constant pressure at the boundary for the entire horizontal well length. That is, Js and 
pe are constant and are independent of well length L. We have already assumed that the flow 
in the reservoir can be represented by Eq. (4.1). Mass balance gives the following equation 
for the flow in the wellbore: 

d 
-qw(x) dx = -q&) (4.5) 

where qw(x) is the flow rate in the wellbore and it varies along the length of the well. 
Combining Equations (1) and (5), we have 

Differentiating Eq. (4.6), under constant J,  and pe assumptions, results in 

Multiplying both sides by 9, we get 

. Integrating the above equation, we obtain 

57 

(4.10) 

(4.11) 

(4.12) 



Using boundary condition I, defined as: 

Equation (4.12) becomes 

- - dqw = -/2Js 6 -dqw(x) + [JsApol2 
dx 

(4.13) 

(4.14) 

(4.15) 

The choice of negative for the square root in the above equation comes from the fact that 
qw increases -as I decreases. Using boundary condition 11, defined as 

we get, 

Qw,x=L = 0 
f 

Since at the heel, qw(x = 0) = Q, the above equation can be expressed as, 

(4.16) 

(4.17) 

(4.18) 

(4.19) 

Using Eq.(4.19), we can calculate the required length L for a horizontal well, to 
produce a flow rate Q with a drawdown of (Ap,) at the heel. Using Eq.(4.18), for a well 
with a given length L and drawdown Ap,, the flow along the well qw(x) can be calculated. ' 
Also, based on this information, the variation of pressure along the well length, p w ( x ) ,  can 
be calculated and substituted in Eq.(4.4) to obtain the P.L. 

can be written as a function of the variable of integration in Eq(4.19), qw, the above equation 
poses no problem. For single phase oil flow, we can write: 

Equation (4.19) is independent of the method of calculating w. As long as d P w ( x l *  & 

(4.20) 

"f" in the above equation is the Moody friction factor and is a function of pipe roughness 
and flow rate qw. 
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Table 4.1: Parameters Used in Example Problems 
Horizontal Permeability 3000 mD 
Vertical Permeability 300 mD 
Reservoir Thickness 50 ft 
Outer Boundary Pressure ,5000 psia 
Oil Formation Volume Factor 1.18 
Gas Formation Volume Factor 0.0045 
Oil Viscosity 1.0 cp 
Gas Viscosity 0.02 cp 
Oil Density 40.0 Ibm/cu.ft 
Gas Density 2.Oe-04 lbm/cu.ft 
Drainage Area 650 acres 
Well Radius 3.0 inch 
Skin 0.0 
Wellbore Absolute Roughness 0.0 ft 

4.3 Example Problem 

Using the parameters in Table 4.1 and'the equations developed so far, the effects of 
friction are illustrated below. It is also shown how the presence of two phases aggravates the 
frictional problems in the wellbore. 

All the cases described below are run for steady state flow with single phase oil flowing 
in the reservoir. The steady state equations developed by Economides et al. [lo] are used for 
describing the flow in the reservoir. The productivity index per unit length (Js) is obtained 
by dividing the productivity index of the horizontal well with its length. Js is then assumed 
constant along the entire horizontal well length. 

Figure 4.1 shows the case when there is single phase oil flowing both in the reservoir 
and the wellbore. The dark lines in the plot show the variation of oil production rate with 
well length for three different drawdowns. The concave shape of the dark line, for example, 
for 5 psi drawdown shows that flow rates of 8000 STB/day or higher can never be reached 
with these drawdowns with any length of the horizontal well. If friction were neglected in 
the wellbore, then we could have estimated unrealistically that well productivity can always 
be increased to the desired value by increasing the length of the horizontal well. 

The dashed lines in the plot show the percentage of production loss due to friction in 
the wellbore. As shown, for a given rate the production loss is higher for a lower drawdown 
than it is for a larger drawdown. Also noticeable is that the productivity losses at a given 
length increase as the flow rate is increased. 

The frictional effects in the wellbore worsen when there are two-phases flowing in 
the wellbore. The two-phase flow effects are illustrated below by looking at a case where 
the GOR is 1000 SCF/STB. It was assumed that the pressure drop in the reservoir due to 
the gas flow is insignificant. In other words, the pressure drop due to gas in the reservoir 
is neglected for the sake of simplicity but it is accounted for in the wellbore. The GOR is 
assumed to be constant throughout the entire length of the horizontal well. 
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0 2000 4OOO 6000 8000 loo00 12000 14000 
Oil Production Rate (STB/day) 

Figure 4.1: Flow Rate vs. Well Length: Single Phase Oil 

In Figure 4.2, the two-phase pressure drop in the wellbore is calculated using the 
homogeneous flow model used in the Eclipse reservoir simulator. And in Figure 4.3, the 
pressure drop in the wellbore is calculated using the Beggs & Brill [ll] correlation for two- 
phase flow presure drop in the wellbore. 

Figure 4.4 shows a comparison of four different cases with a 15 psi drawdown in the 
reservoir. The four cases considered include: a) single phase oil flowing in the wellbore, b) 
two-phase flow in the wellbore and homogeneous model used for pressure drop calculations, 
c) two-phase flow in the wellbore with Beggs & Brill model used for pressure drop calculations 
and d) friction neglected in the wellbore. Let us look, for example, when oil rate is 8000 
STB/day. If friction is not considered in the wellbore, then the calculation shows that a 
horizontal well of length 3000 ft  is sufficient to produce this flowrate under 15 psi drawdown 
conditions. But when frictional effects are considered a 3500 ft long well is required. Since 
friction is inevitable in reality, a 3000 ft well drilled would produce only 7500 STB/day. 
As the graph suggests, frictional effects get worse when there are two phases flowing in the 
wellbore. The plot also shows that the productivity loss was more when the Beggs & Brill 
correlation was used as compared to the homogeneous flow assumptions for the pressure 
drop calculations in the wellbore. 

(B) J, AND/OR pe VARIABLE: 

In reality, we observe that J, can vary along the well length and so does pes Let us 
divide the horizontal well section into three parts as shown in Figure 4.5. The productivity 
index per unit length for these three parts are J,J, J,JI and J,,III, respectively. Within each 
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Oil Production Rate (STB/day) 

Figure 4.2: Flow Rate vs. Well Length: Two-Phase Flow, GOR=1000 SCF/STB, Homoge- 
neous Flow Model Used 

section, J, is assumed to be constant. If this well is represented in a simulator, then each 
section represents one reservoir block in which the well is completed. Let the steady state 
block pressures be P I ,  1711 and PIII respectively. The pressure at the heel pwJo and the length 
of the well L are known. 

Since within each section, J, is constant, Eq. (4.19) can be used within each section. 
For section I, 

(4.21) 

For section 11, 
(4.22) dqw (4 

Qw & LII = /': 
J2 JS~II~SQ~ [ & ]dqw(z) + [Js ,I l@II - pb)]' 

and for section 111, 

(4.23) 

p ,  and pb in the above equations are pressures at the end of sections I and I1 respectively. 
Equating Eq. (4.15) and Eq. (4.6) yields, 

dqw (4 LIII = L: J 2 ~ ~ ~ i ~ ~  J ~ [ + I ~ Q w ( ~  + [ J ~ ~ ~ ~ ~ @ ~ ~ ~  - pwJ0>i2 
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Oil Production Rate (STB/day) 

Figure 4.3: Flow Rate vs. Well Length: Two-Phase Flow, GOR=1000 SCF/STB, Beggs & 
Brill Correlation Used 

When x = L, 

Using the above equation, for section 11, 

and similarly for section 111, 

(4.25) 

(4.26) 

(4.27) 

In the above formulation, there are five unknowns, &a, &a, &, pa and pb and five 
equations. So the system can be solved, and unique solutions can be found. The methodology 
presented above can be generalized easily to the case where the horizontal well is divided 
into ”n” sections. 

4.4 Optimum Well Length 
Optimum well length is defined here as the length of the horizontal well that gives 

maximum revenues in a given reservoir after considering friction in the wellbore. In its 
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+ PPhase, Homogeneous Model 
+ BPhase, Beggs&Brill Model -.-. Q .-.. Friction Not Considered 

0 
0 2000 4000 6000 8000 loo00 12000 14000 

Oil Production Rate (STB/day) 

Figure 4.4: Comparison Plot With Different Models For Wellbore Pressure Drop (Fixed 
Drawdown of 15 psi) 

- 

formulation, the following parameters are used: 

1. CF = Fixed cost for drilling & completion of the vertical part of the well in $ 

2. CH = Cost per unit length: for drilling & completion of the horizontal part of the well 
in $/ft 

3. CM = Operating cost per day of production in $/day 

4. Qw,fric = Actual production rate from the well at steady state, STB/day, defined in 

5. Qw,nof = Production rate from the well when friction is zero at steady state, STB/day, 

6. t = Total production time in days 

7. P ~ l  = Oil price in $/STB 

* 

Eq.(4.2) 

defined in Eq. (4.3) 

8. I = Annual interest rate 

9. PF = Productivity factor = Qw.fric = 1 - P.L. 
QlIIJZOf 
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Figure 4.5: Horizontal Well Divided Into Three Sections 

Net Revenue R = Total Income - Total Expenses 
t pi 

oilQ&fric 
(1 + I ) i  

Total Income = 
i d  

(4.28) 

Qw,fric is constant because of the steady state assumption. Also assuming that Poi1 is constant 
with time, we get 

Total Income = Poi lQw, f r i cF( t ,  I )  (4.29) 
where 

(4.30) t 1  w, 4 = c (1 + I)i  
i=l 

Total Expenses = CF + CHL + C i t  (4.31) 
The expression for net revenue then becomes, 

R = Poil.&u,fricF(t, 1) - CF - CHL - C M ~  (4.32) 

For a given reservoir and well, productivity factor PF is a function of well length L. As 
the well length increases, PF decreases. (In the special case, when the frictional effects are 
negligibly small, PF is equal to 1 for all well lengths.) 

Qw,fric = (PF)Qu,nof  = (PF)JsL&o (4.33) 
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Optimum length is obtained by setting the derivative of R w.r.t. L to zero. 

d R  - = o  
dL (4.34) 

Whether or not an analytical expression can be obtained for the optimum length depends 
on whether or not we can obtain simple enough analytical expression for PF. 

' (I) Laminar Flow 

An analytical expression can be obtained for PF when there is just laminar flow in 
the wellbore. From Dikken [3], for the case of laminar flow in the wellbore, 

I T  

(4.35) 

Therefore, 
(4.36) 

Qw fr ic  1 1 t u n h ( L d K )  = -tanh(LB) PF=-= 
Qw,nof L d Z J G  LB 

where, 
(4.37) 

Using Eqs. (4.32) and (4.33), 

(4.39). 
dR I d  - = P&lJsApoF(t, I)--[tanh[LB]] - CH = 0 dL B dL 

Poi1 JsApoF(t, I)sech2(LB) - CH = 0 - 
GI3 sech2(LB) = 

poi1 JSAPOF(t ,  I )  
Solving the above equation for L gives the optimum length as, 

(11) Turbulent Flow 

(4.40) 

(4.41) 

(4.42) 

When there is turbulent flow in the well, an analytical expression cannot be obtained 
for the PF. In such a case, the optimum well length has to be determined numerically. 
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Figure 4.6: Effect of Wellbore Roughness With 15 psi Drawdown 

4.5 Production Loss vs.. Pressure Drop Ratio 

As shown in Eq.(4.4), the production loss increases as the pressure drop ratio in- 
creases. Using this relationship, we can perform some interesting sensitivity analyses. For 
all these cases, the productivity index of the well (PI) is assumed to be constant along the 
well length. 

(A) Effect of Well Length L 

As shown in Figure 4.1, for a given drawdown in the reservoir, as the well length 
increases, pressure drop in the wellbore also increases, due to the increase in the flow rate. 
Hence, the longer the well, thelarger the ratio of pressure drops and the productivity losses 
from Eq. (4.4) are higher. This result suggests that the required flow rate should be produced 
with the maximum possible drawdawn (or shortest well length), so that the productivity 
loss will be kept to a minimum. This fact is also apparent in Figure 4.1. The lesser the 
productivity loss the more uniform is the flow into the horizontal well. Uniform flow into the 
wellbore becomes desirable when cresting needs to be controlled. But by drilling a shorter 
horizontal well, we will be nullifying the extra advantage of a horizontal well. So the decision 
on the well length has to be made by taking these two factors into consideration. 



Figure 4.7: Effect of Wellbore Roughness With 25 psi Drawdown 

(B) Effect of Flow Rate Q 

When the flowrate is increased, the pressure drop in the reservoir increases linearly due to 
laminar flow. But, the pressure drop in the wellbore can increase at a much higher rate due 
to turbulence in the wellbore. Hence higher flow rates give larger pressure drop ratios and 
cause higher productivity losses. 

This result can be illustrated by using Figure 4.1 once again. Let us assume that the 
well length is fixed at 3000 ft. The flow rate from this well can be increased by increasing 
the drawdown. When the drawdown is 5 psi, the flow rate is around 2600 STB/day and 
the production loss is below 5%. By increasing the drawdown to 15 psi, the flow rate can 
be increased to 7500 STB/day. But the production loss has also increased and it now lies 
between 5% and 10%. The production loss goes above 10% when the drawdown is increased 
to 25 psi. So when the well length is fixed, decision about the well production rate has to 
be made by taking these results into consideration. 

' 

(C) Effect of Wellbore Roughness E 

The effects of wellbore roughness are shown in Figure 4.6 and Figure 4.7. The dashed lines 
in both of these figures are plotted using the parameters in Table 4.1 for single ph'ase oil 
flowing both in the reservoir and the wellbore. The bold lines in both of these figures are 
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drawn for the case when the wellbore relative roughness is increased from 0.0 ,J 0.1 and 
keeping everything else the same as in Table 4.1. Figure 4.6 illustrates the effects of wellbore 
roughness when the drawdown is 15 psi while Figure 4.7 illustrates the same effects when 

. the drawdown is 25 psi. 

+ v i s10  cp,drawdown=l50 psi 
vis=lO cp,Production Loss=2% - vis40 cp,Production L o s e %  . -.-. 4 .-.. v i s 4  cp,drawdown=l5 psi -.-. Q .-.. vis=l cp,Production Loss=5% -.-. +. .-.. v i s 4  cp,Production L o w 1  0% 

0 I l l  I l l  I l l  I 1 1  1 1 1  1 1 1  1 

0 2000 4000 6000 8000 loo00 12000 14OOO 
Oil Production Rate (STB/day) 

Figure 4.8: Effect of Viscosity 

For a well of length 3000 ft, Figure 4.6 shows that increasing the wellbore roughness 
does two things. It decreases the production rate and increqes the production loss. The 
production loss increase in this case is from approximately 8% to approximately 25%. It can 
also be observed from these figures that for a fixed production rate, the required well length 
increases with the increase of wellbore friction. Figure 4.7 shows that some of these effects 
due to increased wellbore roughness can be reduced by increasing the drawdown. Radial 
influx into the wellbore can be one of the factors that can increase the effective wellbore 
roughness. 

(D) Effect of Viscosity p .  

The flow in the reservoir is always considered to be laminar (except for high rate 
gas wells), while in the wellbore the flow can be turbulent. Because of this, an increase in 
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Figure 4.9: Effect of Permeability 

viscosity causes .the pressure drop in the wellbore to increase less than the increase in the 
pressure drop in the reservoir. This gives the surprising result that the productivity loss can 
be lower for higher viscosity oils. These effects are illustrated in Figure 4.8. The dashed lines 
are drawn using the parameters in Table 4.1 with 15 psi drawdown for single phase oil flow. 
The bold lines are drawn by increasing the viscosity in Table 4.1 to 10 cp 'and drawdown to 
150 psi. As shown in Figure 4.8, for producing 8000 STBlday, the required horizontal well 
lengths for the two cases shown are not very different. But the production loss for the case 
with 10 cp viscosity is less than 2% while that for the case with 1 cp viscosity is much higher 
at 10%. 

(E) Effect of Absolute Permeability k 

The effects of reservoir permeability are shown using Figure 4.9. The dashed lines, 
once again, are drawn using the parameters in Table 4.1 for single phase oil with 15 psi 
drawdown. The bold lines in the figure are drawn by decreasing the horizontal permeability 
from 3000 mD to 300.mD and increasing the drawdown to 150 psi. The anisotropic ratio 
kv/kH is kept constant at 0.1 in both of these cases. The Figure clearly indicates that the 
production' losses increase with increasing reservoir permeability. 



4.6 Conclusions . .  

Analytical equations are developed thatxan couple the wellbore to the reservoir both 
for single phase oil flow and two-phase oil/gas flow. 

Based on the calculation of production loss due to friction, an optimum well length 
can be found for a given reservoir that gives the maximum net revenue. 

. The production loss due to frictional effects in the horizontal well is proportional to 
the ratio of the pressure drop in the wellbore to the drawdown at the heel of the well. 

An increase in the well length, production rate, wellbore roughness, or reservoir per- 
meability tend to increase the production losses, while an increase in the fluid viscosity tends 
to decrease these losses. 
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f 
F 
I 

JS 

IC 
L 
P 

PF 
P. L. 
Ph 
Qs 

Q 
Qw 
R 
R, 
. t  
U 
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Nomenclature 

Parameter Used For Simplification of 
Algebra (defined in Eq.(4.37)) 
Fixed Cost for the Drilling & Completion of 
the Vertical Part of the Well, $ 
Cost per Unit Length for Drilling & Completion of 
the Horizontal Part of the Well, $/ft 
Operating Cost per Day of Production, $/day 
Diameter of Wellbore, f t  
Moody Friction Factor 
A Specified Function 
Annual Interest Rate 
Productivity Index per Unit Length of 
the Well, rbbl/day/psi/ft . 
Reservoir Permeability, mD 
Horizontal Well Length, f t  
Pressure, psi 
Productivity Factor 
Production Loss 
Oil Price, $/STB 
Flow in the Reservoir per Unit Length of 
the Wellbore, rbbl/day/ft 
Production Rate, rbbl/day 
Flow Along the Wellbore, rbbl/day 
Net Revenue, $ 
Resistance in the Wellbore, (day) (psi)/rbbl/ft 
Total Production Time, day 
Superficial Oil Flow Rate in Wellbore,’ f t3/sec 
Distance on the Wellbore Coordinate, f t  

Greek Letters 
p Oil Density, lbm/ f t3 

Ap, Drawdown at the Heel of the Well, psi 

Subscripts . . 
H Horizontal ‘ 
V Vertical 
w Well 
e External Boundary 
s Specific 

f ric Frictional Effects Considered 
no f Frictional Effects Not Considered 
opt Optimum 

Superscripts 
- . Reservoir Block 

72 



5. Correlations for Cresting Behavior in Horizontal 
Wells 

by  Antonio Souza, Sepehr Arbabi, and Khalid Aziz 
Abstract 

Water and gas cresting behavior in horizontal wells axe important phenomena in 
reservoirs that have an aquifer and/or a gas-cap. In practical situations, many reservoirs 
are produced under super-critical rates and a, breakthrough of the displacing phase becomes 
ineyitable. At the beginning of a reservoir simulation study, it is a common procedure to 
make an estimate of the breakthrough time and the post-breakthrough behavior, and to 
make grid sensitivity runs to obtain the best grid block sizes to use. In this work we are 
developing correlations for breakthrough time, water-oil ratio (gas-oil ratio) and optimum 
grid as a function of the relevant parameters involved in a study. A through literature review 
is presented, together with the more common correlations and parameters used. A set of 
dimensionless variables is defined, transforming the flow equations to a system'of coordinates 
where the important parameters can be easily visualized. An extensive number of runs are 
made to find the more important effects of the variations in grid block size dimensions or 
parameters. Correlations of breakthrough time with each important parameter are presented 
along with post-breakthrough behavior. 

5.1 Introduction 

Petroleum reservoirs often have a gas cap and/or an aquifer. In these situations they 
are subjected to rapid gas and/or water movement towards the well, created by a sharp 
pressure gradient in the well direction. The interface between the fluids, that is, gas-oil 
contact (GOC) or water-oil contact (WOC), deforms from its initial plane shape to a cone or 
crest as the production begins. When a field is developed by vertical wells, the shape of the 
deformation is called a cone, but when it is developed by horizontal wells, this deformation 
is better described as a crest. Moreover, the term cusp is also used in literature to describe 
the shape of the GOC near horizontal wells. 

During the time when a reservoir is infinite acting, a transient cone is formed which 
approaches the well. If there is a constant potential boundary support, (created by a line of 
injection wells, for instance) the cone ultimately reaches a steady-state condition, provided 
that the well rate is not greater than the so-called critical rate, above which the cone becomes 
unstable and the gas or water phase reaches the well and its production begins. 

Several analytical solutions for coning behavior for vertical wells and more recently 
for horizontal wells have been reported in the literature. Most of those solutions were devel- 
oped for ,the steady-state condition reached by the cone with a constant potential boundary 
condition, specially to calculate the critical rate, for which several different approaches have 
been used. These solutions are useful when there is some injection pattern in the reservoir, 
creating a constant potential boundary between production and injection wells. 
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There are also analytical solutions available for infinite acting reservoirs and for closed- 
boundary reservoirs, the later being especially useful when there are several production wells 
in a line, creating a no-flow boundary. In those situations, what becomes more important is 
not the critical rate, but the breakthrough time of the displacing phase (gas or water) and 
the post-breakthrough behavior for super-critical rates. 

Analytical solutions are useful for several cases shown in the literature, since they can 
give a good estimate of the solution for the physical system being studied, are easy to apply 
and, more importantly, they do work for some field situations. For these reasons, despite 
their limitations, they are still being developed, and used at least during the early stages of 
a study. 

The assumptions used to derive analytical solutions limit their applicability. Analyt- 
ical solutions are accurate when the assumptions made are valid, but they are not general. 
These limitations have led to the use of numerical simulators to study coning and cresting 
behavior. Simulators solve the complete set of equations and along with the correct bound- 
ary conditions, they can handle important reservoir complexities and their use has become 
a standard practice in reservoir engineering. 

However, simulators have their own limitations. The numerical diffusion created by 
the approximations made during the discretization of time and spatial terms leads to the 
requirement of using a large number of blocks to get accurate results. The number of blocks 
.are limited by computer storage and time consumption which are ultimately limited by 
hardware and economical constraints. 

For these reasons, some important questions that arise when a reservoir simulation 
study starts are: 

1 - What is the optimum grid (OG) to start the simulation? 
2 - What is the expected breakthrough time (BT) of the displacing phase? 
3 - What is the maximum production rate for a given BT? 
4 - What will be the post-breakthrough behavior of water-oil ratio (WOR) or gas-oil 

4 - How can the performance of a coarse grid model be improved? 
These and other questions can only be answered after extensive grid sensitivity studies 

Based on a thorough literature survey, we can make the following conclusions: 
1 - Correlations for BT and WOR(G0R) derived from analytical solutions use a large 

number of assumptions (resulting in a small number of parameters) which limit their general 
use. . 

2 - Correlations derived for BT and WOR based on results from numerical models 
use a larger number of parameters but normally use specific sets of PVT and rock-fluid data, 
which still limit their applicability. 

3 - Grid sensitivity studies are normally made for specific situations and can't be 
generalized. 

In this work, we are developing correlations for breakthrough time, water-oil ratio and 
optimum grids for the study of cresting behavior in horizontal wells. We first present the 
mathematical model used for coning problems, with the common assumptions and boundary 
conditions in Section 5.2. In Section 5.3 we present a literature review, with the most 
important solutions found in literature. In Section 5.4 we give the development of equations 

' 

ratio(GOR)? 

and with the help of analytical correlations for BT and WOR. 
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and assumptions made in this work. Finally, in Section 5.5 we show the development of the 
new correlations. 

5.2 Mathematical Model 
In this section we describe the general mathematical framework used for studying 

coning behavior. The common assumptions and boundary conditions (BC), dimensionless 
variables (DV) and parameters used to derive the correlations are discussed. 

Refer to the Nomenclature for the definition of the terms used in this section and 
. throughout this report. 

5.2.1 General Equations 

The general problem of coning is that of multiphase flow in a porous medium and 
therefore it obeys the classical laws of mechanics and thermodynamics. The reservoir is 
assumed to be isothermal, local thermodynamics equilibrium applies and Darcy’s law sub- 
stitutes the classical Navier-Stokes momentum equation for Newtonian fluids. Applying 
material balance for an elementary control volume, we can get the traditional continuity 
equation for each component c flowing in n1 phases [l, 21 : 

For immiscible flow it is reduced to: 

a 
-V-(PlG) - PLG = &hSL) 

Darcy’s law is given by: 

where: 

@ = p - - Z  

Substituting into 5.2 
(5.4) 

Alternatively, this equation can be written using the definition of formation volume 
factor (FVF) as following: : 

Which gives: 

75 



which can also be written using the potential definition 5.4 as: 

This is the general equation for three-dimensional multiphase flow of immiscible 
phases in porous media. Together with the capillary pressure and relative permeability 
relations, saturation constraints and appropriate boundary conditions, they give the basic 
equations for many reservoir engineering problems. Since it is a nonlinear partial differen- 
tial equation, an analytical solution is only possible under some limiting assumptions, which 
leaves the numerical simulation as the only tool to solve it without any further simplifications. 

5.2.2 Assumptions 

lowing: 
The assumptions commonly used to develop solutions for coning studies are the fol- 

. .  1 - Homogeneous medium (constant permeability in each direction). 
2 - Non-deformable formation (G = 0) and constant porosity. 
3 - Isotropic medium (same permeability for all directions).. 
4 - Constant viscosity for each phase. 
5 - Absence .of capillary pressures. 
6 - Incompressible flow. 
7 - Two-dimensional flow : For vertical wells, it implies radial flow and the problem 

is solved in r-z coordinates. For horizontal wells, it implies a cross-sectional model, with the 
well penetrating the entire formation. In this situation, the pressure drop in the well is also 
neglected. 

8 - One-dimensional flow (in each streamtube). 
9 - Vertical equilibrium or hydrostatic pressure distribution. 
10 - Undersaturated reservoir (p > pb). 
11 - 'Constant production rate. 
12 - Dead oil (Fb = 0). 
13 - Piston-like displacement. 
14 - Segregated phase flow. 
15 - Complete displacement S, = 0. 
16 - Well at the top or bottom of the formation. 
17 -' Steady-state flow. 
18 - Two-phase flow.. 
19 - Unity mobility ratio (M =1). 
20 - Symmetry for the well position : Assume that the lateral boundary size is the 

21 - Specific set of rock-fluid and PVT data. 
same for both sides of the well. 
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The previous works found in the literature use several of the assumptions stated 
above, which in most cases reduces the basic flow equations to simple forms such as Laplace, 
Poisson or Boussinesq equations and hence making it possible to find an analytical solution. 

5.2.3 Boundary Conditions 

The boundary conditions(BC) normally used are the following: 

A - On the lateral edges: 
a - Dirichlet or BC of the first kind: Gives a steady-state solution. It can occur in 

a reservoir with a line drive, creating a constant potential boundary between the injection 
and production wells. 

b - Neumann or BC of the second kind: Important for the case where the reservoir 
is closed or is developed with production wells in a pattern, creating no-flow boundaries 
be tween wells. 

c - Infinite acting reservoir: In this case there is always transient behavior. In many 
cases this ,occurs only for a short period of time. This behavior becomes more important 
when there is only one well in a reservoir. 

B - On the top and/or bottom of the reservoir: The top and bottom boundaries of 
the reservoir are normally considered impermeable (no-flow boundary). 

' 

C - At the WOC or GOC: 
a - Constant potential: This ignores the viscous forces in the gas cap/aquifer. 
b - Inactive aquifer/gas-cap with a constant interface elevation: In this approach, the 

shape of the cone is not taken into account. Static equilibrium at the interface is assumed. 
c - Inactive aquifer or gas cap free interface. 
d - Active aquifer or gas cap with free interface. 
e - Active aquifer or gas cap with constant pressure interface. 

D - At the well : The well can be included in the equations as a source/sink term or 
as a boundary condition. In both cases, all solutions assume constant production rate in the 
well. 

'5.2.4 Dimensionless Variables 

There are several sets of dimensionless variables for coning studies reported in the 

1 - Lateral dimension: 
a - Isotropic case: 

literature. The most common are: 

b - Anisotropic case: 
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2 - Longitudinal dimension: 

3 - Vertical dimension: 

4 - Radial dimension: 
1 

Y 
L YD = - 

5 - Time: 
a - Isotropic case: 

Apgkot 
d e f  Poho 

tD = 

Where d e f  is the effective porosity given by: 

b - Anisotropic case based on porosity: 

AP9kVt 
4Poho 

tD = 

c - Anisotropic case based on effective porosity: 

d - Anisotropic case based on dynamic pressure: . 

6 - Rate: 
a - Isotropic case: 

P O Q O  

ApgkoLho qD = 

b - Anisotropic case based on linear flow: 
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(5.11) 

(5.12) 

(5.13) 

(5.14) 

(5.15) 

(5.16) 

(5.17) 

(5.18) 

(5.19) 

(5.20) 



c - Anisotropic case based on radial flow and formation height: 

P O Q O B O  

2nApgk,h2, qD = 

d - Anisotropic case based on radial flow and well dimension: 

e - Anisotropic case based on linear flow and mobility: 

With: 

h o r n  xo = - 
P O  

f - Anisotropic case based on well drainage area: 

P O Q O B O  

QD = A y m A  
7 - Potential: 
a - Based on hydrostatic pressure: 

b - Based on dynamic pressure: 

5.2.5 Parameters 

(5.21) 

(5.22) 

(5.23) 

(5.24) 

(5.25) 

(5.26) 

(5.27) 

The parameters normally used in the literature to derive correlations are the following: 
1 - Dimensionless rate ( qD ) : Given by one of the expressions in the last section. 
1 - Well drainage radius : Given by expression 5.10, with x = X e ,  so that X D  = z e D  . 
2 - Well drainage radius: Given by expression 5.13, r = re so that rg = reo. 
3 - Horizontal well dimension: 
a - Isotropic case: 

L Lo = 

b - Anisotropic case: 

4 - Well height: 
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hW 
h0 

hwD = - (5.30) 

5 - Mobility : 

(5.31) 

6 - Anisotropy: Normally included in X D  and qD , it is also used as a separate . 
parameter defined as: 

(5.32) 

5.3 Literature Review . 

In this section we review the related important solutions found in the literature. 
Except where pointed out, all the equations used throughout this work are in a 

consistent system of units, normally SI (International System). Refer to the Appendix to 
get the conversion factors for other systems of units used in the literature. 

The works on coning and cresting problems can be divided in two main groups: 
Steady-state solutions and transient solutions. The first group looks for solutions for the 
critical rate and the latter for correlations for BT and WOR(G0R). 

5.3.1 Steady-St ate Solutions 

Steady-state solutions normally seek the critical oil rate, which is defined as the 
maximum production rate without any gas or water production. This is only possible when 
the potential at the lateral boundary is constant, creating a steady-state flow condition. 

Here we will mention just the more important solutions. .A more extended study of 
those solutions can be found in Arbabi.and Fayers [3]. Refer to Table 5.1 at the end of the 
section for the assumptions and BC used by various authors. 

A fundamental equation for steady-state solutions is Darcy's law derived for the flow 
along the streamtubes that are created in the direction of the well. The total rate can be 
written as: 

d@ dh 
ds ds Q = -kwh- = -kwh- (5.33) 

The first attempt to analytically solve a gravity-drainage problem was done by Dupuit 
[4] when studying an unconfined ground water flow problem. He derived a discharge equation 
for water through a dam, assuming the flow along the streamlines as essentially horizontal, 
that is, assuming vertical equilibrium. For this situation, we can write dx = ds in Equation 
5.33. His solution can be extended for the gas/water-cone case, giving the familiar expression 
'for the critical rate as : 
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Forchheimer [5] used Dupuit’s assumption to derive a continuity equation for the 
water potential, giving : 

a ah 
ax ax -(kh-) = 0 (5.35) 

Muskat [6] studied the applicability of partially penetrated vertical wells theory for 
single-phase flow to water coning problems for vertical wells. He derived an iterative process 
to calculate the critical rate neglecting the shape of the cone. He also studied the presence 
of a shale lens to suppress the cone. 

Meyer and Garder [7] extended the Dupuit-Forchheimer solution for the three-phase 
case, when both water and gas cones are present. They also gave an expression for the 
critical rate when a shale lens was present between the well and the fluids contact. 

Efros [8] and Giger [9] solved Equation 5.33 without Dupuit’s assumption, using a 
hodograph method. 

In another article [lo], Giger presented a solution for the no-flow B.C. in the lateral . 
edge with an active aquifer. In this situation the critical rate is defined as the rate below 
which there is no water production for a particular time [ll]. 

Chaperon [12] extended Muskat’s approach for horizontal wells for either isotropic or 
anisotropic permeabilities. She compared the critical rates between horizontal and vertical 
wells, concluding that horizontal wells generally have higher critical rates than vertical wells, 
but this advantage is reduced with an increase in anisotropy. She also extended her solution 

. to the pseudo-steady-state behavior, with no-flow on lateral edge boundaries, using a different 
drainage radius for horizontal and vertical wells. 

Joshi [13] used the Dupuit-Forchheimer solution for vertical wells to derive an expres- 
sion for the critical rate for horizontal wells using an effective wellbore radius concept. He 
concluded that for any situation, QA > Qm. 

Wheatley [I41 used a theory based on a combination of line and point sources to 
develop a new approach’to calculate critical rates and the water-oil cone profile for vertical 
wells. He used Muskat’s approach, but did not neglect the effect of the cone itself in his 
calculations. 

Guo and Lee [15] developed a solution for critical rates for horizontal wells based on 
the hodograph method, using conformal mapping. 

Fayers et al. [16] summarized the main methods to calculate critical rates for horizon- 
tal wells during steady-state behavior. They found factors of 4 to 24 between the solutions 
for the same problems by different methods. 

Arbabi and Fayers [3] used concepts from Wheatley’s theory and developed a new 
semi-analytic solution for horizontal wells at any depth. They also compared their solution 
and others’ with simulation results, concluding that, besides theirs, Efros [8] and Giger [9] 
solutions were the most reliable, but the latter .two are only applicable for well at the top or 
boundary of the formation. 

A summary of the assumptions and boundary conditions used by each author to 
derive their solutions throughout this section is shown in Table 5.1 The number or letter 
associated with each assumption or BC are given in sections 5.2.2 and 5.2.3 Assumptions 
1-2,4-6,10-r4,17,19-20 and boundary conditions B and D are not given in the Table, since 
they were used in all derivations. Assumption 18 is used by all authors except Meyer and 
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Reference 

[41 
[31 

[51 
PI ' 

[71 
PI 
[91 

P O I  
[I21 
[13] 

1151 
~ 4 1  

x a  a 
x a  b 

Assumptions and Boundary conditions 
3 I 7 I 8 I 9 I 16 A C 

a c 
X x a  a 
X 
x 
X 

X 
X 
x 

x 

x l a l  a - 1  

X 

x x  
X 

x x  
X 
X 
X 

X 

x x  
X 
X 

x x  

x a  C 

x a  C 

Table 5.1: Assumptions and BC used to get steady-state solutions. Refer to sections 5.2.2 
and 5.2.3 

Garder [7] who also gave an expression for 3-phase flow. Assumptions 15 and 21 were not 
used by any author in this section. Whenever any assumption was not clearly evident from 
the publication, it was not included in the Table. 

' 

5.3.2 Transient Solutions 

Transient solutions normally look for correlations for BT and post-BT behavior. Here 
we only summarize the most important solutions found in the literature. Refer to Tables 
5.2, 5.3 and 5.4 for the assumptions, BC-, DV and parameters used by each author whose 
work is reviewed here. 

A fundamental equation for transient solutions is the Boussinesq [17] equation, which 
is the extension of Forchheimer equation for transient flow. It is given by: 

(5.36) 

Which is also known as Dupuit-Forchheimer Equation. 
Chappelear and Hirasaki [18] developed an expression for the water-cut assuming 

vertical equilibrium and a sequence of steady-state conditions for cone development in vertical 
wells. They installed their expression in a two-dimensional areal simulator, using it to 
calculate the post-breakthrough water-cut. The oil thickness was calculated from the grid 
block saturation of the previous time-step. 

Addington [19] developed correlations using a radial grid for gas coning in the Prudhoe 
Bay field. He developed correlations to calculate the average oil column height above the 
perforations at BT and gas-liquid rate (GLR) after BT. 

For the average oil height above the perforations he gives, in field units: 
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where the factor PI 
For GER. 

(5.37) 

is related to the thickness ratio and F2 to the well spacing. 

Zog(GLR) = ???(E0 - hobt) 4- bg(Rs) (5.38) 
where m is taken from a graphical correlation. 
He implemented these correlations in a coarse grid model. He also simulated a het- 

erogeneous case, varying the number and the height of small shales between the well and the 
gas-oil interface. 

Nolen [20] discusses some problems associated with the implementation of Adding- 
ton's approach in his simulator, giving some hints on how to install the GLR correlation 
after breakthrough. 

Konieczek [21] solved Bousinesq's Equation for horizontal wells using both numerical 
and semi-analytical procedures. His results were presented in a set of dimensionless decline 
type-curves for various well spacings and well elevations. He found a simple correlation for 
BT as: 

Where the constant C can be approximated by the following regression polynomial: 

(5.39) 

c = Q ( 1  - h,D) -k a2(1- h,D)2 -k Us(1 - h , ~ ) ~  (5.40) 

With h,D given by 5.30 and a1 = -0.0183, a2 = 2.6377 and a3 = -1.7363. . 

single-cone and two-cone cases in an infinite acting reservoir. They solved numerically Equa- 
tion 5.8 for oil phase using movable boundary conditions for the fluids interfaces. For the 
single-cone case, assuming gravity equilibrium in the cone, they found the following correla- 
tion for BT: 

Papatzacos et al. [22] developed correlations for BT for horizontal wells for both. 

Another solution assuming constant pressure on the moving boundary is given as: 

(5.42) 

(5.43) 

For the two-cone case, they defined a parameter ,O for the location of the well (h,D, 
as defined by Equation 5.30 ) and developed correlations for BT and for the optimum well 
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placement &t, defined as the position where both water and gas cones have the same BT. 
Their correlation is expressed as a polynomial of the form: 

* 

Y = fiJ + qx + c 2 x 2  + c3x3 ’(5.44) 
Where Y is either Pwt or I?Z(&D) , X is Z ? Z ( ~ D )  and the constants cj are tabulated as function 
of the density difference ratio, given by: 

(5.45) Pw - Po 

Po - Pg 
$=  

They compared their correlations with numerical simulations. In order to obtain more ac- 
curate simulations, they performed a grid block sensitivity .study. For most of the cases 
simulated, they needed to use very refined grids, specially between the well and GOC, to get 
reliable solutions. 

Ozkan and Raghavan [23] developed a similar approach to that used by Papatzacos 
et al, using constant pressure in the active aquifer. They reduced Equation 5.8 to Laplace’s 
Equation and solved it using Green’s function. The solution was then integrated to find a 
BT correlation for both vertical and horizontal wells, the latter is given by: 

(5.46) 

Tiefenthal [24] extended Konieczek’s work for the anisotropic case, but still assuming 
vertical equilibrium. He gave correlations for single-cone and two-cone cases for either critical 
and super-critical conditions. ‘Beginning from Equation 5.8, he derived Bousinesq’s Equation 
and found the following expression for the dimensionless oil rate after breakthrough: . 

IC (5.47) 

He applied his results to the simulation of a real field. 
Yang and Wattenbarger [25] derived correlations for water coning from refined grid 

models for both vertical and horizontal wells. They used the same definitions as Addington 
[19] and found correlations for BT, WOR and critical rate for a particular time. For HW, 
their expressions are given by: 

1 OA5 1 1 2 
( - = 1 + 4.7921x10-4x,0~32[-] - 

hwb XeD ~ D , I . + M ~ . ~  
(5.48) 

and: 

Zog(WOR + 0.25) = m(h@ - hwb) + Zog(O.25) (5.49) 
With m given by: 

0.’18 1 0.4 1 0.5 
m = 0.004[1 + 2.7496c”-(-) (-) (1 + kf 025 )( 1 - ~ W D ) ~ . ~ ]  (5.50) 

Mohammed and Hatzignatiou [26] derived correlation from refined grid models for gas 
and water coning for VW and HW. They followed the conclusions of Papatzacos et a1 [22] 

ho. XeD qD 
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Table 5.2: Assumptions and BC used to get transient solutions. Refer to sections 5.2.2 and 
5.2.3 

to build their grid block dimensions and studied the effect of the numerical diffusion using 
a Buckley-Leverett model. They attributed a difference of 6% in BT to numerical diffusion, 
For HW, their expression for BT for water coning is given by: 

172.8Ah$(l - S,, - Sm) hDle2L D 0*455K D Oe4 
. qD0.04M0.5 

Q B O  
t b t  = 

and for gas coning by: 

227.4Ah$(l - swc - so,.) ~ D ~ . ~ ~ ~ L D ~ . ~ ~ ~ K D ~ * ~ ~ ~ ~ ~ ~ ~ ' ~ ~ ~ ~  
t b t  = 0.715 M0.1124 qB0 qD 

(5.51) 

(5.52) 

with m defined as the gas-liquid ratio slope. 
Arbabi and Fayers [3] used numerical simulations to derive a correlation for BT for 

the constant potential lateral boundary case. They found that the arithmetic mean between 
expressions 5.42 and 5.43 gave good results. 

A summary of the assumptions and boundary conditions used by various authors to  
derive their solutions throughout this section are shown in Table 5.2. The number or letter 
associated with each assumption or BC are given in sections 5.2.2 and 5.2.3. Assumptions 
1,2,5,11,20 and boundary conditions B and D are not given in the Table, since they were 
used in all derivations. Assumption 3 was used only by Konieczek [21]. Assumption 7 was 
not used only by Mohammed and Hatzignatiou [26] who also included'the well length in 
their correlations. Assumption 15 was used only by Papatzacos et a1 [22]. Assumption 16 
was used only by Ozkan and Raghavan [23]. Again, as in section 5.3.1, any assumption not 
clearly expressed by the author or evident in his publication has not included in the Table. 

A summary of the DV and parameters used by each author in this section are given 
in Tables 5.3 and 5.4. Refer to sections 5.2.4 and 5.2.5 and Nomenclature for the definitions. 



Table 5.3: Dimensionless variables used to get transient solutions. Refer to section 5.2.4 

Table 5.4: Parameters used to develop BT and WOR correlations. Refer to section 5.2.5 
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5.4 Development of Equations 

In this section we provide a general mathematical development for this study, giving 
the assumptions and boundary conditions used in this work. Starting with Equation 5.8, let 
us use assumptions 1,2,4,5,7,10, 11,18 and 20 from section 5.2.2. In this situation, the basic 
flow equations for oil and water components can be written as: 

Oil: 

Water: 

(5.53); 

(5.54) 

Let us use a set of dimensionless variables defined by Equations 5.10, 5.11, 5.12, 5.26 
and: 

where Ap is the initial density difference at WOC. 

(5.55) 

(5.56) 

(5.57) 

(5.58) 

C ~ D  = CiApgh,, 1 = 0, w (5.59) 
Let us also assume FVF as straight line functions of pressure, with a value of unity 

at standard conditions, so that: 

Bi 7 1 - C ~ D P D , ~  = O , W  

Normalized saturations are: 

so that: 

s w  - s w c  
1 - swc - so+ s; = 

S O  - So+ 
1 - s w c  - s, s; = 

s ; + s ; = 1  

87 

(5.60) 

(5.61) 

(5.62) 

(5.63) 



Relative permeabilities can be written as: 

krw = krwrokrw* (5.64) . 

kro = kromkro* (5.65). 

with normalized relative permeabilities given by exponential functions of saturations as: 

krw* = (Si)nw (5.66) 

kro* = (Si)no (5.67). 

Using this set of DV in Equations 5.53 and 5.54 together with parameter M defined 

Oil: 
by 5.31 we get: 

Water: 

where: 

With these 
ratio and optimum 

(5.68) 

(5.69) 

(5.70) 

equations, we can derive correlations for breakthrough time, water-oil 
grid as a function of qD , M , X ~ D ,  hwD, coo and the exponents of relative - 

permeabilities no and nw. Water is considered incompressible for these derivations. 
We will also consider the effect of Rs (constant for undersaturated oil) in the sim- 

ulations. The boundary conditions will be no-flow on the lateral edge and on the top of 
the reservoir: A large aquifer to give pressure support will be placed at the bottom of the 
reservoir. \ 

5.5 Water Cresting Correlaiions 

In this section we describe the procedure to get correlations for breakthrough time, 
water-oil ratio and optimum grid for the water cresting problem. Equations 5.68 and 5.69 
can be solved using a commercial simulator with the appropriate input data. A basic data 
set for the ECLIPSE simulator was developed using some of the common assumptions shown 
in Table 5.5. 

With those data we initially varied the vertical and horizontal grid block sizes, the 
lateral boundary size, the aquifer size, the well block dimensions, oil compressibility and Rs. 
Variations in density difference and permeabilities were not considered here, since they are 
already implicit in the DV. After several runs, we could make the following initial conclusions: 
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1 - The vertical block size dimension affects numerical diffusion more than the hori- 
zontal one. 

The optimum grid is defined here as the dimension of the @id blocks that gives the 
minimum number of blocks for the simulation with a small variation in BT, N p ~  and WOR 
behavior when compared with a refined grid block. 

2 - A vertical dimension of AZD = 0.01 is a refined grid block size for most of the 
situations run. A refined grid block is defined here as the dimension of the grid blocks that 
gives no noticeable variation in BT or WOR behavior when its performance is compared 
with smaller grid block sizes. Any grid block sizes larger than those are considered here as 
coarse grid blocks. 

3 - A good horizontal block size distribution is obtained by starting with the vertical 
block size dimension, then doubling it 8 to 16 times, then using this dimension for the next 

, 10 blocks and, after that, continue doubling. This gives better results than the approaches 
, normally used, that is, the use of a number of blocks of the same dimension close to the well 

and then start doubling (or just double from the well block) [22]. 
4 - The well block dimensions do not affect either BT or  WOR behavior if a square 

block with dimensions equal to those used between the well and WOC is.also used for the 
well block. What is more important for this situation is to maintain the same well position. 

5 - There was no variation in BT or WOR for different values of Rs, once the same 
initial densities at WOC were maintained., 

6 - The reservoir behaves as infinite for XeD > 20, since there was no noticeable 
variation in either BT or WOR for these situations. In fact, there was no noticeable variation 
in BT for XeD > 10. 

7 - An aquifer size of 200 times the reservoir size must be used to maintain the 
reservoir pressure without any injection. Smaller aquifers result in rapid decline of reservoir 
pressure, which normally results in changing the well control from constant production rate to 
specified bottom hole pressure (BHP). This changes completely the BT, since the assumption 
of constant production rate is no longer valid. 

8 - A large aquifer, however, can also be modeled using a line of injectors at the 
bottom of the aquifer with total injection matching total production, for an aquifer size of 
20 times the reservoir size. This line of injectors was simulated here using a HW injector.in 
the lateral direction. 

9 - Smaller aquifers with injectors give different BT depending on the position of 
the injectors and aquifer size, with no reasonable variation that could be correlated with a 
parameter that included the aquifer size. For such reasons, the correlations developed here 
will assume a large aquifer giving pressure support for the reservoir. 

10 - There was no noticeable variation in BT or WOR for coo < which can be 
considered to be the incompressible oil flow case. 

.12 - Only for very small mobilities the parameter nw gave a noticeable variation in 
BT and WOR. Even in this situation, the variation is about 10% . For this reason, this 
parameter will not be included in the correlations. 

With these initial conclusions, we can define the form of the correlations as: 
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Oil column, h 
Horizontal permeability, kh 
Vertical permeability, kv 
Porosity, q5 
Oil density, po (standard) 
Water density, pw (standard) 
Gas density, pg (standard) 
Gas-oil solubility ratio Rs I 

Oil viscosity, l . ~ ~  I l w  
Water viscosity, p, 
Oil compressibility, c, 
Water compressibility, c,,, 

1cP  
le-5 bar-' 
le-5 bar-' 

Rock compressibility, c,. I 0.0 I 
Connate water saturation, S,, 
Residual oil saturation, S, 
Oil relative permeability exponent, no . 

0 
0 
1 

Water relative Dermeabilitv exDonent. n.., I 1 I 
Oil relative permeability at S,,, kr,, 
Water relative permeability at S,, krwro 
Production rate, Q(QD = 0.1) 

1 
1 
5428.74 m 3 / d a y  

Table 5.5: Basic data set for simulation runs 

where U is either tb tD,  WOR or A z D .  
The reference case for the runs is based on : 
- q D  = 0.1 
- M = l  
- x,eD = 20 
- n o = l  
- hWD = 1 
- COD = 10-5 
With this basic data, we then started varying each of the parameters for the practical 

cases found in real field examples. The dimensionless range of parameters is given in Table 
. 5.6. They cover the most common range used in practical situations. For instance, q ranges 

from 1000 m 3 / d a y  to 50000 m3/day .  

5.5.1 Breakthrough Time 

Since a refined grid was used, the values of BT were recorded as the first appearance 
of water in the'well. For this situation, large variations in BT are not expected for more 
refined grids, which was confirmed by several runs. 

The reported values of BT using this procedure are shown in Table 5.6 In order to fit 
. the BT values with each parameter, a set of basic equations for linear regression was used, 
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qD M 
0.1 1 
0.15 
0.2 
0.3 
0.5 
0.7 
1.0 

0.'07 
0.05 
0.03 

' 

2 
5 
10 
50 
100 
0.5 5.557 

12.044 

-7- 

I 

0.455. 0.474 3.9 0.424 2.4 ' 

0.305 0.461 3.4 0.265 7.8 

* 
3.526 
2.863 * 0.566 0.456 1.7 0.502 6.2 

0.625 0.419 2.0 0.512 12.8 

XeD - 
20 

- 
10 
5 
- 

3 
2 

hWD 
1 

0.9 
0.8 
0.7 
0.6 
0.5 

Table 5.6: Dimensionless BT and parameters C and m of Equation 5.73 for each simulated 
data. A blank entry indicates that parameter has same value of reference case (first row) 

* No reasonable correlation for m=0.5 
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Table 5.7: Correlations for BT using equation 5.72 with each parameter for the reference 
case. 

given by: 

fb) = a + b f ( 4  + c f ( 4 -  + df (43  (5.72) 
With f(x) = x or Zn(x) and f(y) = y or Zn(y) . x represents any of the parameters of 

With this procedure we have four linear functions (with c = d = 0), four quadratic 
functions (with d = 0) and four cubic functions. to fit the BT variation with each of the 
parameters, giving 12 functions to match the simulation results. The criteria to find the 
best match between the functions was a maximum error of 5% in the simplest possible . 
function, since in several cases there is not much improvement from a linear to a quadratic 
or to a cubic regression. 

The best matches for each case are shown in Table 5.7. The match for &tD with qD 
is shown in Fig. 5.1. 

Equation 5.71 and y is tbtD.  

10-1 I 1 L 

1 0' 1 
qD . 

Figure 5.1: Comparison of breakthrough time correlation and simulation results 

Figure 5.2 shows the correlation for tbtD with q D  compared with several correlations 
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found in literature described in Section 5.3. It can be noted that the correlations based 
on vertical equilibrium tend to overestimate BT while those based on constant pressure 
boundary at the aquifer tend to underestimate BT. 

The next step is to include the parameter C,,D in the correlations and develop a general 
correlation for BT as a function of all the parameters. 

5.5.2 Water-Oil Ratio 

Figures 5.3 through 5.7 show the variation of WOR with each of the parameters 

The correlations for WOR were derived using the result by Tiefenthal [24] given by 
studied in this work. 

Equation 5.47, that can be written for WOR as: 

(5.73) 
where m = 0.5. 

As mentioned earlier, this equation is derived assuming vertical equilibrium. The 
runs demonstrated that the constant C is not only a function of h w D ,  but also of all other 
parameters considered in this work. The exponent m can be assumed equal to  0.5 with a 
rather small error for all the parameters except X ~ D .  

Table 5.6 shows the values of C and m obtained by non-linear regression using the 
Gauss-Newton method, with the maximum relative error found for each case. It also shows 
the values of C assuming m=0.5. 

Figure 5.8 shows the match for q D  = 0.7, the case where m=0.535, the largest differ- 
ence from m=0.5 for rate variation. A good fit is obtained except in the beginning of the 
water production, which is normally responsible for the largest errors in all matches. Those 
differences, however, do not affect the general shape of the WOR curve, which can be seen 
in Fig. 5.9, which also shows the small difference for the match when m=0.5 is used. 

The next step is to derive a correlation for C as a function of all the parameters and 
a correlation for m as a function of X ~ D .  

5.5.3 Optimum Grid. 

The optimum grid is defined here as the dimension of the grid blocks that gives the 
minimum number of blocks for the simulation with a small variation in BT, N p ~  and WOR 
behavior when compared with a refined grid block. From what is reported in literature and 
the experience with several runs, we can define the criteria for the optimum grid as: 

1 - Maximum variation of 5% in BT for a refined grid block. 
2 - Maximum variation of 3% in N p ~  at t D  = 3tbtD for a refined grid block. 
3 - Visual inspection for WOR variation, that normally loses its smooth behavior for 

coarse grids. 
Here we just need to find the variation of the vertical block dimension AzD, since the 

horizontal dimension A x D  can be specified, as described at the beginning of this section, as 
a function of AZD. 
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.I..-...... This work 
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Figure 5.2: Comparison of various correlations for breakthrough 

1u' 

time 

Table 5.8: Variations in BT and Npd with grid size for the reference case. 
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Figure 5.3: Effect of production rate in WOR as a function of time 
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tD 

Figure 5.4: Effect of mobility ratio in WOR as a function of time 
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Figure 5.5: Effect of lateral reservoir size in WOR as a function of time 
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Figure 5.6: Effect of well height in WOR as a function of time 
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Figure 5.7: Effect or oil relative permeability exponent in WOR as a function of time 
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Figure 5.8: Comparison of WOR correlation and simulation results for a dimensionless rate 
of 0.7 
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Table 5.8 shows the variation of BT and N p ~  for the reference case for several AZD, 
which are plotted in Fig. 5.10. Using the criteria defined above, we can give the optimum 
grid for the reference case as AzD = 0.05. 

The next step here is to find the optimum grid for each case and then develop a 
correlation as a function of all the parameters. 

. 

5.6 Conclusions 

We can give the following conclusions for this work: 

Water and gas cresting behavior are important reservoir phenomena for which several 
analytical solutions a,nd correlations have been developed throughout the petroleum history. 

A through literature review of steady-state and transient solutions for cresting be- 
havior was presented, showing the assumptions and parameters. used by each author in their 
derivations. 

A set of dimensionless variables was defined, leading the flow equations to a system 
of coordinates where the important.parameters for a reservoir study can be easily visualized. 

A new set of correlations for breakthrough time, water-oil ratio and optimum grid are 
being developed. They use the relevant parameters given by the flow equations and can be 
used at the beginning of a reservoir study to estimate breakthrough time, post breakthrough 
behavior and give an initial approach for the grid block sizes to use in the simulation runs. 
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Figure 5.9: Comparison of WOR correlations and simulation results for a dimensionless rate 
of 0.7 
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Figure. 5.10: Effect of vertical block dimension in WOR as a function of time 
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Nomenclat ire  

B 
BC 
BT 

CP 
CPLB 
D 
DV 
fw 
FVF 
9 
GLR 
GOC 
GOR 
h 
HW 
k 
I 
L 
OG 

C 

P 
9 
Q 
Rs 
T 
S 

S 
t 

V 
VE 
vw 

21 

5 

w 
WOC 
WOR 
WCT 
Y 
z 

formation volume factor , m3/m3 
Boundary conditions 
Breakthrough time 
compressibility, Pa-l 
Constant pressure 
Constant potential in the lateral boundary 
depth, distance from the surface, m 
Dimensionless variables 
fractional water flow 
formation volume factor, m3/m3 
gravity acceleration = 9.81m/s2 
Gas-liquid ratio 
Gas-oil contact 
Gas-oil ratio 
height, distance from the bottom of the reservoir, m 
Horizontal well 
permeability , m2 
phase 
well length, m 
Optimum grid 
pressure , Pa 
rate at reservoir conditions, m3/s 
rate at standard conditions, m3/s 
solubility ratio, m3/m3 
radial direction, m 
length in the streamline direction, m 
saturation . 

time, s 
velocity, m/s2 
volume, m3 
vertical equilibrium 
vertical well . 
main horizontal direction, with the origin in the well, m 
width (y direction), m3 
Water-oil contact 
Water-oil rate 
Wat er-cut 
horizontal y direction, m 
vertical direction, with the origin at the top of the reservoir, m 
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Greek 

CY hydraulic diffusivity, m2/s 
7 hydrostatic gradient = pg , Pa/m 
P viscosity P a s  

density, k9/m3 
porosity 
potential, Pa 

molar fraction of each component 

$ 
@ 
e angle 
5 

Subscripts 

*. b barrier 
bt breakthrough 
C critical 
CP component 
D dimensionless 
e 
ef effective 

external ( lateral edge ) 

g 
h '  
i 
1 

or 
P 
r 
res 
std 

0 

t 
V 
W 
wc 
W 

gas 
horizontal direction 
grid block discretization index 
phase 
oil 
oil residual 
perforation 
relative 
reservoir 
standard conditions 
top of the perforations 
vertical direction 
water 
connate water 
well 

Superscripts 
- average 

per unit volume ' 

- 
n time discretization level 



Conversion Factors 

day x 8.64 * E+04 = s 
ft x 3.048 * E01 = m 
bbl x 1.58987 E01 = m3 
. l h  x 4.53592 E01 = kg . 
d y n  x 1.0 * E05 = N * 

psi x 6.89476 E+03 = Pa 
atm x 1.01325 E+05 = Pa 
Bar x 1.0 * E+05 = Pa 
g / m 3  x 1.0 * E+03 = kg/m3 
l b / f t 3  x 1.60184 E+01 = kg/m3 
cp x 1.0 E03 = Pa.s 
md x 9.86923 E04 = pm2 
bbllday x 1.84013 E06 = m3/s 
psi/ f t x 2;29158 E+04 = Palm 

* Conversion factor is exact 
I 
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6. Critical Rates for Simultaneous Gas and Water Cresting in Horizontal Wells 

by Sepehr Arbabi and F. John Fayers . 

Abstract 

We have extended our earlier semi-analytical method for determining critical cresting rates 
in horizontal wells [ 11 to the case of both water .and gas cresting. The method and the procedure 
will be briefly described below. We also show the application of the method to an example 
problem and compare the results with direct numerical simulation. 

6.1 Introduction 

In the case of vertical wells, Piper and Gonzalez [2] devised a method for the double 
interface problem (simultaneous gas and water coning) based on Wheatley’s method [3]. Figure 
6.1 shows a schematic of the problem they have considered. For a vertical well partially 
completed in the pay zone, their method divides the oil column into two regions, one is referred to 
as the “gas region” and the other as the “water region”. The division is based on locating a no 
flow boundary positioned somewhere in the completion interval. The location of this no flow 
boundary is determined when a dimensionless oil potential, defined as the ratio of the oil potential 
on the fluid contact to that on the well radius, is the same in both gas and water regions. 

Figure 6.1: Schematic of the Water and Gas Coning Problem in Vertical Wells 
as Considered by Piper and Gonzalez [2] 

It is found that the no flow boundary always falls in the well completion interval provided that the 
interval is not too close to either water or gas interface. Once the no flow boundary is located, the 
“gas region” and the “water region” have been identified . Next the critical rate for each region is 
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detexmined independently using Wheatley's method. The critical coning rate of the double 
interface problem is then given by the minimum of the two critical rates. 
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Figure 6.2: Variation of Critical Oil Rate versus Distance to the Top of the Completion for 
Vertical Wells 

6.2 Considerations for Horizontal Wells 

The use of a similar approach in extending our method to the double interface problem is 
not feasible as the horizontal well is modeled as a point sink in 2D and thus there is no completion 
interval where a no flow boundary might fall. Instead an alternative approach based on another 
method for vertical wells is utilized. In this second method referred to as the "generalized 
Wheatley's method," the restriction in Wheatley's method where the completion interval must 
extend to the upper or lower boundaries has been removed. Therefore, we can find critical rates 
for a vertical well partially completed in the oil zone for the single interface problem (either water 
or gas coning). These two approaches have been applied to an example problem involving both 
gas and water coning (example parameters are all taken to be the same as those used in Ref. [l], 
the only additional new parameter is pow= 0.52 gdcc). Figure 6.2 above displays the results 
where we have plotted critical oil rate against the distance to the top of the completion. We 
observe two critical rates one associated with gas an& the other with water in both methods. 
When these two rates become equal, such as when the completion interval is 9.15 m below the 
top of the reservoir in this example, the well is said to be positioned at its optimum location. The 
critical rate for any well located below the optimum well placement is governed by the 
encroachment of the water cone and similarly by the gas cone for wells located above the 
optimum location. Focusing on the Piper and Gonzalez solution in Fig. 6.2, we recall that the 
critical rate of the problem is given by the minimum of the two critical rates observed below and 
above the optimum well location. Figure 6.2 also demonstrates a very good agreement between 
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the Piper and Gonzalez solution and those from the generalized Wheatley’s method (which are 
based on single interface problem) especially when the well is far away from a coning interface. In 
other words, when the well’is moved away from a boundary with different boundary conditions 
related to the two and single interface problems, the influence of that boundary on the flow 
becomes similar in the two cases. That is why the two methods predict very close critical coning 
rates. 

6.2.1 Procedure for Calculating Critical Cresting Rates 

Based on the above result and discussion and the fact that the horizontal well could be at 
any depth in our method, we can devise a procedure using our single interface method to calculate 
critical cresting rates Qc for cases with simultaneous water and gas cresting. A brief outline of the 
procedure is presented below: 

1. Determine Optimum Well Location: 
Solve for Qc with only gas present (one interface problem) Qc (gas) 
Solve for Qc with only water present (one hterface problem) Qc (water) 
Move the horizontal well until Qc (gas) = Qc (water) at hwo. This locates‘the optimum 

well position and defines the “gas region” and the “water region”. 

2. Determine Critical Cresting Rate: 
for a horizontal well in the “gas region” (hwc hwo) Qc - Qc (gas) 
for a horizontal well in the “water region” (hw > hwo) Qc - Qc (water) 

6.3‘ Example Problem 

We have applied this procedure to an example problem involving water and gas cresting 
for both isotropic and anisotropic cases with the horizontal well located above and below the 
optimum well location (same parameters as in Fig. 6.2). Simulations were also performed to 
estimate critical cresting rates for the same example problem. Results are summarized in Table 6.1 
for a horizontal well of length 500 m with a well spacing of about 400 m. The optimum well 
location is at 11.5 m below the top and the corresponding critical rate is 26 m3/day. Table 6.1 
shows very good agreement between the method and the simulation results. We note the weak 
dependence of the critical rate for horizontal wells when the anisotropy ratio is reduced from 1 to 
0.1. It is also counterintuitive to observe that Qc decreases with a decrease in vertical permeability 
as predicted by the method and verified by the simulation results. This trend has also been 
documented by others [4-51 and is opposite to that observed in vertical wells. Finally, we give a 
direct comparison between the method and the simulation in regard to the shape of the interface. 
Figure 6.3 shows the shapes of the gas and water interfaces from the method and the simulation 
for case 2 in Table 6.1, which had the largest relative percentage difference of 5.5%. First of all, 
we see excellent agreement between the shape of the interface from the potential and stream 
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functions for both gas and water. Secondly, very good agreement is observed between the shape 
of.the gas crest fkom the simulation and the new method while the agreement for the water 
interface is only reasonable. We note that the critical rate for this case is dekrinined by the 
movement of the gas crest as the horizontal well is located above h-. 

Case 

1 
Kv/K& 1 

2 
Kv/Kh=U. I 

3 
K v / L =  I 

4 
Kv/i(h=U. I 

Table 6.1: Comparison of Critical Rates from the Method and the Simulation 

hw , m Qc ,W/duy a,, &/day % 
Simu!afion New Mefhod Difference 

8.33 18.8 19.6 +4.3 

8.33 16.4 17.3 +5.5 

12.1 1 25.5 24.7 -3.1 

12.11 23.7 22.4 -5.4 
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Figure 6.3: Comparison of the Shape of Interface between Simulation and the Semi-Analytical 
Method for both Gas and Water Crests (X=nx/4xJ 
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6.4 Concluding Remarks 

Critical rates for simultaneous gas and water cresting can be accurately predicted by the 
proposed method based on our earlier semi-analytical solution for a horizontal well at any depth in 
the reservoir. 

Simulation runs and analytical predictions @&ate that permeability anisotropy has a 
marginal effect on critical cresting rates. Furthermore, they show that critical rates decrease with 
an increase in the anisotropy ratio for horizontal wells located far away ftom the upper and lower 
reservoir boundaries. 
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