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ABSTRACT

Eight alternative methods for approximating salt creep and disposal room closure in a multiphase flow model of the Waste Isolation Pilot Plant (WIPP) were implemented and evaluated: three fixed-room geometries (initial, intermediate, fully consolidated); three porosity functions (moles-time-porosity surface, moles-time-porosity lines, pressure-time-porosity lines); and two fluid-phase-salt methods (boundary backstress, capillary backstress). The pressure-time-porosity line interpolation (pressure lines) method is the method used in current WIPP Performance Assessment calculations. The room closure approximation methods were calibrated against a series of room closure simulations performed by Stone (1995a) using a creep closure code, SANCHO.

The fixed-room geometries did not incorporate a direct coupling between room void volume and room pressure. The two porosity function methods that utilized moles of gas as an independent parameter for closure coupling were unable to account for the presence of brine in the room and, therefore, could not capture the dynamic relationship between room pressure, brine volume in the room, and room expansion. The capillary backstress method was unable to accurately simulate conditions of re-closure of the room followed room expansion. Only two methods were
found to be accurate and robust enough to approximate the effects of room closure under most conditions, the boundary backstress method and pressure-time-porosity line interpolation.

The boundary backstress method is thought to be a more reliable indicator of system behavior due to a theoretical basis for modeling salt deformation as a viscous process. It is a complex method and a detailed calibration process is required. The pressure lines method is thought to be less reliable because the results were skewed towards SANCHO results in simulations where the sequence of gas generation was significantly different from the SANCHO gas-generation rate histories used for closure calibration. This limitation in the pressure lines method is most pronounced at higher gas-generation rates (> 0.8 moles per drum per year) and is relatively insignificant at lower gas-generation rates (≤ 0.4 moles per drum per year). Due to its relative simplicity, the pressure lines method is easier to implement in multiphase flow codes and simulations have a shorter execution time (10 to 20 times faster than boundary backstress). The pressure lines method is suggested for continued use in WIPP Performance Assessment calculations as long as simulated gas-generation rate histories are low or are not significantly different from the SANCHO-simulated rates.
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1.0 INTRODUCTION

The Waste Isolation Pilot Plant (WIPP) is a U.S. Department of Energy (DOE) research and development facility designed to demonstrate the safe underground disposal of transuranic (TRU) waste from U.S. defense-related activities. If it can be demonstrated to the U.S. Environmental Protection Agency (EPA) that the WIPP is in compliance with relevant regulatory standards, then disposal of TRU wastes being generated by and stored at various DOE facilities will occur. The WIPP is located 30 miles (50 km) east of Carlsbad in southeastern New Mexico (Figure 1-1). The WIPP repository lies in the lower portion of the Salado Formation at a depth of approximately 655 m below land surface. The Salado Formation is approximately 600 m thick, extending from the contact with the Rustler Formation at about 260 m below land surface to the top of the Castile Formation at about 860 m below land surface. The Salado Formation is comprised of beds of relatively pure halite and impure halite containing interspersed clay and polyhalite. Thin interbeds of anhydrite (Marker Beds) with underlying clay seams are present in laterally contiguous layers. A stratigraphic section of the Salado Formation in the vicinity of the repository is shown in Figure 1-2.

The underground waste storage area is designed to have eight waste disposal panels, each of which will contain seven waste disposal rooms. Each disposal room is approximately 4 m high, 10 m wide, and 91 m long. Each disposal room is to be filled with approximately 6,800 55-gallon drums and/or steel boxes containing contact-handled (CH) transuranic (TRU) waste (U.S. DOE, 1990). In addition, canisters containing remote-handled (RH) TRU waste will be emplaced in large-diameter horizontal boreholes in the room walls. Following waste emplacement, each room will be backfilled above and between the waste drums with crushed salt or a crushed salt and bentonite mixture. With time, the volume of the disposal rooms will change due to salt creep.

Gas generation from post-operational corrosion and microbial degradation of the emplaced waste could produce elevated pressures within the disposal rooms. The elevated pressures could result in gas release from the repository and could enhance contaminant movement towards regulatory boundaries. Gas pressure in the disposal rooms is strongly influenced not only by the gas-generation rate, but also by changes in gas-storage volume caused by creep closure and/or expansion of the rooms and by gas release from the rooms into the surrounding rock. Long-term repository assessment must consider the processes of gas generation, room closure
Figure 1-1. Location of the Waste Isolation Pilot Plant (after Beauheim et al., 1991).
Figure 1-2. Stratigraphic section in the Salado Formation directly above and below the repository horizon (after Davies et al., 1992).
and expansion due to salt creep, and multiphase (brine and gas) fluid flow, as well as the complex coupling between the three processes.

The WIPP Performance Assessment (PA) Department (1992) developed a computer model to evaluate total repository performance which, by necessity, incorporates conceptual models of a large number of physical processes. This report focuses on conceptual models of the processes of gas generation, disposal room closure and expansion, and multiphase fluid flow and on the coupling among them. Several alternative methods for approximating disposal room closure and expansion in a numerical model of multiphase flow are examined, including the method incorporated in the WIPP PA Department (1992) model. The alternative methods are quantitatively evaluated using specific mechanistically-based performance measures.

This report presents: an introductory discussion of the processes of disposal room creep closure and expansion, gas generation, and multiphase fluid flow (Section 1); several alternative methods for approximating room closure and expansion and a multiphase flow model within which the alternative methods can be implemented (Section 2); a comparison of simulation results from each of the alternative methods (Section 3); and conclusions about which methods most accurately predict repository behavior (Section 4). The model development discussed in this report was a collaborative effort between INTERA Inc. and Sandia National Laboratories.

1.1 Disposal Room Closure

Room closure and consolidation is driven by the inward forces resulting from the excavation-related stress redistribution in the Salado Formation surrounding the room. Resistance to room closure is developed by the outward forces (backstress on the room walls) resulting from the stress distribution in the consolidating waste and backfill and from the pressure of waste-generated gas. As room closure occurs, consolidation and compaction of the waste and backfill is expected to produce an increase in the backstress. Over time, gas generation will increase the number of moles of waste-generated gas while room closure due to salt creep will cause a significant reduction in the void volume available for gas storage. In addition, brine that seeps into the room will occupy a portion of the available gas-storage volume. These factors are all likely to contribute to increasing room pressures, which will provide additional resistance to closure. Room pressurization may be mitigated by gas expulsion, brine expulsion, and/or room expansion.
Extensive in-situ and laboratory testing has been performed to determine the constitutive models and parameter values for creep deformation in halite (Krieg, 1984; Munson et al., 1989) and for consolidation of waste and backfill (Sjaardema and Krieg, 1987; Butcher, 1989; Butcher et al., 1991a; Butcher et al., 1991b). These models and parameters were used to perform simulations of room closure using a finite element creep closure code, SANCHO (Stone et al., 1985). With SANCHO, salt creep is simulated by the deformation of the model elements as defined by an elastic-secondary creep constitutive model. The relationships between stress and deformation in the waste and in the backfill are defined by separate constitutive models.

In the absence of waste-generated gas, substantial consolidation of a waste-filled disposal room is expected. Because of the strong contrast in material properties, porosity reduction in consolidating backfill materials is expected to follow a somewhat different path than porosity reduction in the waste. Figure 1-3 illustrates simulated porosity changes over time, representative of consolidation, for waste, for a backfill mixture of salt and bentonite, and an average for the entire disposal room. Also, because of the presence of a variety of different waste forms, porosity reduction in the waste itself is expected to be quite variable (Figure 1-4). Backstress due to consolidation is provided predominantly by the waste. Backfill consolidates more rapidly and with little resistance. Even with high gas-generation rates as under brine-inundated conditions, room closure and consolidation is expected to cause a significant reduction in the void volume available to store waste-generated gas within a disposal room.

1.2 Gas Generation

The potential for significant gas generation from transuranic waste at the WIPP was first examined by Molecke (1979). The steel waste drums, iron, and other metals in the waste will corrode in the presence of brine. The corrosion process has the potential to produce significant quantities of hydrogen gas (H₂). Microbial degradation of cellulosics in the waste (paper, wood, cloth) has the potential to produce significant quantities of various other gases (CO₂, CH₄, H₂S, N₂) in the presence of sufficient microorganisms and nutrients.

Current laboratory experiments focus on quantifying gas-generation rates for the independent processes of anoxic corrosion, microbial activity, and radiolysis (Brush, 1990). Corrosion reactions proposed by Brush (1995) suggest that H₂O (from brine) is necessary for, and is consumed by, the corrosion process. The role of brine in microbial activity is less
Figure 1-3. Simulation of porosity history of a disposal room filled with TRU waste and a mixture of 70% salt / 30% bentonite backfill and no gas generation (after Butcher et al., 1991a).

Figure 1-4. Comparison of predicted consolidation curve for repository-averaged waste and the predicted consolidation curves for specific waste types (after Butcher et al., 1991b).
apparent, H₂O may be both produced and consumed. Recognizing the potential importance of H₂O (from brine) on gas-generation rate, the current experiments (Brush, 1991; Brush, 1995) examined gas generation under two scenarios, brine-inundated and vapor-limited (humid) conditions. In the brine-inundated experiments, the steel test specimen was immersed in brine in a closed brine-water vapor system. This corresponds to in-situ fully-brine-saturated conditions or to partially-brine-saturated conditions where the waste is in direct contact (perhaps thinly coated) with brine and has an unlimited H₂O supply. In vapor-limited experiments, the test specimen is suspended in water vapor in equilibrium with brine in a closed brine-water vapor system.

Experimental results (Brush, 1991) suggest a gas-generation rate of approximately 1 mole of gas per drum of CH TRU waste per year for anoxic corrosion under brine-inundated conditions and 0.1 mole per drum per year under vapor-limited conditions. The estimated total gas generation potential for corrosion is 1,050 moles per drum of CH TRU waste (Berán and Davies, 1992). Brush (1991) also provides an estimate for microbial gas-generation rate of 1 mole per drum per year under brine-inundated conditions and 0.1 mole per drum per year under vapor-limited conditions. The estimated total gas-generation potential for microbial activity is 550 moles per drum (Berán and Davies, 1992). Radiolysis is expected to make a negligible contribution to the total gas-generation rate.

Given the experimental dependence of gas-generation rate on brine availability, it is likely that the gas-generation processes within a disposal room will be influenced both by brine inflow from the Salado Formation and by brine flow through the waste and backfill within the room. Brine inflow is dependent upon room pressure, which is strongly influenced by the gas-generation rate. This coupling between gas-generation rate and brine flow is examined in more detail by Freeze et al. (1995).

1.3 Multiphase Fluid Flow

It is anticipated that the pore space in the disposal room will be filled with both aqueous and gaseous phases, and that both phases may flow between the room and the Salado Formation. This study considers both a waste-generated gas phase and brine phase comprised of brine initially in the room and brine flowing into the room from the Salado Formation. A pressure difference between the brine and gas phases can exist in the pores. This difference is the gas-
brine capillary pressure. The capillary pressure is function of pore size, relative fluid (gas and brine) properties, and degree of saturation. Brine will flow out of the repository in response to an outward brine pressure gradient. Similarly, gas will flow out of the repository in response to gas pressure gradients. An outward gas pressure gradient cannot be achieved until the disposal room gas pressure exceeds the capillary resistance (quantified by the gas-brine capillary pressure plus the brine pore pressure) within the surrounding Salado Formation, at which time gas is able to displace brine from the pores. The anhydrite interbeds provide the preferred path for gas release from the room because of a low gas-brine threshold capillary pressure relative to halite (Davies, 1991).

For this study, fluid movement through the Salado Formation was modeled as potential-flow through a porous medium that did not deform in response to salt creep. A deforming rock matrix would alter intrinsic rock properties and would likely produce some deformation and or fracturing in the interbeds. These effects were not included in this study but were examined in sensitivity simulations by Freeze et al. (1995).

1.4 Process Coupling

An evaluation of the impact of waste-generated gas on repository performance requires analysis of complex, interrelated chemical, hydrologic, and geomechanical processes. Figure 1-5 is a schematic diagram illustrating the primary relationships between these processes. Some discussion of these relationships was presented by Davies et al. (1992). Many of the processes are coupled through room pressure. Gas generation, driven by chemical processes, increases the quantity of gas in a room, thereby increasing room pressure. The geomechanical processes of room closure and expansion cause direct changes in the void volume available to store gas within the room, thereby directly impacting room pressure. The hydrologic process of fluid flow in and out of the room changes the quantity of brine and gas in the room, thereby impacting room pressure. One must also consider how changing room pressure impacts each of these processes. Increasing room pressure provides backstress on the room walls which tends to resist room closure, inhibit consolidation of the room contents, and may produce room expansion.

While these process couplings are all very important for evaluating repository behavior, this study focuses on the coupling between room pressure and room closure/consolidation and
Figure 1-5. Schematic illustration of the chemical, hydrologic, and mechanical coupling that control repository response to waste-generated gas (after Davies et al., 1992).
how it can be used to approximate salt creep and room closure in a numerical model of multiphase flow. Stone (1995a) used the mechanical creep closure code SANCHO to characterize the coupling between gas generation, room pressure, and room closure. Stone (1995a) simulated the closure of a single, perfectly sealed disposal room filled with waste and backfill under five different gas-generation rate histories. The five rate histories were identified by a rate history multiplier, \( f \), which ranged from 0.0 to 1.0. In addition to constitutive models describing salt creep, waste consolidation, and backfill consolidation, the resistance to closure provided by the pressure of waste-generated gas, calculated from the ideal gas law, was simulated. These SANCHO simulations will be referred to as the SANCHO \( f \)-series.

The simulated gas-generation rates for the \( f=1.0 \) case were: 2 moles per drum per year for the first 550 years (anoxic corrosion and microbial activity); 1 mole per drum per year from 550 years to 1,050 years (anoxic corrosion only); and 0 moles per drum per year from 1,050 years to the end of the simulation at 2,000 years. The \( f=1.0 \) rate history corresponds to the best estimate of rates derived from the gas-generation experiments performed under brine-inundated conditions (Brush, 1991). For the other cases (\( f=0.0, 0.2, 0.4, \) and 0.6), the simulated gas-generation rates for each time period were obtained by multiplying the \( f=1.0 \) rate by the rate multiplier, \( f \). The total gas-generation potential for the \( f=1.0 \) case was 1600 moles per drum. For the other cases, because the gas-generation time periods remained the same, the gas potentials were proportionally reduced by the rate multiplier. Note that the \( f=0.0 \) case corresponds to no gas generation.

SANCHO \( f \)-series simulation results for closure of a perfectly sealed room, quantified by room porosity and room gas pressure, are shown in Figures 1-6a and 1-6b, respectively. At higher gas-generation rates (\( f \geq 0.4 \)), room pressurization occurred quickly, and room closure was moderate. The resulting compression of the waste was insignificant, so most of the resistance to room closure was provided by the gas pressure. At elevated gas pressures, room closure was actually reversed, producing room expansion with corresponding increases in void volume. This expansion had a moderating effect on room pressurization. At lower gas-generation rates (\( f \leq 0.2 \)) room closure was greater. The resulting compression of the waste was significant and the resistance to room closure was provided by both the gas pressure and the stresses in the waste. At the lower gas-generation rates, the backstress was large enough to stop room closure prior to reaching a fully compacted state, but gas pressures were not high enough to produce room expansion. With no gas generation (\( f=0.0 \)) the room achieved a relatively stable porosity of 0.22 after 2,000 years of closure.
Figure 1-6. SANCHO simulation results for the closure of a perfectly sealed disposal room under five gas-generation rate histories, differentiated by a rate multiplier $f$ (after Stone, 1995a).
The results of the SANCHO f-series simulations (Figure 1-6) provide a relationship between gas generation and room closure for a perfectly sealed room. Several methods for incorporating this relationship into a coupled multiphase flow and closure model are described in Section 2.
2.0 MODEL DEVELOPMENT

A numerical model was created to simulate the coupled processes of gas generation, room closure, and multiphase brine and gas flow in a single, isolated disposal room and in the surrounding halite and interbeds of the Salado Formation. A multiphase flow code, TOUGH2 (Pruess, 1987; Pruess, 1991), provided the basis for implementing the process coupling. Room closure simulations performed by Stone (1995a) using the mechanical creep closure code SANCHO provided guidance for room void volume changes representative of room closure. Gas generation was implemented by situating a number of gas sources within the modeled disposal room. Simulated gas-generation rates were specified to be consistent with experimentally determined gas-generation rates and were not dependent on brine availability. Brine-dependent gas-generation was examined by Freeze et al. (1995).

A fixed-room geometry conceptualization (i.e., no room closure) was developed in which the room void volume remained constant during a simulation. The effects of room closure on fluid flow were demonstrated indirectly by comparing simulation results from three different fixed-room geometries (fixed void volumes). Two empirically-based approaches for approximating salt creep and room closure were implemented in TOUGH2: the porosity function technique and the fluid-phase-salt technique. Both approaches utilized links to the SANCHO f-series simulation results of Stone (1995a) to calculate room void volume changes with time during a simulation.

This section describes the development of the enhanced code, TOUGH2/EOS8 (Section 2.1), the fixed-room geometry conceptualization (Section 2.2), and several porosity-function-based and fluid-phase-salt-based methods for coupling room closure with multiphase fluid flow (Section 2.3).

2.1 TOUGH2/EOS8 Code

TOUGH2/EOS8, used to couple multiphase flow, gas generation, and room closure, was adapted from TOUGH2 (Pruess, 1987; Pruess, 1991). TOUGH2 is a numerical simulator for multi-dimensional, coupled fluid and heat flow of multiphase, multicomponent mixtures in porous and fractured (dual porosity/dual permeability) media. The heat flow and dual
porosity/permeability capabilities were not used for this application. A detailed description of the capabilities of TOUGH2 can be found in Pruess (1991); a short summary is presented here.

TOUGH2 assumes that fluid flow follows Darcy’s Law, with relative permeability and capillary pressure relationships used to describe interference between different fluid phases. Spatial discretization follows the integral finite difference method. Time stepping follows a fully-implicit backward finite difference scheme. The resulting set of coupled non-linear equations are solved using a Newton-Raphson iteration technique. The linear equations at each iteration are solved using sparse LU-decomposition and back-substitution.

TOUGH2 is comprised of five modules, with the fluid properties contained primarily within an equation-of-state (EOS) module. A three-phase, three-component equation-of-state module, EOS8 (water, air, "dead" oil) was adapted specifically for this application from the two-phase, two-component EOS3 (water, air) module by Karsten Pruess at Lawrence Berkeley Laboratories. The third "dead" oil phase is used with the fluid-phase-salt technique to represent "fluid" salt. A test version of the preconditioned conjugate gradient linear equation solver, developed by Karsten Pruess and George Moridis at Lawrence Berkeley Laboratories, was incorporated into TOUGH2/EOS8.

Enhancements were made to the EOS8 module by Stephen Webb at Sandia National Laboratories and by the report authors. The enhanced EOS8H (brine, hydrogen, salt) module includes: fluid properties representative of WIPP brine rather than water; and hydrogen properties as in EOS5 (water, hydrogen) rather than air properties. Additional enhancements made to the code include: the capability to adjust region (room) porosity based on pressure-porosity-time and moles-porosity-time relationships; and an exponential relationship to calculate gas-salt capillary pressure in the room as a function of room void volume. The porosity-time relationships are used with the porosity function technique to adjust the room void volume. The exponential gas-salt capillary pressure relationship is used with the fluid-phase-salt-based capillary backstress method.
2.2 Multiphase Brine and Gas Flow With Fixed-Room Geometry

The fixed-room geometry conceptualization examined three different room geometries (initial room, intermediate room, and fully consolidated room), which were representative of the range of room closure states predicted by Stone (1995a). The room void volume was held constant during each simulation (i.e., there was no explicit room closure). The effects of room closure on fluid flow were demonstrated indirectly by comparing the simulation results from different fixed-room geometries for an identical gas-generation rate history. A similar approach was used by Davies et al. (1992) and Webb (1992).

The fixed-room conceptualization used a two-dimensional fluid-flow continuum representative of a disposal room surrounded by the halite and the anhydrite interbeds of the Salado Formation. The fluid-flow continuum was used to model multiphase brine and gas flowing through halite with anhydrite interbeds. The Salado Formation was conceptualized as a homogeneous halite containing single anhydrite interbeds above and below the disposal room (Figure 2-1). A single, isolated, half-width disposal room (with symmetry across the centerline assumed) was simulated. Each of the four regions (disposal room, halite, upper interbed, and lower interbed) in the fluid-flow continuum was defined by a different set of physical properties.

The near-field discretization of the fluid-flow continuum is shown in Figure 2-2. To reduce effects from the model boundaries, a relatively extensive section of the Salado Formation around the disposal room was modeled. The far-field extent of the fluid-flow continuum is shown in Figure 2-3. The total vertical dimension of the model was 262.5 m and the total horizontal model dimension was 2,285.0 m. The third model dimension was assumed to be 1.0 m. As shown in Figure 2-3, the interbeds had a finer horizontal discretization to better capture migration distances. Changes in fluid pressures at the external no-flow boundaries were monitored during simulations. It was found that pressure changes of 1 MPa or less at the model boundaries had little effect on room void volume or room pressures. Model boundaries were extended where necessary to ensure less than 1 MPa pressure changes. Only extremely minor changes in other physical measures such as saturations were tolerated at the boundaries.
Figure 2-1. Schematic representation of the fluid-flow continuum (after Davies et al., 1992).
Figure 2-2. TOUGH2/EOS8 discretization of the fluid-flow continuum in the vicinity of the disposal room.
Figure 2.3. Far-field extent of the fluid-flow continuum.
The U.S. DOE (1986) design document specifies excavated room dimensions of 3.96 m (13 ft) high by 10.06 m (33 ft) wide by 91.44 m (300 ft) long. The modeled two-dimensional disposal room had a height of 4.0 m, a half-width of 5.0 m, and a unit length of 1.0 m. The volume of the modeled disposal room, scaled to full width and length, was 3,658 m³. An initial porosity of 0.66 was assumed based on a room-averaged value of the initial waste and backfill porosities (Beráun and Davies, 1992). The initial room void volume was 2,415 m².

For the initial room geometry, room dimensions and porosity consistent with the initial (excavated) conditions were assumed. The initial room had a height of 4.0 m, a half-width of 5.0 m, and a corresponding scaled volume of 3,658 m³.

For the intermediate room geometry, room dimensions were determined from the \( f = 1.0 \) room closure simulation conducted by Stone (1995a). The volume of the intermediate room was defined as the minimum void volume (766 m³) reached in the \( f = 1.0 \) simulation (Figure 1-6a). The room closure simulations of Stone (1995a) assumed a constant solids volume of 1,229 m³ for a disposal room. The sum of void and solids volumes corresponds to an intermediate room total volume of 1,995 m³. Vertical and horizontal closure distances for the room wall mid-points (representative of maximum closure) were also predicted by Stone (1995a). The intermediate room dimensions were selected by estimating vertical and horizontal closure distances that produced approximately the intermediate room volume of 1995 m³ while maintaining the ratio of mid-point vertical to horizontal closure. The estimated vertical closure was 1.44 m and the estimated horizontal closure was 1.41 m, resulting in an intermediate room with a height of 2.52 m (3.96 m minus 1.44 m), a half-width of 4.32 m (5.03 m minus 0.71 m), and a corresponding scaled volume of 1,991 m³. The intermediate room porosity, calculated from the void volume and total volume, was 0.38.

For the fully consolidated room geometry, room dimensions were determined from the no gas generation \( (f=0.0) \) room closure simulation conducted by Stone (1995a). The volume of the fully consolidated room was defined by the final (2,000 year) void volume (343 m³) reached in the \( f = 0.0 \) simulation. This void volume corresponds approximately to the void volume of a disposal room compacted under lithostatic pressure. The sum of void volume and the constant solids volume corresponds to a fully consolidated room total volume of 1,572 m³. The dimensions of the fully consolidated room were estimated from the vertical and horizontal closure distances for the room wall mid-points in a manner analogous to the intermediate room. The estimated vertical closure was 1.88 m and the estimated horizontal closure was 1.81 m,
resulting in a fully consolidated room with a height of 2.08 m, a half-width of 4.12 m, and a corresponding scaled volume of 1,567 m³. The fully consolidated room porosity, calculated from the void volume and total volume, was 0.22.

With the integral finite difference discretization method, the intermediate and fully consolidated rooms were implemented by simply adjusting porosities and connection areas for the room elements. No changes to the fluid-flow continuum elements were necessary. This implementation produced a slight flow area discrepancy at the room boundary, however, scoping simulations indicated that the discrepancy did not have an observable effect on results. For all three fixed-room geometries the disposal room was discretized into 16 equal-sized elements (Figure 2-2) with gas sources located in the 6 elements in the interior of the room.

The fluid-flow continuum includes a 0.3 m thick upper interbed, located 2.1 m above the room. The thickness of the upper composite interbed is equal to the sum of the thicknesses of anhydrite "a" and anhydrite "b". A 0.9 m thick lower interbed, equal to the thickness of Marker Bed 139, was included 1.6 m below the room. Composite interbeds were utilized to simplify the problem for computational efficiency. Direct connections between interbed elements and elements on the edge of the disposal room were specified. These connections were specified to have large transmissivities, representative of fracture-like connections. The connection transmissivities were constant throughout each simulation.

The advantage of the fixed-room geometry is a relatively fast execution time because of the two-phase, single-continuum conceptualization. The disadvantage of the fixed-room geometry is the inability to simulate the time-varying effects of room closure on room pressure. This is particularly evident at early time, when there is rapid closure, and at late time, when room expansion may have a mitigating effect on increasing room pressure.

2.3 Multiphase Brine and Gas Flow Coupled With Room Closure

Two different approaches, porosity functions and fluid-phase-salt, were developed to model the impact of room closure on multiphase brine and gas flow in the Salado Formation. Both techniques assumed the initial room geometry (Section 2.2) as an initial condition but simulated a disposal room with changing porosity and void volume over time. These two approaches are
distinguished by the manner in which the room void volumes predicted by Stone (1995a) with SANCHO were used to calculate time-varying room void volumes in TOUGH2/EOS8.

2.3.1 Porosity Function Approach

The porosity function approach was used to simulate multiphase brine and gas flow in the same two-dimensional fluid-flow continuum (Figures 2-2 and 2-3) that was used with the fixed-room geometry conceptualization. The difference is that, with the porosity function technique, the disposal room porosity (void volume) was recalculated at each time step as a function of quantity of gas in the room and time. Gas quantity in the room was represented by either the number of moles of gas or the gas pressure. By correlating simulated pressure-time or moles-time conditions in the disposal room with a specified porosity function, a corresponding porosity for the simulated room was determined. The original concept for a moles-time-porosity function based on the SANCHO f-series room closure results was developed by Butcher and Mendenhall (1993). Three different porosity functions were investigated for this application: moles-time-porosity surface interpolation (Section 2.3.1.1), moles-time-porosity line interpolation (Section 2.3.1.2), and pressure-time-porosity line interpolation (Section 2.3.1.3).

Simulations using the porosity function method require more execution time than fixed-room geometry simulations because of the room porosity adjustments, but are still significantly faster than fluid-phase-salt simulations due to the two-phase, single-continuum conceptualization. Because of the time-dependent room void volume, the most obvious disadvantage of the fixed-room method was overcome.

2.3.1.1 MOLES-TIME-POROSITY SURFACE INTERPOLATION

The moles-time-porosity surface is a three-dimensional data set, calculated from the room porosity vs. time and moles of gas in the room vs. time results from the five SANCHO f-series simulations performed by Stone (1995a). The SANCHO results were mapped to a regularly-spaced three-dimensional surface of porosity versus time and moles of gas in the room (Figure 2-4). Translation from the SANCHO results representing the five rate histories to the regularly-spaced surface was done with the surface mapping package SURFER, Version 4 (Golden Software, 1994). The mapping procedure follows the formulation described in Butcher and Mendenhall (1993). Because the translation to the regularly-spaced surface involved
Buchner and Mendezmill, 1993).

Figure 2-4. Moles-time-porosity surface created from SANCHO simulation results (after

TR-6045-1240)
interpolation, there is some uncertainty associated with all points on the mapped surface. The uncertainties (mapping errors) are largest for points on the surface furthest removed from the points defining the five SANCHO simulations.

At each TOUGH2/EOS8 time step, the simulated time and moles of gas in the room are correlated with a unique room porosity value from the surface. The room porosity value is obtained by linear interpolation between the four points on the porosity surface data set which bound the current time and moles of gas in the room conditions of a TOUGH2/EOS8 simulation. The simulated room porosity is then adjusted to the value determined from the porosity surface. With this process, the SANCHO-simulated relationship between room porosity, moles of gas in the room, and time resulting from room closure, was transferred to TOUGH2/EOS8 where it was simulated in conjunction with multiphase fluid flow.

The room porosity values assigned in TOUGH2/EOS8 simulations represent porosity which can be occupied by both the brine and gas phases. When the saturation of brine in the room becomes large, the void volume available for gas becomes small, and gas pressures will rise. Under most circumstances, rising gas pressure will force the room to expand, increasing the porosity. However, the moles-time-porosity technique uses moles of gas to set the porosity of the room, ignoring the void volume occupied by brine. As a result, room porosity determined from the moles-time-porosity surface does not account for the presence of brine in the room.

2.3.1.2 MOLES-TIME-POROSITY LINE INTERPOLATION

The line interpolation technique was developed to eliminate the uncertainty introduced by mapping the SANCHO data onto a regularly-spaced surface (Section 2.3.1.1). The TOUGH2/EOS8 room porosities are set at each time step by interpolation among the four moles-time-porosity line data points which bound the TOUGH2/EOS8 simulated times and moles of gas in the room. An interpolation algorithm was added to TOUGH2/EOS8 for this purpose. In cases where the TOUGH2/EOS8 simulated time and moles conditions were not bounded by four SANCHO data points, extrapolation was used to obtain a room porosity value. Because the room porosities are calculated directly from the SANCHO results, surface mapping errors are eliminated.
To mitigate possible adverse effects of numerical oscillations apparent in the original SANCHO results (Figure 1-6), sections of the data were smoothed. The sections of SANCHO room porosity versus time exhibiting numerical oscillations data were replaced by straight line segments. The time and porosity at the ends of each line segment were taken directly from SANCHO results. The original SANCHO data lines were then replaced along the straight line segments with values interpolated between the endpoints.

As with the moles-time-porosity surface (Section 2.3.1.1), the moles-time-porosity line interpolation method does not account for the volume of brine in the room because room porosity is set as a function of moles of gas in the room.

2.3.1.3 PRESSURE-TIME-POROSITY LINE INTERPOLATION

The pressure-time-porosity line interpolation technique is similar in implementation to the moles-time-porosity line interpolation except that room pressure replaced moles of gas in the room as one of the dependent variables. The use of gas pressure rather than moles of gas to represent the gas conditions allowed the influence of brine on room pressure to impact room porosity changes.

As in the moles-time-porosity line interpolation technique, the pressure-time-porosity line interpolation utilizes results from the five SANCHO f-series simulations directly to calculate porosity. Appendix B lists pressure and porosity as a function of time from each of the five SANCHO simulations. The TOUGH2/EOS8 simulations utilized a smoothed data set in which room porosities were calculated by the method described in Section 2.3.1.2. Smoothed pressures were calculated from the ideal gas law, with room void volume set by the smoothed porosity values. The result was a smoothed pressure-time-porosity data set internally consistent with respect to time, moles of gas in the room, room porosity, and room pressure (Figure 2-5).
Figure 2-5. Pressure-time-porosity lines created from SANCHO simulation results.
2.3.2 Fluid-Phase-Salt Approach

Because salt deformation can be approximated as a viscous deformation process (Nettleton, 1934; Biot and Ode, 1965; Berner et al., 1972; Ramberg, 1981; Davies, 1984), salt creep can be modeled using a highly-viscous fluid. A theoretical relationship between potential-driven salt flow and mechanical salt creep was derived by Reeves (1995). This relationship is summarized in Appendix A. The fluid-phase-salt approach uses a Darcy flow approximation to represent salt creep. Using TOUGH2/EOS8, salt was modeled as a fluid phase having high viscosity, increasing the number of simulated phases to three (gas, brine, and salt). Room closure was represented by the salt phase flowing into the disposal room. The fluid-phase-salt approach used a dual continuum conceptualization. Multiphase brine and gas flow was confined to the same fluid-flow continuum (Figures 2-2 and 2-3) that was used with the fixed-room geometry and porosity function methods. Flow of the salt phase was confined to a separate salt-flow continuum.

The salt-flow continuum was used to model single-phase flow of fluid salt through a fixed matrix with an assumed porosity of 1.0. The flow properties of fluid salt were selected such that the flow of salt into the disposal room would simulate room closure. The salt-flow continuum contained only two regions, disposal room and fluid halite. The discretization is shown in Figure 2-6. The vertical model dimension was 94.0 m and the horizontal model dimension was 50.0 m. The interbeds were not included in the salt-flow continuum because they were not considered to have a significant impact on the physical process of room closure due to salt creep. The process of room closure using fluid-phase-salt is partially dependent on the discretization of the salt-flow continuum. For this application, the selected discretization and overall dimensions were sufficient to mitigate boundary effects.

As described in Section 1.4, the SANCHO f-series room closure simulations explicitly modeled the resistance to closure (backstress) offered by both the gas pressure in the room and the consolidation of the room contents (waste and backfill). However, the theoretical relationship between potential-driven salt flow and mechanical salt creep is confined to a pressure-controlled backstress. Because of the additional backstress caused by the consolidation of the room contents, the theoretical relationship could not be used to predict room closure. Instead, a calibration process was employed to derive empirical relationships (based on the theoretical relationship) between the salt-phase flow parameters (i.e., viscosity) and mechanical salt creep parameters that could be used in combination with backstress approximation.
Figure 2-6. TOUGH2/EOS8 discretization of the salt-flow continuum.
methods to reproduce the room closures and pressures from the SANCHO f-series simulations. The calibration process is described in Section 3.1.

Two different fluid-phase-salt methods, boundary backstress (Section 2.3.2.1) and capillary backstress (Section 2.3.2.2), were implemented in TOUGH2/EOS8 to approximate the effects of the backstress caused by compression of the room contents. Both methods connect the salt-flow continuum to the fluid-flow continuum via the disposal room, with no other connections between the two continuums. Each approach adopts a different disposal room conceptualization to connect the two continuums.

### 2.3.2.1 BOUNDARY BACKSTRESS METHOD

In the boundary backstress method, the effect of the consolidation of the room contents on room closure was accounted for by the presence of an artificial boundary within the disposal room. The disposal room was effectively split into two regions, connected across the artificial boundary (Figure 2-7). Connections between the disposal room and the salt-flow continuum were limited to the region of the disposal room defined as the salt-accessible region. Connections between the disposal room and the fluid-flow continuum were limited to the region of the disposal room defined as the salt-inaccessible region. Connections specified across the artificial boundary were used to control flow between the salt-accessible and salt-inaccessible regions. Salt flow was not permitted across the artificial boundary thereby restricting salt to the salt-accessible portion of the room. Brine and gas were permitted to flow across the artificial boundary, making the entire room void volume available to brine and gas, however brine and gas were not permitted to flow into the salt-flow continuum. Capillary pressure relationships were used to create artificially high phase pressures which prevented the flow of phases into regions where they were not permitted.

Conceptually, as room closure proceeds, the waste drums are compacted irreversibly until some minimum void volume remains within the waste. That void volume is assumed to be inaccessible to salt. Accordingly, the location of the artificial boundary was selected such that the salt-inaccessible region had a void volume (343 m³) equivalent to the void volume of the fully consolidated room. The salt-accessible region contained the remainder of the initial room void volume.
Figure 2-7. System conceptualization with the boundary backstress coupling method.
Waste-generated gas was introduced into both room regions simultaneously. The allocation of the waste-generated gas between the salt-accessible room (with a changing void volume available to gas due to salt inflow) and salt-inaccessible room (with a constant void volume available to gas) was continually adjusted based on the continually changing ratio of void volume in the salt-accessible room to void volume in the salt-inaccessible room.

The model geometry, initial conditions, and gas generation scheme were such that a pressure gradient from the salt-accessible room region (containing gas and salt) to the salt-inaccessible room region (containing gas and brine) was maintained during room closure. Therefore, by constraining the flow of gas from the salt-accessible region across the artificial boundary to the salt-inaccessible region, additional pressurization of the salt-accessible region was achieved. The additional pressurization produced additional resistance to salt inflow which was analogous to the additional backstress caused by consolidation of the waste and backfill. The flow of gas across the artificial boundary was controlled by the gas-phase pressure gradient, the transmissivity of the flow connections, and the relative permeability to gas in the salt-accessible region. An empirical calibration process (Section 3.1.1) was used to determine the parameters controlling the gas-phase pressures and transmissivity in combination with the parameters controlling salt-phase flow. The selected parameters produce the desired additional backstress over the range of SANCHO f-series gas-generation rate histories.

The gas-phase pressure in the salt-accessible room region was directly dependent on the void volume available to gas (changing due to salt flow to and from the salt creep continuum) and the gas mass (changing due to gas generation and flow to the salt-inaccessible region). It was also influenced by the presence of salt through capillary relationships. The gas-phase pressure in the salt-inaccessible room region was also directly dependent on the void volume available to gas (changing due to brine flow to and from the fluid flow continuum) and the gas mass (changing due to gas generation and flow from the salt-accessible region).

Equilibration of gas-phase pressures across the artificial boundary was governed by the flow of gas, which was controlled by the connection transmissivity. By selecting an upstream weighing scheme for mobility, the connection transmissivity was directly controlled by the combination of the intrinsic permeability and the relative permeability to gas \((k_{r_g})\) in the salt-accessible (upstream) room region. Additional control on the transmissivity was exerted by adjusting the area of the connections between the room regions. With integral finite difference
discretization, the connection area can be adjusted without changing the volumes of the two room regions.

In the case of large room closure (as with low gas generation rates), there will be significant salt inflow, and the porosity of the salt-accessible room region will contain a large volume of salt and a relatively small volume of gas (quantified by a low gas saturation, $S_g$). For a typical $k_{rg}$ versus $S_g$ relationship, the low $S_g$ corresponds to a low (near-zero) $k_{rg}$ value, which results in a significant reduction in gas flow across the artificial boundary. The additional gas mass retained in the salt-accessible room due to the reduced flow causes additional pressurization which provides additional resistance to closure. Because of the restricted flow across the artificial boundary, the salt-inaccessible room is slow to equilibrate with the salt-accessible room and is somewhat buffered from the additional pressurization. In the case of more moderate room closure (as with high gas generation rates), the salt-accessible room region will contain a moderate volume of salt and a relatively large volume of gas. For a high $S_g$, the corresponding $k_{rg}$ value will be non-zero and may approach one, and will not significantly reduce gas flow across the artificial boundary. As a result there is no additional pressurization of the salt-accessible region. Qualitatively, the additional resistance to closure is similar to the resistance to closure provided by the compression of the waste in that it is more significant when there is greater room closure.

In summary, the boundary backstress method provided additional resistance to closure analogous to waste and backfill consolidation by combining: (1) a flow-restricting boundary which divided the disposal room into two regions; (2) a scheme to partition injected gas between the two room regions; (3) upstream weighing of phase mobilities; and (4) the gas relative permeability relationships. The parameters controlling these processes were determined empirically, in combination with the calibration parameters governing salt-phase flow (Section 3.1.1), to reproduce SANCHO room closure. A single set of parameters was selected that produced a close match with closure results for the entire range of gas generation rates ($f=0.0$ through $f=1.0$) simulated by Stone (1995a).

2.3.2.2 CAPILLARY BACKSTRESS METHOD

In the capillary backstress method, an exponential gas-salt capillary relationship was specified in the room which increased salt-phase pressure and reduced salt inflow as room closure proceeded (i.e., as room void volume decreased). When calibrated (Section 3.1.2), the
exponential capillary pressure relationship can be used to mimic the effects of consolidation of the room contents on room closure. The capillary backstress method utilized a dual-continuum approach (Figure 2-7), however, the disposal room was modeled as a single region within which the movement of gas, brine, and salt was unrestricted by artificial boundaries.

In a three phase system, two capillary pressure relationships, gas-brine and gas-salt, are required to define the differences in pressure between the three phases. TOUGH2/EOS8 uses gas pressure as a primary variable and calculates the pressures of the other two phases from the appropriate capillary pressure relationships.

Because the salt is confined under a lithostatic load, both the initial and long-term pressures of the salt should be approximately equal to lithostatic pressure (15 MPa). However, the near-room salt experiences significant pressure changes as room closure and expansion occurs. In both fluid-phase-salt methods salt-phase flow occurs between the salt-flow continuum and the disposal room in response to a salt-phase pressure gradient. The salt-phase pressure gradient changes due to the changing room gas pressure (through the gas-salt capillary pressure) and the near-room transient salt pressure. The capillary backstress method replaces the default TOUGH2/EOS8 gas-salt capillary pressure relationship in the room with a calibrated exponential relationship in which the gas-salt capillary pressure increases rapidly as room void volume decreases below about 600 m³ (Figure 2-8).

The capillary backstress method was developed out of concern that the split-room conceptualization used in the boundary backstress method might adversely impact brine and gas flow within the room. Because the capillary backstress method utilized a single region to simulate the disposal room, it was expected that brine and gas flow within, to, and from the room might be different than with the boundary backstress method.
Figure 2-8. Exponential gas-salt capillary pressure relationship used with the capillary backstress coupling method.
3.0 SIMULATION RESULTS

Section 2 described the following approaches for examining the effects of coupled gas generation, multiphase flow, and room closure on repository performance:

Fixed-Room Conceptualizations (Section 2.2)
- Initial Room Geometry
- Intermediate Room Geometry
- Fully Consolidated Room Geometry

Porosity Function Approaches (Section 2.3.1)
- Moles-Time-Porosity Surface Interpolation
- Moles-Time-Porosity Line Interpolation
- Pressure-Time-Porosity Line Interpolation

Fluid-Phase-Salt Approaches (Section 2.3.2)
- Boundary Backstress Method
- Capillary Backstress Method

To evaluate which method or methods provide realistic approximations of process coupling, the following TOUGH2/EOS8 simulations were performed: room closure calibration; sealed room closure (no fluid flow between the room and the Salado Formation); and coupled flow and closure.

Room closure calibration (Section 3.1) simulated the closure and consolidation of a sealed disposal room under each of the five gas-generation rate histories used by Stone (1995a). These simulations were analogous to the SANCHO f-series simulations (Stone, 1995a), with waste-generated gas confined to the room and no brine present. These simulations provided an indication of how well each of the methods could reproduce the coupled gas generation and room closure results from SANCHO. For the fluid-phase-salt methods, these simulations were used to calibrate the salt flow and backstress approximation parameters to reproduce the SANCHO results.

Sealed room closure (Section 3.2) used the same conceptualization as room closure calibration. Simulations were performed with (1) a gas-generation rate history different in both
magnitude and duration than the SANCHO rate histories, and (2) a constant brine source within the room.

Coupled flow and closure (Section 3.3) simulated the closure and consolidation of a disposal room coupled with brine and gas flow between the room and the surrounding Salado Formation. Several different gas-generation rate histories were simulated. These simulations examined the performance of each method under coupled flow and closure conditions.

All simulations used best estimates of the hydrologic and fluid properties for the disposal room and the Salado Formation. A detailed summary of all hydrologic and fluid properties, including rationales and comments concerning the determination of the best estimate values, is presented in Freeze et al. (1995). The best estimate represents a most likely value, but has no statistical significance (i.e., it is not a calculated mean, median, average, or expected value).

Hydrologic parameters include all physical properties, multiphase flow properties, and initial conditions controlling multiphase brine and gas flow within the fluid-flow continuum (disposal room, halite, and interbeds). Best estimate hydrologic parameters are summarized in Table 3-1.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Units</th>
<th>Disposal Room</th>
<th>Halite</th>
<th>Anhydrite Interbeds</th>
</tr>
</thead>
<tbody>
<tr>
<td>Intrinsic Permeability (k)</td>
<td>m²</td>
<td>1x10⁻¹⁷</td>
<td>1x10⁻²¹</td>
<td>1x10⁻¹⁹</td>
</tr>
<tr>
<td>Porosity (ϕ)</td>
<td></td>
<td>0.66</td>
<td>0.01</td>
<td>0.01</td>
</tr>
<tr>
<td>Rock Compressibility (α)</td>
<td>Pa⁻¹</td>
<td>0.0</td>
<td>2.7x10⁻¹¹</td>
<td>8.3x10⁻¹²</td>
</tr>
<tr>
<td>Residual Brine Saturation (S_{br})</td>
<td></td>
<td>0.276</td>
<td>0.20</td>
<td>0.20</td>
</tr>
<tr>
<td>Residual Gas Saturation (S_{gr})</td>
<td></td>
<td>0.02</td>
<td>0.20</td>
<td>0.20</td>
</tr>
<tr>
<td>Pore-Size Lambda (λ)</td>
<td></td>
<td>2.89</td>
<td>0.70</td>
<td>0.70</td>
</tr>
<tr>
<td>Threshold Pressure (p_t)</td>
<td>MPa</td>
<td>0.0</td>
<td>10.3</td>
<td>0.3</td>
</tr>
<tr>
<td>Initial Brine Pressure (p_{ib})</td>
<td>MPa</td>
<td>0.1ᵃ</td>
<td>12.0</td>
<td>12.0</td>
</tr>
<tr>
<td>Initial Brine Saturation (S_{ib})</td>
<td></td>
<td>0.01ᵃ</td>
<td>1.0</td>
<td>1.0</td>
</tr>
</tbody>
</table>

ᵃ These parameters vary with room closure and fixed-room geometry.
In porosity function and fluid-phase-salt simulations, the initial room porosity was 0.66 and room porosity changed with room closure and expansion. With the fixed-room conceptualization, room porosity, initial brine pressure, and initial brine saturation were different for each geometry. For initial room geometry simulations, the values were as shown in Table 3-1. For intermediate room geometry simulations, the room porosity was 0.38, the initial room pressure was 0.32 MPa, and the initial brine saturation was 0.03. With the fully consolidated room geometry, the room porosity was 0.22, the initial room pressure was 0.70 MPa, and the initial brine saturation was 0.07. Multiphase flow properties were determined from measured data on analogue materials using a model modified from Brooks and Corey (1964). The methodology is described in Freeze et al. (1995). Simulated relative permeability relationships for the disposal room are shown in Figure 3-1. The simulated gas-brine capillary pressure in the disposal room was zero. The simulated relative permeability and capillary pressure relationships for the Salado Formation halite and interbeds are shown in Figures 3-2 and 3-3.

Figure 3-1. Simulated relative permeability relationships for the disposal room.
Figure 3-2. Simulated relative permeability relationships for the Salado Formation halite and interbeds.

Figure 3-3. Simulated gas-brine capillary pressure relationships for the Salado Formation halite and interbeds.
Fluid properties were determined internally by TOUGH2/EOS8 from equation of state relationships. With the modified EOS8H module, the gas is assumed to be hydrogen, behaving as an ideal gas with a viscosity of $9 \times 10^{-6}$ Pa·s. The brine has a density of 1,200 kg/m³, a viscosity of $1.6 \times 10^{-3}$ Pa·s, and a compressibility of $2.4 \times 10^{-10}$ Pa⁻¹. The solubility of hydrogen in brine is described by a Henry’s Law Constant, $K_H$, of $2.9 \times 10^{-10}$ Pa. The fluid properties presented here are approximate values. Actual values, which vary as a function of temperature and pressure, are given in Freeze et al. (1995).

The simulated gas-generation rate histories are summarized in Table 3-2 in terms of moles per drum per year.

<table>
<thead>
<tr>
<th>Table 3-2. Simulated Gas-Generation Rate Histories (moles/drum/yr)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>1. Room Closure Calibration</strong></td>
</tr>
<tr>
<td>$f=1.0$</td>
</tr>
<tr>
<td>0-550 yrs 550-1050 yrs &gt; 1050 yrs</td>
</tr>
<tr>
<td>2.0 1.0 0.0</td>
</tr>
<tr>
<td>$f=0.6$</td>
</tr>
<tr>
<td>1.2 0.6 0.0</td>
</tr>
<tr>
<td>$f=0.4$</td>
</tr>
<tr>
<td>0.8 0.4 0.0</td>
</tr>
<tr>
<td>$f=0.2$</td>
</tr>
<tr>
<td>0.4 0.2 0.0</td>
</tr>
<tr>
<td>$f=0.0$</td>
</tr>
<tr>
<td>0.0 0.0 0.0</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>2. Sealed Room Closure</th>
</tr>
</thead>
<tbody>
<tr>
<td>$f=0.2$ with 0.175 m³/yr brine</td>
</tr>
<tr>
<td>0-250 yrs 250-750 yrs 750-1200 yrs 1200-1825</td>
</tr>
<tr>
<td>0.4 2.0 0.0 0.8</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>3. Coupled Flow and Closure</th>
</tr>
</thead>
<tbody>
<tr>
<td>2 / 1 (brine-inundated)</td>
</tr>
<tr>
<td>0-5500 yrs 5500-10500 yrs &gt; 10500 yrs</td>
</tr>
<tr>
<td>2 1 0</td>
</tr>
<tr>
<td>0.2/0.1 (vapor-limited)</td>
</tr>
<tr>
<td>0.2 0.1 0</td>
</tr>
<tr>
<td>0 / 0 (no gas generation)</td>
</tr>
<tr>
<td>0 0 0</td>
</tr>
</tbody>
</table>

3-5
With TOUGH2/EOS8, gas generation was simulated with gas sources in the disposal room. Source rates were specified in units of kg makes the following assumptions: 6,804 $10^3$ kg per mole of H$_2$. Furthermore, each (grid blocks) nearest the room center. Gas width and unit length of the simulated represent a full room (full width, 91.44 m). The conversion from moles per drum per year per room; 365.25 days per year; and 2.016 x had six gas sources, located in the six elements generation was scaled down to account for the half-However, simulation results were re-scaled to th).

All simulations assumed a total generation potential of 1,600 moles per drum (1.09 x $10^7$ moles per room), which is comprised of 1,050 moles per drum for anoxic corrosion and 550 moles per drum for microbial degradation (Berán and Davies, 1992). This gas potential corresponds to a gas mass of about 22,000 kg. In each simulation, gas-generation rates were specified for the duration of the simulation, changing from an early time rate to a late time rate when the microbial potential was exhausted, and changing to zero when the corrosion potential was exhausted. In some lower gas-generation rate simulations the total gas potential was not exhausted by the end of the simulation.

3.1 Room Closure Calibration

TOUGH2/EOS8 is a fluid and heat flow code and does not directly simulate mechanical deformation. The geomechanics of salt creep and room closure and consolidation are approximated in the flow and closure coupling methods, all of which are based on results from the SANCHO mechanical deformation code. Room closure calibration was performed for each of the coupling methods by comparing TOUGH2/EOS8 simulation results of gas generation in a sealed room (i.e., no brine inflow and no gas release) with results from the SANCHO f-series simulations.

With the fixed-room geometry conceptualization, room closure was not explicitly modeled and room closure calibration was not required. A comparison of the fixed-room void volumes with the SANCHO f-series room closure results are shown in Figure 3-4. The fixed-room void volumes approximate the range of expected room closure with the intermediate room most representative of high gas-generation rates ($f \geq 0.6$) and the fully consolidated room most representative of low rates ($f \leq 0.2$).
Figure 3-4. Comparison of fixed room geometry void volumes with SANCHO results (Stone, 1995a) for the closure of a sealed room under five different gas-generation rate histories.

With the porosity function approach, room closure was determined by interpolating between SANCHO-produced gas-time-porosity relationships. A comparison of the TOUGH2/EOS8 porosity function results with SANCHO f-series results was somewhat redundant, as the porosity functions were able to exactly reproduce the room closure and room pressure data from which they were derived. TOUGH2/EOS8 calibration results are shown for moles-time-porosity surface interpolation, moles-time-porosity line interpolation, and pressure-time-porosity line interpolation in Figures 3-5, 3-6, and 3-7, respectively.

3-7
Figure 3-5. Comparison of TOUGH2/EOS8 moles-time-porosity surface results with SANCHO results (Stone, 1995a) for the closure of a sealed room under five different gas-generation rate histories.
Figure 3-6. Comparison of TOUGH2/EOS8 moles-time-porosity line results with SANCHO results (Stone, 1995a) for the closure of a sealed room under five different gas-generation rate histories.
Figure 3-7. Comparison of TOUGH2/EOS8 pressure-time-porosity line results with SANCHO results (Stone, 1995a) for the closure of a sealed room under five different gas-generation rate histories.
With the fluid-phase-salt approach, calibration of TOUGH2/EOS8 room closure was an iterative process to determine the combination of salt-phase flow properties and backstress control parameters that most closely reproduced the entire suite of SANCHO f-series results. Salt creep was represented by potential-driven flow of fluid salt. The flow of salt was controlled by the pressure gradient between the salt-flow continuum and the disposal room, by the salt-phase flow properties, and by the backstress approximation scheme. The initial salt-phase pressures of 15.0 MPa in salt-flow continuum and 0.1 MPa in the disposal room, which were selected to be consistent with the initial conditions used by Stone (1995a), produced a flow of salt-phase fluid from the salt-flow continuum into the room that was representative of room closure. For each method (boundary backstress and capillary backstress) a set of salt-phase flow parameters was selected which produced TOUGH2/EOS8 results that closely matched the room closure and room pressure results from the SANCHO f-series. Where practical, the physical properties of salt and the theoretical relationships between potential flow parameters and mechanical salt creep parameters (Appendix A) were preserved. However, because the theoretical relationship could not account for the backstress caused by the consolidation of the room contents, the salt-phase flow properties and backstress control parameters were determined through an empirical calibration process for both the boundary backstress method (Section 3.1.1) and the capillary backstress method (Section 3.1.2).

### 3.1.1 Boundary Backstress Method

The boundary backstress method (Section 2.3.2.1) utilized an artificial boundary to divide the disposal room into a salt-accessible and a salt-inaccessible region. A scheme to partition injected gas between the two room regions maintained a pressure gradient from the salt-accessible room to the salt-inaccessible room. The area (available for flow) of the connection between the two room regions (boundary connection area) was selected to restrict gas flow across the artificial boundary, resulting in artificially high pressures in the salt-accessible region. The high pressure provided additional resistance to salt inflow (closure) analogous to waste and backfill compression.

Salt-phase viscosity and salt-phase relative permeability were used to control salt flow into the room. The boundary connection area was used in combination with upstream weighting of phase mobilities and the gas relative permeability relationships to control gas flow across the artificial boundary and thereby regulate room gas pressures. The gas-salt capillary pressure was
used to modify room gas and salt pressures and therefore influenced both salt flow into the room and gas flow across the boundary. Salt-phase viscosity, $\mu_s$, and salt-phase relative permeability, $k_{rs}$, were specified to have the following functional form:

$$\mu_s = A_\mu + B_\mu \left( p_s - p_{s,\text{ref}} \right)^2$$  (3-1)

where:

- $\mu_s$ = salt-phase viscosity (Pa-s),
- $p_s$ = salt-phase pressure (Pa), and
- $p_{s,\text{ref}}$ = reference salt-phase pressure (-3.4 x 10^6 Pa).

$$k_{rs} = C_{rs} \times \frac{(S_s - S_{sw})}{(1 - S_{sw})}$$  (3-2)

where:

- $k_{rs}$ = salt-phase relative permeability,
- $S_s$ = salt-phase saturation, and
- $S_{sw}$ = irreducible salt-phase saturation (0.01).

$A_\mu$, $B_\mu$, and $C_{rs}$ are fitting parameters. The reference salt pressure was selected to be equal to the initial salt pressure in the room. The initial salt pressure was determined as the sum of the initial gas pressure (0.1 MPa) and the gas-salt capillary pressure (-3.5 MPa, see below). Five calibration parameters, the salt-phase viscosity coefficients ($A_\mu$ and $B_\mu$), the salt-phase permeability multiplier ($C_{rs}$), the boundary connection area ($A_{\text{bound}}$), and the gas-salt capillary pressure ($p_{\text{cgs}}$), were determined empirically (and non-uniquely) to reproduce SANCHO room closure. The following set of calibration parameters, valid over the entire range of $f$-series gas-generation rate histories, was determined by iterative calibration:

- $A_\mu = 3.0 \times 10^{-8}$ Pa-s
- $B_\mu = 2.5 \times 10^{-21}$ s/Pa
- $C_{rs} = 0.01$
- $A_{\text{bound}} = 7.5$ m$^2$
- $p_{\text{cgs}} = -3.5$ MPa

Boundary backstress calibration results are shown in Figure 3-8. The boundary backstress method slightly underestimates room pressure at high gas-generation rates ($f \geq 0.6$) and slightly overestimates room pressure at low rates ($f \leq 0.2$). Implications of these calibration results on coupled flow and closure simulations are discussed in Section 3.3. The salt-phase viscosity coefficients, $A_\mu$ and $B_\mu$, define the viscosity-pressure relationship for salt (Figure 3-9). The salt-
phase viscosity acts in conjunction with the intrinsic and relative permeabilities to control salt mobility, which is the potential flow equivalent to salt creep.

The selection of the gas-salt capillary pressure requires some discussion. Rapid room closure resulted in equilibration between pressures in the salt-accessible room region and in the near-field salt-flow continuum within the first few years of simulation. Because salt-phase flow provided the mechanism for pressure equilibration, the pressures were strongly influenced by the far-field salt-phase pressure of 15.0 MPa, representative of lithostatic pressure. The gas-phase pressure in the salt-accessible room region was dependent on the mass of gas present and the void volume available to gas. It was also influenced by the near-15.0 MPa pressure of the salt phase sharing the void space through the gas-salt capillary pressure relationship.

In the case of large room closure (corresponding to f=0.2 and lower), the influence of the salt phase on the salt-accessible region gas-phase pressures was not transferred to the salt-inaccessible region due to restricted gas flow that resulted in slow pressure equilibration between the room regions. The gas pressures in the salt-inaccessible room were more directly comparable with SANCHO room gas pressures than were the near-15.0 MPa gas pressures in the salt-accessible room. In the case of low to moderate room closure (corresponding to f=0.4 and higher), the influence of the salt phase on the salt-accessible region gas-phase pressures was readily transferred to the salt-inaccessible region due to relatively unrestricted gas flow that resulted in rapid pressure equilibration between the room regions. The gas-phase pressures in the salt-inaccessible room region were somewhat skewed towards 15.0 MPa and were lower than the corresponding SANCHO room pressures, but were still more directly comparable with SANCHO than were the gas pressures in the salt-accessible room.

To compensate for the fact that the TOUGH2/EOS8 room gas pressures were slightly lower than the corresponding SANCHO room gas pressures at the higher gas generation rates (f ≥ 0.4), a constant gas-salt capillary pressure was specified in the salt-accessible room. The gas-salt capillary pressure increased gas-phase pressures in the salt-accessible room by a constant value. At high gas generation rates, the gas-phase pressure increase was transferred to the salt-inaccessible room, increasing gas pressures there towards the SANCHO values. At low gas generation rates, the gas-phase pressure increase was not transferred to the salt-inaccessible room and gas-phase pressures there, already similar to the SANCHO values, were not affected.
Room closure calibration of TOUGH2/EOS8 boundary backstress method to SANCHO simulated closure of a sealed room (Stone, 1995a) under five different gas-generation rate histories.
Figure 3-9. Salt phase viscosity relationship used in TOUGH2/EOS8 with the boundary backstress method.
The constant gas-salt capillary pressure also produced better agreement between long-term SANCHO and TOUGH2/EOS8 simulated room pressures. In SANCHO, the rate of salt creep was very slow for high gas-generation rate simulations and the system approached lithostatic equilibrium very slowly. Rapid pressurization from the high gas-generation rates produced gas-phase pressures in the room that remained greater than lithostatic for a long period of time. In TOUGH2/EOS8, salt flow in response to pressure gradients resulted in the system approaching equilibrium (at lithostatic salt-phase pressure) more quickly. With zero gas-salt capillary pressure, the late-time room gas-phase pressures were approximately lithostatic. However, with a constant, non-zero gas-salt capillary pressure, late-time room gas-phase pressures were greater than lithostatic, consistent with the SANCHO results.

The boundary backstress method captures a wide range of room closure and pressure behavior (f=0.0 to 1.0) with a single set of calibrated parameters. For this reason, it is expected that the method can predict essential room behavior under a similarly wide range of gas generation and closure conditions.

### 3.1.2 Capillary Backstress Method

The capillary backstress method (Section 2.3.2.2) provided resistance to room closure analogous to waste and backfill compression with an exponential gas-salt capillary pressure relationship that reduced salt inflow as closure proceeded. The changing capillary pressure modified room salt pressures and thereby affected salt flow into the room. Salt flow was also influenced by the salt-phase viscosity (Equation 3-1) and relative permeability (Equation 3-2). The gas-salt capillary pressure, $p_{cgs}$, was calculated from:

$$p_{cgs} = D_{pc} e^{-(E_{pc})(V_m)} + F_{pc} \tag{3-3}$$

where:

$$V_m = \text{TOUGH2/EOS8 room void volume (m).}$$

$D_{pc}$, $E_{pc}$, and $F_{pc}$ are fitting parameters. Equation 3-3 was calibrated such that the room void volume was 342 m$^3$ when the gas pressure in the room was 0.7 MPa (representative of long-term conditions for f=0.0) and 480 m$^3$ when the gas pressure was 12.0 MPa (long-term conditions for f=0.2). The calibration also required that the capillary pressure exponentially
approach a lower limit of -3.5 MPa as void volume increases. The -3.5 MPa lower limit was selected so that TOUGH2/EOS8 would better reproduce the SANCHO room pressure as discussed in Section 3.1.1.

The exponential capillary pressure function (Figure 2-8) was calibrated using Equation 3-3 with:

\[
\begin{align*}
D_{pc} &= 2.22 \times 10^8 \text{ Pa} \\
E_{pc} &= 1.36 \text{ l/m}^3 \\
F_{pc} &= -3.5 \times 10^6 \text{ Pa}
\end{align*}
\]

The void volumes in Figure 2-8 were scaled to represent a full-size room. Equation 3-3 uses the void volume of a unit length, half-width model room. The sharp increase in gas-salt capillary pressure at low void volume corresponds to the increased backstress from room consolidation as closure proceeds.

In addition to the three gas-salt capillary pressure coefficients (D_{pc}, E_{pc}, and F_{pc}), three other calibration parameters, the salt-phase viscosity coefficients (A_{s}, B_{s}, and C_{rs}), were determined empirically (and non-uniquely) to reproduce SANCHO room closure. The following set of calibration parameters, valid over the entire range of f-series gas-generation rates, was determined by iterative calibration:

\[
\begin{align*}
A_{s} &= 8.0 \times 10^{-5} \text{ Pa-s} \\
B_{s} &= 3.5 \times 10^{-18} \text{ s/Pa} \\
C_{rs} &= 20.0
\end{align*}
\]

Capillary backstress calibration results are shown in Figure 3-10. The capillary backstress method underestimates room pressure at high gas-generation rates (f > 0.6). Implications of these calibration results on coupled flow and closure simulations are discussed in Section 3.3. The viscosity-pressure relationship for salt is shown in Figure 3-11. The salt-phase viscosities were approximately three orders of magnitude higher than for the boundary backstress method. However, because C_{rs} was also about three orders of magnitude higher, salt mobilities were approximately the same under both methods.
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Figure 3-10. Room closure calibration of TOUGH2/EOS8 capillary backstress method to SANCHO simulated closure of a sealed room (Stone, 1995a) under five different gas-generation rate histories.
Figure 3-11. Salt phase viscosity relationship used in TOUGH2/EOS8 with the capillary backstress method.
3.2 Sealed Room Closure

Two sets of sealed room closure simulations were performed in addition to the room closure calibration simulations (Section 3.1). Room closure calibration showed that both the porosity function and fluid-phase-salt coupling methods could predict room closure under each of the five f-series gas-generation rate histories when gas was confined to the room and no brine was present. The additional simulations examined the effects of brine in the room and of a non-f-series rate history on the behavior of the various coupling methods.

To examine the impact of brine in the room, a sealed room was simulated having the \( f=0.2 \) gas-generation rate history and a constant brine source within the room. Brine sources were located in each of the six elements containing a gas source. The total brine injection rate, scaled to represent a full room, was 210 kg/yr (approximately 0.175 m\(^3\)/yr) corresponding to brine volume in the room the end of 2,000 years of approximately 350 m\(^3\). Simulation results for disposal room void volume and gas pressure are shown in Figures 3-12a and 3-12b, respectively.

As discussed in Sections 2.3.1.1 and 2.3.1.2, the presence of brine in the room does not impact room closure in the moles-based porosity function methods. Results from these brine source simulations confirm that observation. For the boundary backstress, capillary backstress, and pressure-time-line methods, an increase in room void volume (Figure 3-12a) partially mitigated the increase in room gas pressure (Figure 3-12b) resulting from the constant brine generation. However, Figure 3-12a shows that, for the moles-time-surface and moles-time-line interpolation methods (which overlay each other in Figures 3-12a and 3-12b), there was no change in room void volume beyond the end of gas generation at 1,050 years (Figure 3-12a) because the number of moles of gas in the room did not change beyond that time. Figure 3-12b shows that, in the absence of room expansion for the moles-based methods, gas pressures in the room increased significantly as brine generation continued. With the two moles-based porosity function methods, brine generation did not impact the room porosity through the porosity functions but it did reduce the void volume available for gas, resulting in the high room pressures.

To examine the impact of a non-f-series rate history on the behavior of the various coupling methods, a sealed room was simulated with a gas generation rate of 0.4 moles per drum per year for the first 250 years, 2.0 moles per drum per year from 250 years to 750 years; 0 moles per drum per year from 750 years to 1,200 years, 0.8 moles per drum per year from 1,200 years
Figure 3-12. Comparison of flow and closure coupling methods for a sealed room with a constant brine source (note deviatory behavior of moles-based methods beyond 1,050 years).
to 1,825 years; and 0 moles per drum per year from 1,825 years to the end of the simulation at 2,000 years. This rate history is quite different from the f-series in that the gas-generation rate did not decrease with time. The initial low rate was followed by a high rate and a zero gas-generation rate was followed by a non-zero rate. The specified times for rate switches were also different from the f-series simulations. The total gas-generation potential of 1,600 moles per drum was the same as for the f=1.0 case.

Simulations results for disposal room void volume and gas pressure are shown in Figures 3-13a and 3-13b, respectively. The two fluid-phase-salt methods, boundary backstress and capillary backstress, produced similar results. The pressure-time-porosity line interpolation method produced results different from the fluid-phase-salt methods. With the two fluid-phase-salt methods, the room gas pressure responded instantaneously to changes in the gas-generation rate, while the rate of room expansion, which had a mitigating effect on room pressure, responded more gradually. With the pressure lines method, both the room gas pressure and void volume responded instantaneously to changes in the gas-generation rate. Differences in the response to changes in the gas-generation rate between the fluid-phase-salt methods and the pressure lines method were particularly evident at 750 years, 1,050 years, and 1,200 years.

At 750 years, following a decrease to zero gas generation, the rate of room expansion slowed for the two fluid-phase-salt methods and actually reversed for the pressure lines method. The room gas pressures responded to the room void volume, decreasing in response to the continued room expansion with the fluid-phase-salt methods, and increasing slightly with the pressure lines method. It is reasonable to assume that the stress state would change gradually as it approached equilibrium with the room pressure and the room void volume and that the 20 MPa room pressure would decline in response to continued, but slower, room expansion during the equilibration period. This type of response was correctly predicted by the fluid-phase-salt methods.

However, the pressure lines method predicted an immediate reversal from room expansion to room closure at 750 years. It is unlikely that the cessation of gas generation in the room would result in an instantaneous change in the stresses in the halite, and that such a change would create an inward force able to overcome the 20 MPa room pressure (backstress) necessary to initiate closure. It is more likely that the pressure lines response at 750 years was impacted by the structure of the pressure lines, specifically the f=1.0 line (Figure 3-7) which most closely approximates the simulated pressure-time conditions. In the SANCHO f=1.0 simulation,
3-13. Comparison of flow and closure coupling methods for a gas-generation rate history different from the SANCHO f-series.
room pressure was relatively constant at about 20 MPa between 550 and 1,050 years (Figure 3-7b) and this pressure trend seems to be evident in the pressure lines response between 750 and 1,050 years in Figure 3-13b.

At 1,050 years the pressure lines method predicted a change in room closure and room pressure response despite the fact that there was no change in gas-generation rate. The declining room pressure appears to be an artifact of the SANCHO f=1.0 simulation, in which room pressure declined after 1,050 years (Figure 3-7b).

At 1,200 years, following an increase in gas-generation rate, the rate of room expansion increased with all three methods. However, the room gas pressure increased for the fluid-phase-salt methods and decreased for the pressure lines method. It is reasonable to assume that the resumption of gas-generation would increase room pressure which would, in turn, increase the rate of room expansion. However, with the pressure lines method, the room expansion was not driven by gas generation because the room pressure continued to decline. This pressure lines method response again appears to be strongly influenced by the structure of the SANCHO-generated pressure lines, specifically the f=1.0 simulation.

These non f-series rate history simulations demonstrate that the use of the pressure-time-porosity line interpolation method skews results towards the SANCHO f-series results because time is used as one of the interpolation axes. The time axis indirectly contains information about the history of salt creep and backstress on the room walls. Therefore, the backstress and room closure history described by the porosity function are specific to the SANCHO-simulated gas-generation rate history. When TOUGH2/EOS8 simulations are run using gas-generation rate histories significantly different from rate histories used to create the porosity function, errors can be introduced, especially at higher (f > 0.4) gas-generation rates.

In the lower gas-generation rate (f < 0.4) SANCHO simulations there was little change in room void volume following the initial period of room closure (Figure 3-7a). Because the room void volume is less sensitive to changes in room pressure at low rates, the pressure lines method may be better able to simulate non f-series rate histories that maintain low gas-generation rates (i.e., as when vapor-limited conditions produce relatively low gas-generation rates).

Results from these sealed room simulations suggest that (1) moles-based porosity functions are not accurate if the volume of brine in the room is significant, (2) pressure-time-porosity line
interpolation may introduce errors when the simulated gas-generation rate history is significantly different from the SANCHO f-series rate histories, particularly at high \( f > 0.4 \) gas-generation rates, and (3) fluid-phase-salt methods work reasonably well under both f-series and non f-series gas-generation rate histories.

### 3.3 Coupled Flow and Closure

To examine the behavior of the boundary backstress, capillary backstress, and pressure-time-porosity line methods under coupled flow and closure conditions, simulations were performed assuming three different specified gas-generation rate (moles per drum per year) histories as listed in Table 3-2: 2/1; 0.2/0.1; and 0/0. The rate histories are denoted by the gas-generation rates during specified first and second gas-generation periods. In each simulation, gas-generation rates were specified for the duration of the simulation, changing from the first period rate to the second period rate when the microbial potential was exhausted, and changing to zero when the corrosion potential was exhausted. The specified 2/1 rate history corresponds to the best estimate of gas-generation rates under brine-inundated conditions and is equivalent to the \( f=1.0 \) rate history used by Stone (1992) in SANCHO simulations. The specified 0.2/0.1 rate history corresponds to the best estimate of gas-generation rates under vapor-limited conditions. The specified 0/0 rate history has no gas generation and is equivalent to the \( f=0.0 \) rate history. These simulated gas-generation rates were independent of the volume of brine actually present in the disposal room.

For the moderate room closure observed with the 2/1 rate history, the intermediate room void volume most closely approximated the void volume (closure) history of the room over the duration of the simulation and was the only fixed-room geometry included in the comparison. For the relatively large closure observed with the 0.2/0.1 and 0/0 rate histories, the fully consolidated room void volume more closely approximated the void volume history of the room and was the only fixed-room geometry included in the comparison. The moles-based porosity functions were not included in the comparison because of their inability to account for the impact of brine in the room.

For these gas-generation rate histories, gas was still being released from the room after 2,000 years, which was the duration of the SANCHO room closure simulations. In fact, the 0.2/0.1 rate history generates gas until 10,500 years. Although regulatory compliance is
evaluated at 10,000 years, the coupled flow and closure simulations were extended to 12,000 years, at which time gas release had nearly ceased, room pressures had stabilized, and gas generation was complete. The extension to 12,000 years allowed for the comparison of flow and closure coupling methods to encompass the complete period of gas generation, release, and migration.

To examine the applicability of the assumed salt creep and room closure behavior beyond 2,000 years, 12,000-year TOUGH2/EOS8 simulations of closure of a sealed room for the 2/1 (f=1.0) rate history were performed using both the boundary backstress and pressure lines methods. Simulation results are shown in Figure 3-14. These TOUGH2/EOS8 results were compared with results from a 10,000 year SANTOS room closure simulation with the f=1.0 rate history performed by Stone (1995b). SANTOS is a recently enhanced version of SANCHO and is described in Stone (1995b). The TOUGH2/EOS8 void volume history (particularly using boundary backstress) compared favorably with the SANTOS results. Because of differences in the simulated problem geometry, SANTOS void volumes for the f=1.0 case were slightly different from the SANCHO void volumes during the first 2,000 years. SANTOS room pressures were not available, but given the direct relationship between room pressure and void volume, comparisons with TOUGH2/EOS8 pressures should also be favorable.

The extension of salt creep and room closure processes in TOUGH2/EOS8 beyond the 2,000-year SANCHO calibration time requires some discussion. Time extension in the fixed-room geometry simulations was trivial because they were not directly coupled to room closure. The pressure-time-porosity lines were extrapolated to 12,000 years. Because conditions changed little in the final years of the SANCHO simulations (Figure 3-14), the 12,000 year conditions of the pressure-time-porosity lines were set identically to the 2,000 year conditions (see Appendix B). For the fluid-phase-salt methods, no adjustments were made to the empirically calibrated salt-phase properties to extend the model to 12,000 years. This approach assumes that trends extrapolated from the salt creep and room closure response in the first 2,000 years adequately characterize the response beyond 2,000 years. Given the good agreement between TOUGH2/EOS8 results and SANTOS results over 10,000 years, it appears that the assumptions made in extending the TOUGH2/EOS8 room closure processes beyond 2,000 years were reasonable. New porosity functions and new calibrated fluid-phase-salt properties can be determined if a sufficient suite of 10,000 year SANTOS simulations is performed. Until then, the 2,000 year closure calibrations provide an adequate approximation for flow and closure coupling.
Figure 3-14. Comparison of TOUGH2/EOS8 (boundary backstress and pressure lines methods) results with SANCHO and SANTOS results for a 12,000 year simulation of closure of a sealed room.
A comparison of sealed room closure and coupled flow and closure with the 2/1 ($f=1.0$) rate history using the boundary backstress method is shown in Figure 3-15. The comparison illustrates the differences in room closure and room pressure behavior between a sealed room simulation and a simulation where there is brine inflow from and gas release to the Salado Formation. In the coupled flow and closure simulation, cumulative brine inflow peaked at about 200 years at 35 m$^3$ (Figure 3-15c). The presence of brine in the room reduced the void volume available to gas, leading to slightly elevated room pressures at early time. These elevated pressures in the coupled flow and closure simulation cannot be seen in Figure 3-15b because of the sharply increasing room pressure at early time. The coupled flow and closure simulation also showed reduced room closure (Figure 3-15a) due to the elevated room pressure and brine occupying void volume in the room. The volume of brine in the room (35 m$^3$) approximately corresponds to the difference in room closure at 200 years between the sealed room simulation and the coupled flow and closure simulation. Gas release, which began at about 500 years (Figure 3-15d), caused room expansion to slow relative to the sealed room case and eventually resulted in re-closure of the room (Figure 3-15a). Gas release also resulted in lower room pressures relative to the sealed room case (Figure 3-15b).

Coupled flow and closure results from the 2/1 gas-generation rate history simulations using each coupling method are shown in Figure 3-16, results from the 0.2/0.1 rate history simulations are shown in Figure 3-17, and the 0/0 rate history results are shown in Figure 3-18. Differences between the coupling methods produced differences in the simulation results. Different gas-generation rate histories accentuated certain characteristics of each of the coupling methods. For the 2/1 rate history, initial room closure was followed by room expansion (Figure 3-16a). At the end of gas generation at 1,050 years, continued gas expulsion (Figure 3-16d) resulted in re-closure of the room (Figure 3-16a). For the first 5,500 years, the two fluid-phase-salt methods, boundary backstress and capillary backstress, produced similar system behavior, but the pressure-time-porosity line interpolation results were notably different (Figures 3-16a, 3-16b, and 3-16d). At about 5,500 years, the capillary backstress results showed a radical change in behavior and started to deviate significantly from the boundary backstress results (Figures 3-16a, 3-16b, and 3-16d). For the two lower gas-generation rate histories, 0.2/0.1 and 0/0, initial room closure (Figures 3-17a and 3-18a) was greater and room expansion was less than with the 2/1 rate history (Figure 3-16a) and there was no re-closure of the room. For the lower rate cases, the capillary backstress and pressure-time-porosity function results were similar to each other but were different from the boundary backstress results.
Figure 3-15. Comparison of TOUGH2/EOS8 (boundary backstress method) results for closure of a sealed room and coupled flow and closure under the specified 2/1 gas-generation rate history.
Figure 3-16. Comparison of TOUGH2/BOS8 flow and closure coupling methods under the specified 2/1 gas-generation rate history (note deviation behavior of capillary backstress method beyond 5,500 years).
Figure 3-17. Comparison of TOUGH2/EOS8 flow and closure coupling methods under the specified 0.2/0.1 gas-generation rate history.
Figure 3-18. Comparison of TOUGH2/EOS8 flow and closure coupling methods under the specified 0/0 (no gas generation) rate history.
The differences between the simulation results from each of the coupling methods are attributable to: (1) differences in the room closure calibration for each of the methods; (2) differences in the coupling of room closure with multiphase flow for each of the methods; and (3) the inability of the capillary backstress method to accurately simulate re-closure of the room. These three causes of differences in simulation results are discussed in the following paragraphs.

The differences in the room closure calibration for each of the methods varied with the gas-generation rate history. For the 2/1 ($f=1.0$) rate history, the calibrated room pressure was higher for the pressure lines method (Figure 3-7b) than for the boundary backstress method (Figure 3-8b). This comparison is also shown in Figure 3-14b. The calibrated pressure for the capillary backstress method (Figure 3-10b) was similar to the boundary backstress calibrated pressure. The higher room pressure for the pressure lines method translated to greater early time gas expulsion (Figure 3-16d) and less room expansion (Figure 3-16a) than for the two fluid-phase-salt methods. For the 0.2/0.1 rate history (approximated by $f=0.1$ at early time), the calibrated room pressure was higher for the boundary backstress method (Figure 3-8b) than for the other two methods. The higher room pressure translated to greater early time gas expulsion (Figure 3-17d) and less room expansion (Figure 3-17a) for the boundary backstress method.

The differences in the coupling of room closure with multiphase flow for each of the methods was due to differences in the conceptualization of the disposal room. Multiphase flow was controlled by the gas and brine-phase saturations within the disposal room. These phase saturations impact both brine and gas expulsion through relative permeability relationships. Brine expulsion (Figures 3-16c and 3-17c) is indicated by a decrease in cumulative brine inflow. In simulations using the fluid-phase-salt methods, the presence of the salt phase in the room (from closure) resulted in lower gas and brine saturations and correspondingly lower relative permeabilities for gas and brine. With the capillary backstress method, the reduced relative permeabilities resulted in less brine expulsion than the other methods. However, with the boundary backstress method, brine inflow was typically confined to the small salt-inaccessible room region, producing high brine saturations and increased relative permeability with no salt-phase-induced reduction in relative permeability. As a result, the boundary backstress method produced more brine expulsion than any other method. With the pressure lines and fixed-room methods, brine flowed into the entire room volume and relative permeabilities were not reduced by the presence of a salt phase. Brine saturations and brine expulsion were typically lower than for boundary backstress but higher than for capillary backstress. These differences in brine expulsion were observed under both the 2/1 and 0.2/0.1 rate histories (Figures 3-16c and 3-17c, 3-33).
respectively). Note that brine expulsion typically continued for a few thousand years and then ceased as the volume of brine in room decreased to residual saturation.

Because the fixed-room conceptualization does not couple multiphase flow with closure, fixed-room results were useful for comparing the behavior of multiphase flow with and without closure coupling. Brine expulsion from a fixed room was similar to both boundary backstress and pressure lines brine expulsion with the 2/1 (Figure 3-16c) and 0.2/0.1 (Figure 3-17c) rate histories. The lack of brine expulsion in the capillary backstress simulations appears to be a method-dependent problem, caused by the reduced relative permeabilities due to the presence of the third (salt) phase. With no gas generation (Figure 3-18c), brine inflow continued until the room void volume was almost entirely filled with brine, at which time room pressures started to rise due to the relative incompressibility of brine in the room. Fixed-room brine inflow and room pressure results were most closely approximated by the boundary backstress results. These comparisons suggest that the dual room region conceptualization used in the boundary backstress method does not adversely affect brine flow.

Gas expulsion from a fixed room was most similar to the pressure lines method under the 2/1 rate history (Figure 3-16d) and most similar to the boundary backstress method under the 0.2/0.1 rate history (Figure 3-17d). These similarities appear to result from similarities in the room pressure history, suggesting that gas expulsion is much more dependent on the driving (room) pressure than on small method-dependent discrepancies in relative permeability.

For the 2/1 rate history, the capillary backstress results beyond 5,500 years were in error due to re-closure of the room. The initial room closure and subsequent room expansion was strongly influenced by backstress that was rapidly increasing with closure and by room pressure that was rapidly increasing due to gas generation. Because the exponential gas-salt capillary pressure relationship (Equation 3-3) was calibrated to the initial room closure and expansion (Section 3.1.2), it inherently included the effects of increasing backstress (on closure) and increasing room pressure (on expansion). Following the end of gas generation at 1,050 years, continued gas expulsion resulted in re-closure of the room. However, the rate of re-closure were not the same as during initial closure and could not be accurately simulated using the exponential gas-salt capillary pressure relationship. As the room void volume approached 700 m$^3$ during re-closure, a rapid increase in gas-salt capillary pressure occurred which effectively stopped further room re-closure. This result appears to be unrealistic when compared to the results of the boundary backstress and pressure-time-porosity simulations (Figure 3-16).
For the other rate histories, re-closure did not occur and the capillary backstress method yielded acceptable results.

In summary, differences between the coupling methods produced differences in the simulation results. Different gas-generation rate histories accentuated certain characteristics of each of the coupling methods. Three causes for the differences between the simulation results were identified. Most important were differences in the room closure calibration for each of the methods.

The boundary backstress method is considered the most robust and accurate method for coupling multiphase flow and room closure. Possible adverse effects of the dual room conceptualization were demonstrated not to be significant by a comparison with the capillary backstress and pressure lines methods for closure and with fixed-room geometries for multiphase flow. The pressure lines method is useful for simulations with low gas-generation rates \((f \leq 0.2)\) or with gas-generation rate histories similar to the SANCHO \(f\)-series. This method should be used with caution if simulated gas-generation rate histories involve high rates \((f > 0.4)\) in a significantly different sequence than the \(f\)-series rate histories to which the method was calibrated. The capillary backstress method is useful for low gas-generation rate simulations in which room re-closure does not occur. The fixed-room geometry method is useful for performing simple multiphase flow scoping calculations.
4.0 CONCLUSIONS

Eight alternative methods for approximating salt creep and room closure in a multiphase flow model were implemented and evaluated: three fixed-room geometries (Section 2.2); three porosity functions (Section 2.3.1); and two fluid-phase-salt methods (Section 2.3.2).

The fixed-room geometry approach did not incorporate the important feedback between room pressure and room void volume and was therefore of little utility for coupled flow and closure simulations. However, the three fixed-room geometries provided bounding calculations for flow between the room and the Salado Formation and in some cases this approach could be useful for scoping calculations.

For the three porosity function methods, simulated pressure-time or moles-time conditions that deviated significantly from the SANCHO f-series conditions (used to produce the porosity functions) resulted in simulated porosity behavior that was skewed towards the SANCHO results (Section 3.2). These effects were particularly evident at higher gas-generation rates (consistent with estimated brine-inundated rates). Therefore, the porosity function methods were only reliable when gas-generation rate histories were similar to the f-series rate histories or when rates were low (consistent with estimated vapor-limited rates). The two moles-driven porosity functions were unable to account for the presence of brine in the room and therefore could not accurately capture the dynamic relationship between room pressure, brine volume in the room, and room expansion.

The two fluid-phase-salt methods overcame the deficiencies of the porosity function methods in that any gas-generation rate history could be simulated and the room closure coupling was not adversely affected by the presence of brine. However, the capillary backstress method was unable to simulate conditions where re-closure of the room followed room expansion. The capillary backstress method also produced high salt-phase saturations in the room, which reduced the relative permeability to brine within the room and impeded brine expulsion. With the boundary backstress method, the dual room region conceptualization appeared not to adversely impact brine flow or gas release to the Salado Formation. The fluid-phase-salt methods were calibrated to be accurate over the range of SANCHO f-series rate histories. It is uncertain whether the empirical calibration relationships are valid for gas-generation and room closure conditions which are significantly outside the SANCHO f-series conditions.
In summary, only two methods were found to be accurate and robust enough to approximate the effects of room closure under most conditions, the boundary backstress method and the pressure-time-porosity line interpolation method. Comparisons of these two coupling methods under different gas-generation rate histories are presented in Figures 3-16 through 3-18. Minor differences in brine and gas flow between pressure lines results and boundary backstress results were primarily due to differences between the room closure calibration of the two methods. The boundary backstress method is thought to be a more reliable indicator of system behavior due to the theoretical basis for modeling salt deformation as a viscous process. However, it is a complex method and a detailed calibration process is required. The pressure lines method is thought to be less reliable due to the potential skewing of results towards SANCHO f-series results. This limitation in the pressure lines method is most pronounced if gas-generation rate histories involve high rates (> 0.8 moles per drum per year) in a significantly different sequence than the f-series rate histories to which the method was calibrated. Due to its relative simplicity, the pressure lines method is easier to implement in multiphase flow codes and simulations have significantly shorter execution times (10 to 20 times faster than boundary backstress). The pressure lines method is suggested for continued use in WIPP Performance Assessment calculations as long as simulated gas-generation rate histories are low (≤ 0.4 moles per drum per year) or are not significantly different from the SANCHO f-series rate histories.
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APPENDIX A: THEORETICAL RELATIONSHIP BETWEEN POTENTIAL FLOW AND VISCOELASTIC DEFORMATION
Appendix A: Theoretical Relationship Between Potential Flow and Viscoelastic Deformation

Both Davies (1984) and Reeves (1995) used a radial geometry to compare viscoelastic deformation with Darcy fluid flow. The radial model consisted of a circular repository (with radius $r=a$) having a pressure $P_o$, surrounded by an infinite intact salt region having a boundary ($r=\infty$) pressure of $P_\infty$.

Viscoelastic deformation can be described by the Maxwell relationship (Reeves, 1995):

$$
\dot{\varepsilon} = \frac{\tau}{2G} + \frac{\tau}{\eta}
$$

(A-1)

where:
\begin{align*}
\dot{\varepsilon} & = \text{shear strain rate}, \\
\dot{\tau} & = \text{shear stress rate}, \\
\tau & = \text{shear stress}, \\
G & = \text{elastic shear modulus}, \text{ and} \\
\eta & = \text{Maxwell-flow viscosity}.
\end{align*}

The first term on the right-hand side of the equation represents elastic deformation and the second term represents viscous deformation. In SANCHO, the elastic-secondary creep constitutive model which simulates salt creep, also has a strain rate comprised of elastic and inelastic components.

Davies (1984) showed that, under steady-state conditions, the Maxwell-flow viscosity ($\eta$) is proportional to shear stress ($\tau$):

$$
\eta = \frac{\tau^{(1-\alpha)}}{A}
$$

(A-2)

and that the maximum shear stress ($\tau_{\text{max}}$), representative of the deviatoric stress, is:
where $A$ and $n$ are material constants ($n$ is equal to 1 for a linear rheology, greater than 1 for a non-linear rheology, and is estimated to be 4.9 in the WIPP salt).

Reeves (1995) showed that, for a given intrinsic permeability ($k$), salt viscosity ($\mu_s$) could be used to control salt fluid mobility, and was proportional to $\eta$. Combining this relationship with Equations A-2 and A-3, Reeves (1995) derived the following theoretical expression for steady-state potential-flow salt viscosity ($\mu_s$):

$$\mu_s \propto (P_\infty - P_o)^{(n-1)}$$  \hspace{1cm} (A-4)

This relationship provides the theoretical basis for the fluid phase salt flow and closure coupling method. In TOUGH2/EOS8 simulations with the boundary backstress coupling method, the following empirically determined salt viscosity was used:

$$\mu_s = 3.0E-8 + 2.5E-21 (P_s - P_{s_{ref}})^2$$  \hspace{1cm} (A-5)

where:

$P_s = $ salt phase pressure (Pa), and

$P_{s_{ref}} = $ reference salt phase pressure (-3.4 x 10^6 Pa).

Although the functional forms of Equations A-4 and A-5 are not identical, both define salt viscosity using a pressure difference term that changes as pressure (either $P_o$ or $P_s$) changes. The pressure difference is the potential-flow analogy to the deviatoric stress. In the TOUGH2/EOS8 simulations the near-field salt pressure equilibrated with the room pressure very quickly. Therefore, $P_o$ in Equation A-4 can be equated with $P_s$ in Equation A-5. Figure A-1 shows that the empirical salt viscosity is greater than the theoretical salt viscosity at low pressures, up to about 6 MPa. At room pressures greater than 6 MPa, empirical viscosities much lower than the theoretical values were required to produce the proper behavior. Viscosities in Figure A-1 are normalized to $\mu_o$ at $P_o = 0.1$ MPa and $P_s = -3.4$ MPa.
Figure A-1. Comparison of empirical and theoretical salt viscosity relationships.
The theoretical potential-flow salt viscosity (Equation A-4) represents steady-state viscous flow. The empirically determined TOUGH2/EOS8 salt viscosity (Equation A-5), in conjunction with the boundary backstress methodology, implicitly represents all processes inherent in SANCHO (viscous flow, elastic shear, and room backstress) with an equivalent viscous flow. The difference between the empirical and theoretical salt viscosities is primarily caused by two processes: the increased effects of room backstress as maximum closure is reached and expansion begins, and the increased effects of elastic shear as the viscosity increases. Differences due the room geometry, circular versus rectangular, may also be present but are not discussed here.

At low pressures, when maximum room closure is occurring, the effects of backstress due to consolidation of the room are greatest. During this period, the empirical salt viscosity is greater than the theoretical viscosity to account for the reduction in closure rate due to backstress. At high pressures, salt viscosity increases and the effects of elastic shear are increased. The empirical viscosity is less than the theoretical viscosity to produce additional salt flow representative of elastic flow.

Reeves (1995) provides the basis for the following theoretical treatment of elastic shear effects. Reeves (1995) derived the following equation, for a linear rheology, describing the incremental salt velocity ($\Delta v$) resulting from a change in pressure at the room boundary ($\Delta P_o$):

$$\Delta v = -\frac{a^2}{\eta}[\Delta P_o(t_{\eta G}) + \Delta P_o(t)]$$

where:

$$\Delta P_o(t) = \alpha_1 t, \text{ and}$$

$$t_{\eta G} = \frac{\eta}{2G}.$$  

Equation A-6 identifies a constant elastic shear component (first right-hand-side term) and a time-varying viscous flow component (second right-hand-side term) to the salt deformation. A low $\eta$ corresponds to a small $t_{\eta G}$ ($\sim 50$ days for $\eta$ corresponding to the lower end of the range for WIPP salt). Because the time constant $t_{\eta G}$ is small for a low $\eta$, the elastic shear term is insignificant relative to the viscous flow term as $t$ becomes greater than $t_{\eta G}$ (i.e. $t > 50$ days). A higher $\eta$ corresponds to a larger $t_{\eta G}$ ($\sim 6000$ years for $\eta$ corresponding to the upper end of the range for WIPP salt). The resulting elastic shear effects are much more significant and it takes longer ($t > 6000$ years) to achieve steady-state viscous flow. Recalling that $\mu_s$ is proportional to $\eta$, Figure A-1 indicates that at low salt viscosities (corresponding to pressures less than
6 MPa) viscous flow was the dominant process. At higher salt viscosities (corresponding to pressures greater than 6 MPa) an empirical salt viscosity below the steady-state theoretical value was required to account for the additional elastic flow. Reeves (1995) also determined that elastic shear effects, represented by a change in shear stress $\Delta \tau = \Delta P_o(a/r)^2$, decreased with distance away from the repository.

To incorporate the effects of elastic shear into the theoretical potential-flow viscosity, Reeves (1995) presents a Darcy-Flow Viscosity Submodel, which adjusts near-field salt viscosities. The following is a discussion of general methodology of the submodel. A pressure, $P_o(t_0)$, is defined that corresponds to a time $t_0$ at which elastic shear effects are negligible and steady-state viscous flow conditions exist. Based on Figure A-1, $P_o(t_0)$ is about 3 MPa. A steady-state viscous or "relic" component of salt viscosity is calculated from Equation A-4 with $P_o = P_o(t_0)$. An elastic shear component is added to the "relic" component in the near-field ($r < 10a$ for WIPP salt) when $t > t_0$ by defining $\Delta P_o = P_o(t) - P_o(t_0)$. To calculate the additional elastic shear component of salt viscosity, Equation A-4 is re-evaluated from Equations A-2 and A-3, recognizing that $\tau = \tau_{\text{max}} + \Delta \tau$ where $\Delta \tau = \Delta P_o(a/r)^2$.

In the SANCHO simulations of Stone (1995), room expansion (increasing room volume) began at room pressures less than lithostatic ($P_\infty$). Room backstresses (room pressure plus backstress associated with the waste and backfill) were not reported but may also have been less than $P_\infty$. Brown and Weatherby (1993) reported that room expansion began at backstresses of about 10 MPa. It appears that the backstress on the room walls may be responsible for producing room expansion at less-than-lithostatic pressure due to the altered near-field stress distribution. A theoretical basis for the inclusion of room backstress into the potential-flow model has not been developed. Reeves (1995) attributes the less-than-lithostatic room expansion to near-field elastic shear effects and presents a Repository Boundary-Condition Submodel, which adjusts boundary viscosities to produce flow reversal. This submodel indirectly accounts for room backstress by altering the viscosity at the room boundary.

The empirical TOUGH2/EOS8 salt viscosity (Equation A-5) implicitly accounts for the effects of viscous flow, elastic shear, and room backstress. Qualitative methods to adjust the theoretical steady-state salt viscosity (Equation A-4) to account for elastic shear and room backstress have been presented. With a more quantitative treatment, it is hoped that these methods can be used to theoretically predict the salt viscosity required to reproduce mechanical salt creep, thus removing the need for empirical determination.
References for Appendix A


<table>
<thead>
<tr>
<th>Time</th>
<th>f=1.0</th>
<th></th>
<th>f=0.6</th>
<th></th>
<th>f=0.4</th>
<th></th>
<th>f=0.2</th>
<th></th>
<th>f=0.0</th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>0</td>
<td>0.66018</td>
<td>0</td>
<td>0.66018</td>
<td>0</td>
<td>0.66018</td>
<td>0</td>
<td>0.66018</td>
<td>0</td>
<td>0.66018</td>
</tr>
<tr>
<td>0.50048</td>
<td>7611</td>
<td>0.64914</td>
<td>4566.6</td>
<td>0.64915</td>
<td>3044.6</td>
<td>0.64913</td>
<td>1522.3</td>
<td>0.64913</td>
<td>0</td>
<td>0.64912</td>
</tr>
<tr>
<td>1.001</td>
<td>15565</td>
<td>0.64409</td>
<td>9339.3</td>
<td>0.64408</td>
<td>6226.4</td>
<td>0.64407</td>
<td>3113.5</td>
<td>0.64405</td>
<td>0</td>
<td>0.64399</td>
</tr>
<tr>
<td>6.0057</td>
<td>105930</td>
<td>0.61491</td>
<td>6376.6</td>
<td>0.61416</td>
<td>42489</td>
<td>0.61427</td>
<td>21197</td>
<td>0.6148</td>
<td>0</td>
<td>0.61568</td>
</tr>
<tr>
<td>11.01</td>
<td>216780</td>
<td>0.58879</td>
<td>131150</td>
<td>0.58679</td>
<td>87884</td>
<td>0.58556</td>
<td>43807</td>
<td>0.5863</td>
<td>0</td>
<td>0.58752</td>
</tr>
<tr>
<td>16.015</td>
<td>364650</td>
<td>0.55352</td>
<td>221690</td>
<td>0.5503</td>
<td>148950</td>
<td>0.54839</td>
<td>74539</td>
<td>0.54817</td>
<td>0</td>
<td>0.54859</td>
</tr>
<tr>
<td>21.02</td>
<td>542420</td>
<td>0.52274</td>
<td>331540</td>
<td>0.51817</td>
<td>223690</td>
<td>0.51521</td>
<td>112280</td>
<td>0.51424</td>
<td>0</td>
<td>0.51386</td>
</tr>
<tr>
<td>26.025</td>
<td>747470</td>
<td>0.4963</td>
<td>453160</td>
<td>0.49374</td>
<td>309200</td>
<td>0.48801</td>
<td>155380</td>
<td>0.48676</td>
<td>0</td>
<td>0.4873</td>
</tr>
<tr>
<td>31.03</td>
<td>963470</td>
<td>0.47707</td>
<td>588140</td>
<td>0.47282</td>
<td>402910</td>
<td>0.46614</td>
<td>203220</td>
<td>0.464</td>
<td>0</td>
<td>0.46526</td>
</tr>
<tr>
<td>36.034</td>
<td>1191100</td>
<td>0.46171</td>
<td>733840</td>
<td>0.45522</td>
<td>503750</td>
<td>0.44808</td>
<td>255280</td>
<td>0.44481</td>
<td>0</td>
<td>0.44408</td>
</tr>
<tr>
<td>41.039</td>
<td>1428300</td>
<td>0.44911</td>
<td>888210</td>
<td>0.44039</td>
<td>611630</td>
<td>0.43255</td>
<td>311550</td>
<td>0.42807</td>
<td>0</td>
<td>0.42536</td>
</tr>
<tr>
<td>46.044</td>
<td>1673400</td>
<td>0.43857</td>
<td>1050300</td>
<td>0.42769</td>
<td>725510</td>
<td>0.41916</td>
<td>371360</td>
<td>0.41356</td>
<td>0</td>
<td>0.40901</td>
</tr>
<tr>
<td>51.049</td>
<td>1924500</td>
<td>0.42971</td>
<td>1218000</td>
<td>0.4169</td>
<td>844270</td>
<td>0.40762</td>
<td>435040</td>
<td>0.4005</td>
<td>0</td>
<td>0.39404</td>
</tr>
<tr>
<td>56.053</td>
<td>2178200</td>
<td>0.42243</td>
<td>1390300</td>
<td>0.40767</td>
<td>968700</td>
<td>0.39724</td>
<td>502870</td>
<td>0.38846</td>
<td>0</td>
<td>0.37998</td>
</tr>
<tr>
<td>61.058</td>
<td>2434200</td>
<td>0.4163</td>
<td>1568100</td>
<td>0.39944</td>
<td>1098200</td>
<td>0.38789</td>
<td>574640</td>
<td>0.37736</td>
<td>0</td>
<td>0.36666</td>
</tr>
<tr>
<td>66.063</td>
<td>2692000</td>
<td>0.41108</td>
<td>1750000</td>
<td>0.39217</td>
<td>1232600</td>
<td>0.37939</td>
<td>650530</td>
<td>0.367</td>
<td>0</td>
<td>0.3541</td>
</tr>
<tr>
<td>71.068</td>
<td>2950700</td>
<td>0.40663</td>
<td>1935200</td>
<td>0.38573</td>
<td>1371500</td>
<td>0.37164</td>
<td>730100</td>
<td>0.35742</td>
<td>0</td>
<td>0.3427</td>
</tr>
<tr>
<td>76.072</td>
<td>3209100</td>
<td>0.40287</td>
<td>2123500</td>
<td>0.37999</td>
<td>1514200</td>
<td>0.36459</td>
<td>812340</td>
<td>0.34878</td>
<td>0</td>
<td>0.33241</td>
</tr>
<tr>
<td>81.077</td>
<td>3466800</td>
<td>0.39967</td>
<td>2314000</td>
<td>0.37488</td>
<td>1660000</td>
<td>0.35821</td>
<td>896390</td>
<td>0.34111</td>
<td>0</td>
<td>0.32309</td>
</tr>
<tr>
<td>86.082</td>
<td>3723700</td>
<td>0.39695</td>
<td>2505800</td>
<td>0.37036</td>
<td>1807900</td>
<td>0.35251</td>
<td>981990</td>
<td>0.33427</td>
<td>0</td>
<td>0.31464</td>
</tr>
<tr>
<td>Time</td>
<td>$f=1.0$</td>
<td></td>
<td>$f=0.6$</td>
<td></td>
<td>$f=0.4$</td>
<td></td>
<td>$f=0.2$</td>
<td></td>
<td>$f=0.0$</td>
<td></td>
</tr>
<tr>
<td>-------</td>
<td>---------</td>
<td>---------</td>
<td>---------</td>
<td>---------</td>
<td>---------</td>
<td>---------</td>
<td>---------</td>
<td>---------</td>
<td>---------</td>
<td>---------</td>
</tr>
<tr>
<td></td>
<td>$P, \text{ Pa}$</td>
<td>Porosity</td>
<td>$P, \text{ Pa}$</td>
<td>Porosity</td>
<td>$P, \text{ Pa}$</td>
<td>Porosity</td>
<td>$P, \text{ Pa}$</td>
<td>Porosity</td>
<td>$P, \text{ Pa}$</td>
<td>Porosity</td>
</tr>
<tr>
<td>91.087</td>
<td>3979200</td>
<td>0.39464</td>
<td>2698300</td>
<td>0.36637</td>
<td>1956500</td>
<td>0.3475</td>
<td>1069000</td>
<td>0.32815</td>
<td>0</td>
<td>0.30708</td>
</tr>
<tr>
<td>96.091</td>
<td>4232800</td>
<td>0.39269</td>
<td>2891000</td>
<td>0.36285</td>
<td>2105600</td>
<td>0.3431</td>
<td>1157000</td>
<td>0.32264</td>
<td>0</td>
<td>0.30034</td>
</tr>
<tr>
<td>101.1</td>
<td>4484600</td>
<td>0.39106</td>
<td>3083500</td>
<td>0.35976</td>
<td>2254800</td>
<td>0.33921</td>
<td>1246000</td>
<td>0.3177</td>
<td>0</td>
<td>0.29436</td>
</tr>
<tr>
<td>111.11</td>
<td>4981500</td>
<td>0.38856</td>
<td>3466600</td>
<td>0.35467</td>
<td>2552900</td>
<td>0.33273</td>
<td>1425400</td>
<td>0.3093</td>
<td>0</td>
<td>0.28437</td>
</tr>
<tr>
<td>121.12</td>
<td>5469500</td>
<td>0.38689</td>
<td>3845300</td>
<td>0.35078</td>
<td>2849200</td>
<td>0.32766</td>
<td>1604900</td>
<td>0.30262</td>
<td>0</td>
<td>0.27667</td>
</tr>
<tr>
<td>131.12</td>
<td>5949300</td>
<td>0.3858</td>
<td>4218300</td>
<td>0.34785</td>
<td>3142400</td>
<td>0.32368</td>
<td>1781800</td>
<td>0.29749</td>
<td>0</td>
<td>0.27059</td>
</tr>
<tr>
<td>141.13</td>
<td>6422700</td>
<td>0.3851</td>
<td>4585100</td>
<td>0.34567</td>
<td>3431800</td>
<td>0.32059</td>
<td>1956200</td>
<td>0.29347</td>
<td>0</td>
<td>0.26563</td>
</tr>
<tr>
<td>151.14</td>
<td>6891700</td>
<td>0.38465</td>
<td>4945500</td>
<td>0.3441</td>
<td>3716300</td>
<td>0.31824</td>
<td>2129000</td>
<td>0.29024</td>
<td>0</td>
<td>0.26153</td>
</tr>
<tr>
<td>161.15</td>
<td>7357100</td>
<td>0.3836</td>
<td>5299900</td>
<td>0.34298</td>
<td>3995800</td>
<td>0.31646</td>
<td>2300400</td>
<td>0.28759</td>
<td>0</td>
<td>0.25808</td>
</tr>
<tr>
<td>171.16</td>
<td>7819600</td>
<td>0.382</td>
<td>5648900</td>
<td>0.3422</td>
<td>4271100</td>
<td>0.31512</td>
<td>2470300</td>
<td>0.2854</td>
<td>0</td>
<td>0.25512</td>
</tr>
<tr>
<td>181.17</td>
<td>8279400</td>
<td>0.3813</td>
<td>5993100</td>
<td>0.34169</td>
<td>4542500</td>
<td>0.31412</td>
<td>2638900</td>
<td>0.28359</td>
<td>0</td>
<td>0.25254</td>
</tr>
<tr>
<td>191.18</td>
<td>8737200</td>
<td>0.3812</td>
<td>6333500</td>
<td>0.34137</td>
<td>4810200</td>
<td>0.31339</td>
<td>2806100</td>
<td>0.28208</td>
<td>0</td>
<td>0.25024</td>
</tr>
<tr>
<td>201.19</td>
<td>9192800</td>
<td>0.3817</td>
<td>6670000</td>
<td>0.34121</td>
<td>5074600</td>
<td>0.31287</td>
<td>2971900</td>
<td>0.28083</td>
<td>0</td>
<td>0.24819</td>
</tr>
<tr>
<td>211.2</td>
<td>9646100</td>
<td>0.3826</td>
<td>7002900</td>
<td>0.34118</td>
<td>5335900</td>
<td>0.31252</td>
<td>3136300</td>
<td>0.2798</td>
<td>0</td>
<td>0.24633</td>
</tr>
<tr>
<td>221.21</td>
<td>1008900</td>
<td>0.38458</td>
<td>7334100</td>
<td>0.3412</td>
<td>5594500</td>
<td>0.31231</td>
<td>3299300</td>
<td>0.27895</td>
<td>0</td>
<td>0.24469</td>
</tr>
<tr>
<td>231.22</td>
<td>1053700</td>
<td>0.38477</td>
<td>7664500</td>
<td>0.34124</td>
<td>5850600</td>
<td>0.3122</td>
<td>3461000</td>
<td>0.27825</td>
<td>0</td>
<td>0.24323</td>
</tr>
<tr>
<td>241.23</td>
<td>1097700</td>
<td>0.38513</td>
<td>7994000</td>
<td>0.3413</td>
<td>6104900</td>
<td>0.31217</td>
<td>3621400</td>
<td>0.27768</td>
<td>0</td>
<td>0.24192</td>
</tr>
<tr>
<td>251.24</td>
<td>1140900</td>
<td>0.3856</td>
<td>8322800</td>
<td>0.34138</td>
<td>6358300</td>
<td>0.31217</td>
<td>3780700</td>
<td>0.27722</td>
<td>0</td>
<td>0.24074</td>
</tr>
<tr>
<td>261.25</td>
<td>1184100</td>
<td>0.38604</td>
<td>8651100</td>
<td>0.34146</td>
<td>6610900</td>
<td>0.31219</td>
<td>3938900</td>
<td>0.27684</td>
<td>0</td>
<td>0.23966</td>
</tr>
<tr>
<td>271.26</td>
<td>1227000</td>
<td>0.38651</td>
<td>8978800</td>
<td>0.34155</td>
<td>6862900</td>
<td>0.31223</td>
<td>4096000</td>
<td>0.27655</td>
<td>0</td>
<td>0.23867</td>
</tr>
<tr>
<td>Time</td>
<td>f=1.0 P, Pa</td>
<td>Porosity</td>
<td>f=0.6 P, Pa</td>
<td>Porosity</td>
<td>f=0.4 P, Pa</td>
<td>Porosity</td>
<td>f=0.2 P, Pa</td>
<td>Porosity</td>
<td>f=0.0 P, Pa</td>
<td>Porosity</td>
</tr>
<tr>
<td>--------</td>
<td>-------------</td>
<td>----------</td>
<td>-------------</td>
<td>----------</td>
<td>-------------</td>
<td>----------</td>
<td>-------------</td>
<td>----------</td>
<td>-------------</td>
<td>----------</td>
</tr>
<tr>
<td>281.27</td>
<td>12691000</td>
<td>0.38708</td>
<td>9306000</td>
<td>0.34165</td>
<td>7114500</td>
<td>0.31228</td>
<td>4252100</td>
<td>0.27633</td>
<td>0</td>
<td>0.23777</td>
</tr>
<tr>
<td>291.28</td>
<td>13116000</td>
<td>0.38756</td>
<td>9632600</td>
<td>0.34176</td>
<td>7365600</td>
<td>0.31234</td>
<td>4407200</td>
<td>0.27616</td>
<td>0</td>
<td>0.23694</td>
</tr>
<tr>
<td>301.29</td>
<td>13505000</td>
<td>0.38862</td>
<td>9950100</td>
<td>0.34185</td>
<td>7616300</td>
<td>0.3124</td>
<td>4561500</td>
<td>0.27604</td>
<td>0</td>
<td>0.23617</td>
</tr>
<tr>
<td>311.3</td>
<td>13894000</td>
<td>0.39062</td>
<td>10277000</td>
<td>0.34194</td>
<td>7866700</td>
<td>0.31247</td>
<td>4714800</td>
<td>0.27596</td>
<td>0</td>
<td>0.23546</td>
</tr>
<tr>
<td>321.31</td>
<td>14213000</td>
<td>0.39134</td>
<td>10603000</td>
<td>0.34203</td>
<td>8116700</td>
<td>0.31255</td>
<td>4867600</td>
<td>0.27592</td>
<td>0</td>
<td>0.23481</td>
</tr>
<tr>
<td>331.32</td>
<td>14551000</td>
<td>0.39306</td>
<td>10929000</td>
<td>0.34212</td>
<td>8366300</td>
<td>0.31263</td>
<td>5019800</td>
<td>0.2759</td>
<td>0</td>
<td>0.23419</td>
</tr>
<tr>
<td>341.32</td>
<td>14883000</td>
<td>0.39478</td>
<td>11254000</td>
<td>0.34221</td>
<td>8615600</td>
<td>0.31271</td>
<td>5171700</td>
<td>0.27589</td>
<td>0</td>
<td>0.23362</td>
</tr>
<tr>
<td>351.33</td>
<td>15209000</td>
<td>0.3965</td>
<td>11580000</td>
<td>0.3423</td>
<td>8864600</td>
<td>0.3128</td>
<td>5323300</td>
<td>0.27589</td>
<td>0</td>
<td>0.23308</td>
</tr>
<tr>
<td>361.34</td>
<td>15531000</td>
<td>0.39822</td>
<td>11905000</td>
<td>0.34239</td>
<td>9113300</td>
<td>0.31289</td>
<td>5474600</td>
<td>0.2759</td>
<td>0</td>
<td>0.23258</td>
</tr>
<tr>
<td>371.35</td>
<td>15847000</td>
<td>0.39994</td>
<td>12230000</td>
<td>0.34248</td>
<td>9361600</td>
<td>0.31298</td>
<td>5625600</td>
<td>0.27592</td>
<td>0</td>
<td>0.23211</td>
</tr>
<tr>
<td>381.36</td>
<td>16158000</td>
<td>0.40165</td>
<td>12554000</td>
<td>0.34257</td>
<td>9609600</td>
<td>0.31308</td>
<td>5776500</td>
<td>0.27595</td>
<td>0</td>
<td>0.23166</td>
</tr>
<tr>
<td>391.37</td>
<td>16464000</td>
<td>0.40337</td>
<td>12879000</td>
<td>0.34266</td>
<td>9857400</td>
<td>0.31317</td>
<td>5927200</td>
<td>0.27598</td>
<td>0</td>
<td>0.23125</td>
</tr>
<tr>
<td>401.38</td>
<td>16765000</td>
<td>0.40509</td>
<td>13203000</td>
<td>0.34275</td>
<td>10105000</td>
<td>0.31327</td>
<td>6077600</td>
<td>0.27602</td>
<td>0</td>
<td>0.23085</td>
</tr>
<tr>
<td>411.39</td>
<td>17061000</td>
<td>0.40681</td>
<td>13502000</td>
<td>0.34325</td>
<td>10352000</td>
<td>0.31337</td>
<td>6228000</td>
<td>0.27606</td>
<td>0</td>
<td>0.23048</td>
</tr>
<tr>
<td>421.4</td>
<td>17352000</td>
<td>0.40853</td>
<td>13800000</td>
<td>0.34375</td>
<td>10599000</td>
<td>0.31347</td>
<td>6378100</td>
<td>0.27611</td>
<td>0</td>
<td>0.23012</td>
</tr>
<tr>
<td>431.41</td>
<td>17638000</td>
<td>0.41025</td>
<td>14096000</td>
<td>0.34425</td>
<td>10845000</td>
<td>0.31357</td>
<td>6528100</td>
<td>0.27614</td>
<td>0</td>
<td>0.22978</td>
</tr>
<tr>
<td>441.42</td>
<td>17920000</td>
<td>0.41197</td>
<td>14391000</td>
<td>0.34476</td>
<td>11091000</td>
<td>0.31367</td>
<td>6678000</td>
<td>0.27619</td>
<td>0</td>
<td>0.22946</td>
</tr>
<tr>
<td>451.43</td>
<td>18196000</td>
<td>0.41369</td>
<td>14685000</td>
<td>0.34526</td>
<td>11337000</td>
<td>0.31377</td>
<td>6827700</td>
<td>0.27624</td>
<td>0</td>
<td>0.22916</td>
</tr>
<tr>
<td>461.44</td>
<td>18468000</td>
<td>0.41541</td>
<td>14977000</td>
<td>0.34576</td>
<td>11583000</td>
<td>0.31388</td>
<td>6977300</td>
<td>0.27629</td>
<td>0</td>
<td>0.22887</td>
</tr>
<tr>
<td>471.45</td>
<td>18736000</td>
<td>0.41713</td>
<td>15268000</td>
<td>0.34626</td>
<td>11826000</td>
<td>0.31402</td>
<td>7126800</td>
<td>0.27634</td>
<td>0</td>
<td>0.22859</td>
</tr>
<tr>
<td>Time</td>
<td>f=1.0</td>
<td></td>
<td>f=0.6</td>
<td></td>
<td>f=0.4</td>
<td></td>
<td>f=0.2</td>
<td></td>
<td>f=0.0</td>
<td></td>
</tr>
<tr>
<td>-------</td>
<td>-------</td>
<td>-------</td>
<td>-------</td>
<td>-------</td>
<td>-------</td>
<td>-------</td>
<td>-------</td>
<td>-------</td>
<td>-------</td>
<td>-------</td>
</tr>
<tr>
<td>481.46</td>
<td>18999000</td>
<td>0.41885</td>
<td>15558000</td>
<td>0.34676</td>
<td>12064000</td>
<td>0.31425</td>
<td>72761000</td>
<td>0.27639</td>
<td>0</td>
<td>0.22833</td>
</tr>
<tr>
<td>491.47</td>
<td>19257000</td>
<td>0.42057</td>
<td>15846000</td>
<td>0.34726</td>
<td>12301000</td>
<td>0.31448</td>
<td>74253000</td>
<td>0.27644</td>
<td>0</td>
<td>0.22807</td>
</tr>
<tr>
<td>501.48</td>
<td>19512000</td>
<td>0.42229</td>
<td>16133000</td>
<td>0.34776</td>
<td>12537000</td>
<td>0.31474</td>
<td>75744000</td>
<td>0.2765</td>
<td>0</td>
<td>0.22783</td>
</tr>
<tr>
<td>511.49</td>
<td>19761000</td>
<td>0.42401</td>
<td>16393000</td>
<td>0.34863</td>
<td>12768000</td>
<td>0.31505</td>
<td>77233000</td>
<td>0.27656</td>
<td>0</td>
<td>0.2276</td>
</tr>
<tr>
<td>521.5</td>
<td>20007000</td>
<td>0.42573</td>
<td>16650000</td>
<td>0.34949</td>
<td>12998000</td>
<td>0.31537</td>
<td>78721000</td>
<td>0.27661</td>
<td>0</td>
<td>0.22738</td>
</tr>
<tr>
<td>531.51</td>
<td>20248000</td>
<td>0.42745</td>
<td>16905000</td>
<td>0.35036</td>
<td>13226000</td>
<td>0.31571</td>
<td>80208000</td>
<td>0.27667</td>
<td>0</td>
<td>0.22717</td>
</tr>
<tr>
<td>541.52</td>
<td>20485000</td>
<td>0.42917</td>
<td>17158000</td>
<td>0.35122</td>
<td>13455000</td>
<td>0.31602</td>
<td>81693000</td>
<td>0.27673</td>
<td>0</td>
<td>0.22696</td>
</tr>
<tr>
<td>551.52</td>
<td>20689000</td>
<td>0.43089</td>
<td>17385000</td>
<td>0.35209</td>
<td>13657000</td>
<td>0.31641</td>
<td>83053000</td>
<td>0.27679</td>
<td>0</td>
<td>0.22677</td>
</tr>
<tr>
<td>561.53</td>
<td>20731000</td>
<td>0.43261</td>
<td>17477000</td>
<td>0.35295</td>
<td>13776000</td>
<td>0.3165</td>
<td>83795000</td>
<td>0.27681</td>
<td>0</td>
<td>0.22658</td>
</tr>
<tr>
<td>571.54</td>
<td>20738000</td>
<td>0.43433</td>
<td>17568000</td>
<td>0.35382</td>
<td>13885000</td>
<td>0.31673</td>
<td>84538000</td>
<td>0.27684</td>
<td>0</td>
<td>0.2264</td>
</tr>
<tr>
<td>581.55</td>
<td>20774000</td>
<td>0.43605</td>
<td>17657000</td>
<td>0.35468</td>
<td>13996000</td>
<td>0.31692</td>
<td>85280000</td>
<td>0.27687</td>
<td>0</td>
<td>0.22623</td>
</tr>
<tr>
<td>591.56</td>
<td>20795000</td>
<td>0.43795</td>
<td>17746000</td>
<td>0.35555</td>
<td>14106000</td>
<td>0.31712</td>
<td>86022000</td>
<td>0.2769</td>
<td>0</td>
<td>0.22606</td>
</tr>
<tr>
<td>601.57</td>
<td>20825000</td>
<td>0.43971</td>
<td>17835000</td>
<td>0.35641</td>
<td>14216000</td>
<td>0.31732</td>
<td>86763000</td>
<td>0.27693</td>
<td>0</td>
<td>0.22589</td>
</tr>
<tr>
<td>611.58</td>
<td>20860000</td>
<td>0.4414</td>
<td>17922000</td>
<td>0.35728</td>
<td>14326000</td>
<td>0.31753</td>
<td>87504000</td>
<td>0.27696</td>
<td>0</td>
<td>0.22573</td>
</tr>
<tr>
<td>621.59</td>
<td>20883000</td>
<td>0.44322</td>
<td>17993000</td>
<td>0.35815</td>
<td>14436000</td>
<td>0.31773</td>
<td>88245000</td>
<td>0.27699</td>
<td>0</td>
<td>0.22558</td>
</tr>
<tr>
<td>631.6</td>
<td>20916000</td>
<td>0.44491</td>
<td>18096000</td>
<td>0.35878</td>
<td>14544000</td>
<td>0.31795</td>
<td>88986000</td>
<td>0.27701</td>
<td>0</td>
<td>0.22543</td>
</tr>
<tr>
<td>641.61</td>
<td>20947000</td>
<td>0.44661</td>
<td>18180000</td>
<td>0.35964</td>
<td>14651000</td>
<td>0.31818</td>
<td>89727000</td>
<td>0.27704</td>
<td>0</td>
<td>0.22529</td>
</tr>
<tr>
<td>651.62</td>
<td>20969000</td>
<td>0.44838</td>
<td>18264000</td>
<td>0.36049</td>
<td>14757000</td>
<td>0.31842</td>
<td>90467000</td>
<td>0.27707</td>
<td>0</td>
<td>0.22515</td>
</tr>
<tr>
<td>661.63</td>
<td>21000000</td>
<td>0.45005</td>
<td>18342000</td>
<td>0.3614</td>
<td>14865000</td>
<td>0.31863</td>
<td>91206000</td>
<td>0.2771</td>
<td>0</td>
<td>0.22501</td>
</tr>
<tr>
<td>671.64</td>
<td>21025000</td>
<td>0.45177</td>
<td>18419000</td>
<td>0.36231</td>
<td>14970000</td>
<td>0.3189</td>
<td>91945000</td>
<td>0.27713</td>
<td>0</td>
<td>0.22488</td>
</tr>
<tr>
<td>Time</td>
<td>f=1.0 P, Pa</td>
<td>Porosity</td>
<td>f=0.6 P, Pa</td>
<td>Porosity</td>
<td>f=0.4 P, Pa</td>
<td>Porosity</td>
<td>f=0.2 P, Pa</td>
<td>Porosity</td>
<td>f=0.0 P, Pa</td>
<td>Porosity</td>
</tr>
<tr>
<td>-------</td>
<td>-------------</td>
<td>----------</td>
<td>-------------</td>
<td>----------</td>
<td>-------------</td>
<td>----------</td>
<td>-------------</td>
<td>----------</td>
<td>-------------</td>
<td>----------</td>
</tr>
<tr>
<td>681.65</td>
<td>21046000</td>
<td>0.45352</td>
<td>18503000</td>
<td>0.36313</td>
<td>15076000</td>
<td>0.31912</td>
<td>9268400</td>
<td>0.27716</td>
<td>0</td>
<td>0.22475</td>
</tr>
<tr>
<td>691.66</td>
<td>21072000</td>
<td>0.45519</td>
<td>18574000</td>
<td>0.3641</td>
<td>15182000</td>
<td>0.31936</td>
<td>9342300</td>
<td>0.27719</td>
<td>0</td>
<td>0.22462</td>
</tr>
<tr>
<td>701.67</td>
<td>21092000</td>
<td>0.45692</td>
<td>18643000</td>
<td>0.36507</td>
<td>15286000</td>
<td>0.31962</td>
<td>9416200</td>
<td>0.27722</td>
<td>0</td>
<td>0.2245</td>
</tr>
<tr>
<td>711.68</td>
<td>21110000</td>
<td>0.45866</td>
<td>18719000</td>
<td>0.36596</td>
<td>15390000</td>
<td>0.31986</td>
<td>9490100</td>
<td>0.27725</td>
<td>0</td>
<td>0.22438</td>
</tr>
<tr>
<td>721.69</td>
<td>21131000</td>
<td>0.46035</td>
<td>18789000</td>
<td>0.36691</td>
<td>15492000</td>
<td>0.32013</td>
<td>9563900</td>
<td>0.27728</td>
<td>0</td>
<td>0.22426</td>
</tr>
<tr>
<td>731.7</td>
<td>21147000</td>
<td>0.46209</td>
<td>18852000</td>
<td>0.36792</td>
<td>15594000</td>
<td>0.3204</td>
<td>9637600</td>
<td>0.27732</td>
<td>0</td>
<td>0.22415</td>
</tr>
<tr>
<td>741.7</td>
<td>21163000</td>
<td>0.46381</td>
<td>18919000</td>
<td>0.36889</td>
<td>15697000</td>
<td>0.32067</td>
<td>9711300</td>
<td>0.27735</td>
<td>0</td>
<td>0.22404</td>
</tr>
<tr>
<td>751.72</td>
<td>21179000</td>
<td>0.46552</td>
<td>18986000</td>
<td>0.36985</td>
<td>15796000</td>
<td>0.32097</td>
<td>9784900</td>
<td>0.27738</td>
<td>0</td>
<td>0.22393</td>
</tr>
<tr>
<td>761.72</td>
<td>21191000</td>
<td>0.46726</td>
<td>19046000</td>
<td>0.37088</td>
<td>15897000</td>
<td>0.32125</td>
<td>9858600</td>
<td>0.27741</td>
<td>0</td>
<td>0.22382</td>
</tr>
<tr>
<td>771.73</td>
<td>21204000</td>
<td>0.46898</td>
<td>19106000</td>
<td>0.3719</td>
<td>15995000</td>
<td>0.32155</td>
<td>9932300</td>
<td>0.27744</td>
<td>0</td>
<td>0.22372</td>
</tr>
<tr>
<td>781.74</td>
<td>21216000</td>
<td>0.47069</td>
<td>19168000</td>
<td>0.37289</td>
<td>16092000</td>
<td>0.32187</td>
<td>10006000</td>
<td>0.27747</td>
<td>0</td>
<td>0.22362</td>
</tr>
<tr>
<td>791.75</td>
<td>21225000</td>
<td>0.47242</td>
<td>19225000</td>
<td>0.37392</td>
<td>16190000</td>
<td>0.32217</td>
<td>10080000</td>
<td>0.2775</td>
<td>0</td>
<td>0.22352</td>
</tr>
<tr>
<td>801.76</td>
<td>21235000</td>
<td>0.47414</td>
<td>19281000</td>
<td>0.37496</td>
<td>16213000</td>
<td>0.32317</td>
<td>10153000</td>
<td>0.27753</td>
<td>0</td>
<td>0.22342</td>
</tr>
<tr>
<td>811.77</td>
<td>21244000</td>
<td>0.47585</td>
<td>19336000</td>
<td>0.376</td>
<td>16259000</td>
<td>0.32417</td>
<td>10226000</td>
<td>0.27757</td>
<td>0</td>
<td>0.22332</td>
</tr>
<tr>
<td>821.78</td>
<td>21251000</td>
<td>0.47757</td>
<td>19390000</td>
<td>0.37704</td>
<td>16304000</td>
<td>0.32517</td>
<td>10300000</td>
<td>0.2776</td>
<td>0</td>
<td>0.22323</td>
</tr>
<tr>
<td>831.79</td>
<td>21258000</td>
<td>0.47928</td>
<td>19442000</td>
<td>0.3781</td>
<td>16348000</td>
<td>0.32616</td>
<td>10373000</td>
<td>0.27763</td>
<td>0</td>
<td>0.22314</td>
</tr>
<tr>
<td>841.8</td>
<td>21264000</td>
<td>0.48099</td>
<td>19492000</td>
<td>0.37917</td>
<td>16392000</td>
<td>0.32716</td>
<td>10447000</td>
<td>0.27766</td>
<td>0</td>
<td>0.22305</td>
</tr>
<tr>
<td>851.81</td>
<td>21269000</td>
<td>0.4827</td>
<td>19542000</td>
<td>0.38023</td>
<td>16435000</td>
<td>0.32816</td>
<td>10520000</td>
<td>0.2777</td>
<td>0</td>
<td>0.22296</td>
</tr>
<tr>
<td>861.82</td>
<td>21274000</td>
<td>0.4844</td>
<td>19591000</td>
<td>0.3813</td>
<td>16477000</td>
<td>0.32916</td>
<td>10594000</td>
<td>0.27773</td>
<td>0</td>
<td>0.22287</td>
</tr>
<tr>
<td>871.83</td>
<td>21278000</td>
<td>0.48609</td>
<td>19637000</td>
<td>0.38239</td>
<td>16519000</td>
<td>0.33016</td>
<td>10667000</td>
<td>0.27776</td>
<td>0</td>
<td>0.22279</td>
</tr>
<tr>
<td>Time</td>
<td>f=1.0 P, Pa</td>
<td>Porosity</td>
<td>f=0.6 P, Pa</td>
<td>Porosity</td>
<td>f=0.4 P, Pa</td>
<td>Porosity</td>
<td>f=0.2 P, Pa</td>
<td>Porosity</td>
<td>f=0.0 P, Pa</td>
<td>Porosity</td>
</tr>
<tr>
<td>-------</td>
<td>-------------</td>
<td>----------</td>
<td>-------------</td>
<td>----------</td>
<td>-------------</td>
<td>----------</td>
<td>-------------</td>
<td>----------</td>
<td>-------------</td>
<td>----------</td>
</tr>
<tr>
<td>881.84</td>
<td>21281000</td>
<td>0.48779</td>
<td>19683000</td>
<td>0.38347</td>
<td>16561000</td>
<td>0.33116</td>
<td>10740000</td>
<td>0.2778</td>
<td>0</td>
<td>0.22271</td>
</tr>
<tr>
<td>891.85</td>
<td>21284000</td>
<td>0.48947</td>
<td>19729000</td>
<td>0.38456</td>
<td>16601000</td>
<td>0.33216</td>
<td>10813000</td>
<td>0.2778</td>
<td>0</td>
<td>0.22262</td>
</tr>
<tr>
<td>901.86</td>
<td>21286000</td>
<td>0.49115</td>
<td>19772000</td>
<td>0.38566</td>
<td>16642000</td>
<td>0.33316</td>
<td>10887000</td>
<td>0.2778</td>
<td>0</td>
<td>0.22254</td>
</tr>
<tr>
<td>911.87</td>
<td>21288000</td>
<td>0.49283</td>
<td>19814000</td>
<td>0.38676</td>
<td>16681000</td>
<td>0.33416</td>
<td>10960000</td>
<td>0.2778</td>
<td>0</td>
<td>0.22247</td>
</tr>
<tr>
<td>921.88</td>
<td>21290000</td>
<td>0.49449</td>
<td>19856000</td>
<td>0.38786</td>
<td>16720000</td>
<td>0.33516</td>
<td>11033000</td>
<td>0.2779</td>
<td>0</td>
<td>0.22239</td>
</tr>
<tr>
<td>931.89</td>
<td>21291000</td>
<td>0.49615</td>
<td>19895000</td>
<td>0.38897</td>
<td>16759000</td>
<td>0.33616</td>
<td>11106000</td>
<td>0.2779</td>
<td>0</td>
<td>0.22231</td>
</tr>
<tr>
<td>941.9</td>
<td>21292000</td>
<td>0.49781</td>
<td>19935000</td>
<td>0.39008</td>
<td>16797000</td>
<td>0.33716</td>
<td>11179000</td>
<td>0.2779</td>
<td>0</td>
<td>0.22224</td>
</tr>
<tr>
<td>951.9</td>
<td>21292000</td>
<td>0.49945</td>
<td>19972000</td>
<td>0.3912</td>
<td>16834000</td>
<td>0.33816</td>
<td>11252000</td>
<td>0.2780</td>
<td>0</td>
<td>0.22216</td>
</tr>
<tr>
<td>961.9</td>
<td>21292000</td>
<td>0.5011</td>
<td>20009000</td>
<td>0.39233</td>
<td>16871000</td>
<td>0.33916</td>
<td>11325000</td>
<td>0.2780</td>
<td>0</td>
<td>0.22209</td>
</tr>
<tr>
<td>971.9</td>
<td>21292000</td>
<td>0.50273</td>
<td>20045000</td>
<td>0.39345</td>
<td>16907000</td>
<td>0.34016</td>
<td>11398000</td>
<td>0.2781</td>
<td>0</td>
<td>0.22202</td>
</tr>
<tr>
<td>981.9</td>
<td>21291000</td>
<td>0.50435</td>
<td>20080000</td>
<td>0.39458</td>
<td>16942000</td>
<td>0.34116</td>
<td>11471000</td>
<td>0.2781</td>
<td>0</td>
<td>0.22195</td>
</tr>
<tr>
<td>991.9</td>
<td>21291000</td>
<td>0.50597</td>
<td>20113000</td>
<td>0.39572</td>
<td>16978000</td>
<td>0.34215</td>
<td>11544000</td>
<td>0.2781</td>
<td>0</td>
<td>0.22188</td>
</tr>
<tr>
<td>1002</td>
<td>21290000</td>
<td>0.50758</td>
<td>20146000</td>
<td>0.39686</td>
<td>17012000</td>
<td>0.34315</td>
<td>11617000</td>
<td>0.2782</td>
<td>0</td>
<td>0.22181</td>
</tr>
<tr>
<td>1012</td>
<td>21289000</td>
<td>0.50918</td>
<td>20177000</td>
<td>0.398</td>
<td>17046000</td>
<td>0.34415</td>
<td>11690000</td>
<td>0.2782</td>
<td>0</td>
<td>0.22175</td>
</tr>
<tr>
<td>1022</td>
<td>21287000</td>
<td>0.51078</td>
<td>20208000</td>
<td>0.39915</td>
<td>17080000</td>
<td>0.34515</td>
<td>11763000</td>
<td>0.2782</td>
<td>0</td>
<td>0.22168</td>
</tr>
<tr>
<td>1032</td>
<td>21286000</td>
<td>0.51236</td>
<td>20238000</td>
<td>0.4003</td>
<td>17113000</td>
<td>0.34615</td>
<td>11836000</td>
<td>0.2783</td>
<td>0</td>
<td>0.22161</td>
</tr>
<tr>
<td>1042</td>
<td>21284000</td>
<td>0.51394</td>
<td>20266000</td>
<td>0.40146</td>
<td>17145000</td>
<td>0.34715</td>
<td>11908000</td>
<td>0.2783</td>
<td>0</td>
<td>0.22155</td>
</tr>
<tr>
<td>1052</td>
<td>21255000</td>
<td>0.51549</td>
<td>20269000</td>
<td>0.40259</td>
<td>17156000</td>
<td>0.34815</td>
<td>11966000</td>
<td>0.2783</td>
<td>0</td>
<td>0.22149</td>
</tr>
<tr>
<td>1062</td>
<td>21144000</td>
<td>0.51679</td>
<td>20194000</td>
<td>0.40346</td>
<td>17152000</td>
<td>0.3482</td>
<td>11966000</td>
<td>0.2783</td>
<td>0</td>
<td>0.22143</td>
</tr>
<tr>
<td>1072</td>
<td>21043000</td>
<td>0.51797</td>
<td>20125000</td>
<td>0.40427</td>
<td>17149000</td>
<td>0.34824</td>
<td>11965000</td>
<td>0.27837</td>
<td>0</td>
<td>0.22136</td>
</tr>
</tbody>
</table>
Pressure-Time-Porosity Dataset: Room Pressure (Pa) and Room Porosity vs. Time (Years) for f-series data

<table>
<thead>
<tr>
<th>Time</th>
<th>f=1.0</th>
<th>f=0.6</th>
<th>f=0.4</th>
<th>f=0.2</th>
<th>f=0.0</th>
</tr>
</thead>
<tbody>
<tr>
<td>1082</td>
<td>20950000</td>
<td>0.51906</td>
<td>20062000</td>
<td>0.40501</td>
<td>17145000</td>
</tr>
<tr>
<td>1092</td>
<td>20865000</td>
<td>0.52006</td>
<td>20050000</td>
<td>0.40569</td>
<td>17142000</td>
</tr>
<tr>
<td>1102</td>
<td>20786000</td>
<td>0.521</td>
<td>19951000</td>
<td>0.40632</td>
<td>17138000</td>
</tr>
<tr>
<td>1112.1</td>
<td>20713000</td>
<td>0.52187</td>
<td>19901000</td>
<td>0.40692</td>
<td>17135000</td>
</tr>
<tr>
<td>1122.1</td>
<td>20644000</td>
<td>0.5227</td>
<td>19854000</td>
<td>0.40748</td>
<td>17131000</td>
</tr>
<tr>
<td>1132.1</td>
<td>20579000</td>
<td>0.52347</td>
<td>19810000</td>
<td>0.40801</td>
<td>17128000</td>
</tr>
<tr>
<td>1142.1</td>
<td>20518000</td>
<td>0.52421</td>
<td>19768000</td>
<td>0.40851</td>
<td>17125000</td>
</tr>
<tr>
<td>1152.1</td>
<td>20460000</td>
<td>0.5249</td>
<td>19728000</td>
<td>0.40899</td>
<td>17121000</td>
</tr>
<tr>
<td>1162.1</td>
<td>20405000</td>
<td>0.52557</td>
<td>19691000</td>
<td>0.40945</td>
<td>17118000</td>
</tr>
<tr>
<td>1172.1</td>
<td>20353000</td>
<td>0.5262</td>
<td>19654000</td>
<td>0.40988</td>
<td>17114000</td>
</tr>
<tr>
<td>1182.1</td>
<td>20303000</td>
<td>0.5268</td>
<td>19620000</td>
<td>0.4103</td>
<td>17111000</td>
</tr>
<tr>
<td>1192.1</td>
<td>20256000</td>
<td>0.52738</td>
<td>19587000</td>
<td>0.41071</td>
<td>17108000</td>
</tr>
<tr>
<td>1202.1</td>
<td>20210000</td>
<td>0.52793</td>
<td>19555000</td>
<td>0.41109</td>
<td>17104000</td>
</tr>
<tr>
<td>1212.2</td>
<td>20167000</td>
<td>0.52846</td>
<td>19524000</td>
<td>0.41147</td>
<td>17101000</td>
</tr>
<tr>
<td>1222.2</td>
<td>20125000</td>
<td>0.52897</td>
<td>19495000</td>
<td>0.41183</td>
<td>17097000</td>
</tr>
<tr>
<td>1232.2</td>
<td>20085000</td>
<td>0.52946</td>
<td>19466000</td>
<td>0.41218</td>
<td>17069000</td>
</tr>
<tr>
<td>1242.2</td>
<td>20047000</td>
<td>0.52993</td>
<td>19439000</td>
<td>0.41251</td>
<td>17063000</td>
</tr>
<tr>
<td>1252.2</td>
<td>20010000</td>
<td>0.53039</td>
<td>19412000</td>
<td>0.41284</td>
<td>17056000</td>
</tr>
<tr>
<td>1262.2</td>
<td>19974000</td>
<td>0.53083</td>
<td>19386000</td>
<td>0.41315</td>
<td>17051000</td>
</tr>
<tr>
<td>1272.2</td>
<td>19940000</td>
<td>0.53125</td>
<td>19361000</td>
<td>0.41346</td>
<td>17046000</td>
</tr>
<tr>
<td>-------</td>
<td>-------</td>
<td>----------</td>
<td>-------</td>
<td>-------</td>
<td>----------</td>
</tr>
<tr>
<td>1282.2</td>
<td>19906000</td>
<td>0.53167</td>
<td>1292.2</td>
<td>19874000</td>
<td>0.53207</td>
</tr>
<tr>
<td>1332.2</td>
<td>19755000</td>
<td>0.53355</td>
<td>1342.2</td>
<td>19727000</td>
<td>0.53389</td>
</tr>
<tr>
<td>1382.2</td>
<td>19625000</td>
<td>0.53518</td>
<td>1392.2</td>
<td>19600000</td>
<td>0.53548</td>
</tr>
<tr>
<td>1432.2</td>
<td>19510000</td>
<td>0.53662</td>
<td>1442.2</td>
<td>19489000</td>
<td>0.53688</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>17040000</td>
<td>0.34932</td>
<td>17036000</td>
<td>0.34939</td>
<td>17027000</td>
<td>0.34954</td>
</tr>
<tr>
<td>17014000</td>
<td>0.34967</td>
<td>17012000</td>
<td>0.34972</td>
<td>17018000</td>
<td>0.34961</td>
</tr>
<tr>
<td>17013000</td>
<td>0.34969</td>
<td>17010000</td>
<td>0.34969</td>
<td>17012000</td>
<td>0.34962</td>
</tr>
<tr>
<td>17011000</td>
<td>0.34957</td>
<td>17020000</td>
<td>0.34962</td>
<td>17018000</td>
<td>0.34961</td>
</tr>
<tr>
<td>17013000</td>
<td>0.34969</td>
<td>17010000</td>
<td>0.34969</td>
<td>17012000</td>
<td>0.34962</td>
</tr>
<tr>
<td>17013000</td>
<td>0.34969</td>
<td>17010000</td>
<td>0.34969</td>
<td>17012000</td>
<td>0.34962</td>
</tr>
</tbody>
</table>
Pressure-Time-Porosity Dataset: Room Pressure (Pa) and Room Porosity vs. Time (Years) for f-series data

<table>
<thead>
<tr>
<th>Time</th>
<th>f=1.0 P, Pa</th>
<th>Porosity</th>
<th>f=0.6 P, Pa</th>
<th>Porosity</th>
<th>f=0.4 P, Pa</th>
<th>Porosity</th>
<th>f=0.2 P, Pa</th>
<th>Porosity</th>
<th>f=0.0 P, Pa</th>
<th>Porosity</th>
</tr>
</thead>
<tbody>
<tr>
<td>1482.4</td>
<td>19409000</td>
<td>0.5379</td>
<td>18964000</td>
<td>0.41841</td>
<td>16999000</td>
<td>0.34987</td>
<td>11964000</td>
<td>0.27838</td>
<td>0</td>
<td>0.21939</td>
</tr>
<tr>
<td>1492.4</td>
<td>19390000</td>
<td>0.53814</td>
<td>18950000</td>
<td>0.41859</td>
<td>16988000</td>
<td>0.35</td>
<td>11964000</td>
<td>0.27838</td>
<td>0</td>
<td>0.21935</td>
</tr>
<tr>
<td>1502.4</td>
<td>19371000</td>
<td>0.53838</td>
<td>18935000</td>
<td>0.41877</td>
<td>16991000</td>
<td>0.34997</td>
<td>11964000</td>
<td>0.27838</td>
<td>0</td>
<td>0.21931</td>
</tr>
<tr>
<td>1512.4</td>
<td>19353000</td>
<td>0.53861</td>
<td>18921000</td>
<td>0.41895</td>
<td>16985000</td>
<td>0.35005</td>
<td>11964000</td>
<td>0.27838</td>
<td>0</td>
<td>0.21928</td>
</tr>
<tr>
<td>1522.4</td>
<td>19335000</td>
<td>0.53883</td>
<td>18907000</td>
<td>0.41913</td>
<td>16982000</td>
<td>0.35009</td>
<td>11964000</td>
<td>0.27838</td>
<td>0</td>
<td>0.21924</td>
</tr>
<tr>
<td>1532.5</td>
<td>19318000</td>
<td>0.53906</td>
<td>18894000</td>
<td>0.4193</td>
<td>16981000</td>
<td>0.3501</td>
<td>11964000</td>
<td>0.27838</td>
<td>0</td>
<td>0.2192</td>
</tr>
<tr>
<td>1542.5</td>
<td>19300000</td>
<td>0.53927</td>
<td>18880000</td>
<td>0.41947</td>
<td>16972000</td>
<td>0.35022</td>
<td>11965000</td>
<td>0.27838</td>
<td>0</td>
<td>0.21917</td>
</tr>
<tr>
<td>1552.5</td>
<td>19284000</td>
<td>0.53949</td>
<td>18867000</td>
<td>0.41964</td>
<td>16974000</td>
<td>0.3502</td>
<td>11965000</td>
<td>0.27838</td>
<td>0</td>
<td>0.21913</td>
</tr>
<tr>
<td>1562.5</td>
<td>19267000</td>
<td>0.5397</td>
<td>18854000</td>
<td>0.4198</td>
<td>16973000</td>
<td>0.35021</td>
<td>11965000</td>
<td>0.27838</td>
<td>0</td>
<td>0.21909</td>
</tr>
<tr>
<td>1572.5</td>
<td>19251000</td>
<td>0.5399</td>
<td>18841000</td>
<td>0.41996</td>
<td>16970000</td>
<td>0.35025</td>
<td>11965000</td>
<td>0.27838</td>
<td>0</td>
<td>0.21906</td>
</tr>
<tr>
<td>1582.5</td>
<td>19235000</td>
<td>0.54011</td>
<td>18829000</td>
<td>0.42012</td>
<td>16972000</td>
<td>0.35021</td>
<td>11965000</td>
<td>0.27838</td>
<td>0</td>
<td>0.21902</td>
</tr>
<tr>
<td>1592.5</td>
<td>19220000</td>
<td>0.54031</td>
<td>18817000</td>
<td>0.42028</td>
<td>16967000</td>
<td>0.35029</td>
<td>11965000</td>
<td>0.27838</td>
<td>0</td>
<td>0.21899</td>
</tr>
<tr>
<td>1602.5</td>
<td>19204000</td>
<td>0.5405</td>
<td>18805000</td>
<td>0.42043</td>
<td>16966000</td>
<td>0.35029</td>
<td>11965000</td>
<td>0.27838</td>
<td>0</td>
<td>0.21895</td>
</tr>
<tr>
<td>1612.5</td>
<td>19189000</td>
<td>0.5407</td>
<td>18793000</td>
<td>0.42058</td>
<td>16970000</td>
<td>0.35024</td>
<td>11965000</td>
<td>0.27838</td>
<td>0</td>
<td>0.21892</td>
</tr>
<tr>
<td>1622.5</td>
<td>19174000</td>
<td>0.54088</td>
<td>18781000</td>
<td>0.42073</td>
<td>16966000</td>
<td>0.35029</td>
<td>11965000</td>
<td>0.27837</td>
<td>0</td>
<td>0.21888</td>
</tr>
<tr>
<td>1632.6</td>
<td>19160000</td>
<td>0.54107</td>
<td>18769000</td>
<td>0.42088</td>
<td>16968000</td>
<td>0.35027</td>
<td>11965000</td>
<td>0.27837</td>
<td>0</td>
<td>0.21885</td>
</tr>
<tr>
<td>1642.6</td>
<td>19146000</td>
<td>0.54125</td>
<td>18758000</td>
<td>0.42103</td>
<td>16966000</td>
<td>0.35029</td>
<td>11965000</td>
<td>0.27837</td>
<td>0</td>
<td>0.21882</td>
</tr>
<tr>
<td>1652.6</td>
<td>19132000</td>
<td>0.54143</td>
<td>18747000</td>
<td>0.42117</td>
<td>16963000</td>
<td>0.35034</td>
<td>11965000</td>
<td>0.27838</td>
<td>0</td>
<td>0.21878</td>
</tr>
<tr>
<td>1662.6</td>
<td>19118000</td>
<td>0.54161</td>
<td>18736000</td>
<td>0.42131</td>
<td>16966000</td>
<td>0.3503</td>
<td>11965000</td>
<td>0.27838</td>
<td>0</td>
<td>0.21875</td>
</tr>
<tr>
<td>1672.6</td>
<td>19104000</td>
<td>0.54179</td>
<td>18725000</td>
<td>0.42145</td>
<td>16963000</td>
<td>0.35033</td>
<td>11965000</td>
<td>0.27838</td>
<td>0</td>
<td>0.21872</td>
</tr>
</tbody>
</table>
### Pressure-Time-Porosity Dataset: Room Pressure (Pa) and Room Porosity vs. Time (Years) for f-series data

<table>
<thead>
<tr>
<th>Time</th>
<th>f=1.0</th>
<th>P, Pa</th>
<th>Porosity</th>
<th>f=0.6</th>
<th>P, Pa</th>
<th>Porosity</th>
<th>f=0.4</th>
<th>P, Pa</th>
<th>Porosity</th>
<th>f=0.2</th>
<th>P, Pa</th>
<th>Porosity</th>
<th>f=0.0</th>
<th>P, Pa</th>
<th>Porosity</th>
</tr>
</thead>
<tbody>
<tr>
<td>1682.6</td>
<td>19091000</td>
<td>0.54196</td>
<td>18714000</td>
<td>0.42159</td>
<td>16959000</td>
<td>0.35039</td>
<td>11965000</td>
<td>0.27837</td>
<td>0</td>
<td>0.21868</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1692.6</td>
<td>19078000</td>
<td>0.54213</td>
<td>18704000</td>
<td>0.42172</td>
<td>16958000</td>
<td>0.35041</td>
<td>11965000</td>
<td>0.27837</td>
<td>0</td>
<td>0.21865</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1702.6</td>
<td>19065000</td>
<td>0.54229</td>
<td>18693000</td>
<td>0.42186</td>
<td>16954000</td>
<td>0.35046</td>
<td>11965000</td>
<td>0.27837</td>
<td>0</td>
<td>0.21862</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1712.6</td>
<td>19052000</td>
<td>0.54246</td>
<td>18683000</td>
<td>0.42199</td>
<td>16954000</td>
<td>0.35045</td>
<td>11965000</td>
<td>0.27837</td>
<td>0</td>
<td>0.21859</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1722.6</td>
<td>19039000</td>
<td>0.54262</td>
<td>18673000</td>
<td>0.42212</td>
<td>16954000</td>
<td>0.35046</td>
<td>11965000</td>
<td>0.27837</td>
<td>0</td>
<td>0.21856</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1732.6</td>
<td>19027000</td>
<td>0.54278</td>
<td>18663000</td>
<td>0.42224</td>
<td>16946000</td>
<td>0.35056</td>
<td>11965000</td>
<td>0.27837</td>
<td>0</td>
<td>0.21853</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1742.7</td>
<td>19015000</td>
<td>0.54294</td>
<td>18653000</td>
<td>0.42237</td>
<td>16946000</td>
<td>0.35057</td>
<td>11965000</td>
<td>0.27837</td>
<td>0</td>
<td>0.21849</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1752.7</td>
<td>19003000</td>
<td>0.54309</td>
<td>18644000</td>
<td>0.4225</td>
<td>16945000</td>
<td>0.35057</td>
<td>11965000</td>
<td>0.27837</td>
<td>0</td>
<td>0.21846</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1762.7</td>
<td>18991000</td>
<td>0.54324</td>
<td>18634000</td>
<td>0.42262</td>
<td>16941000</td>
<td>0.35063</td>
<td>11965000</td>
<td>0.27837</td>
<td>0</td>
<td>0.21843</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1772.7</td>
<td>18979000</td>
<td>0.5434</td>
<td>18625000</td>
<td>0.42274</td>
<td>16941000</td>
<td>0.35062</td>
<td>11965000</td>
<td>0.27837</td>
<td>0</td>
<td>0.2184</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1782.7</td>
<td>18968000</td>
<td>0.54354</td>
<td>18615000</td>
<td>0.42286</td>
<td>16937000</td>
<td>0.35068</td>
<td>11965000</td>
<td>0.27837</td>
<td>0</td>
<td>0.21837</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1792.7</td>
<td>18957000</td>
<td>0.54369</td>
<td>18606000</td>
<td>0.42298</td>
<td>16935000</td>
<td>0.35071</td>
<td>11965000</td>
<td>0.27837</td>
<td>0</td>
<td>0.21834</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1802.7</td>
<td>18946000</td>
<td>0.54384</td>
<td>18597000</td>
<td>0.4231</td>
<td>16937000</td>
<td>0.35068</td>
<td>11965000</td>
<td>0.27837</td>
<td>0</td>
<td>0.21831</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1812.7</td>
<td>18934000</td>
<td>0.54398</td>
<td>18588000</td>
<td>0.42321</td>
<td>16934000</td>
<td>0.35071</td>
<td>11965000</td>
<td>0.27837</td>
<td>0</td>
<td>0.21828</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1822.7</td>
<td>18924000</td>
<td>0.54412</td>
<td>18579000</td>
<td>0.42333</td>
<td>16935000</td>
<td>0.3507</td>
<td>11966000</td>
<td>0.27836</td>
<td>0</td>
<td>0.21825</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1832.7</td>
<td>18913000</td>
<td>0.54426</td>
<td>18570000</td>
<td>0.42344</td>
<td>16934000</td>
<td>0.35071</td>
<td>11966000</td>
<td>0.27836</td>
<td>0</td>
<td>0.21823</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1842.8</td>
<td>18902000</td>
<td>0.5444</td>
<td>18562000</td>
<td>0.42355</td>
<td>16930000</td>
<td>0.35076</td>
<td>11966000</td>
<td>0.27836</td>
<td>0</td>
<td>0.2182</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1852.8</td>
<td>18892000</td>
<td>0.54453</td>
<td>18553000</td>
<td>0.42366</td>
<td>16933000</td>
<td>0.35072</td>
<td>11966000</td>
<td>0.27836</td>
<td>0</td>
<td>0.21817</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1862.8</td>
<td>18882000</td>
<td>0.54466</td>
<td>18545000</td>
<td>0.42377</td>
<td>16933000</td>
<td>0.35073</td>
<td>11966000</td>
<td>0.27836</td>
<td>0</td>
<td>0.21814</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1872.8</td>
<td>18871000</td>
<td>0.5448</td>
<td>18536000</td>
<td>0.42388</td>
<td>16930000</td>
<td>0.35077</td>
<td>11966000</td>
<td>0.27836</td>
<td>0</td>
<td>0.21811</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Time</td>
<td>f=1.0 P, Pa Porosity</td>
<td>f=0.6 P, Pa Porosity</td>
<td>f=0.4 P, Pa Porosity</td>
<td>f=0.2 P, Pa Porosity</td>
<td>f=0.0 P, Pa Porosity</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>-------</td>
<td>----------------------</td>
<td>----------------------</td>
<td>----------------------</td>
<td>----------------------</td>
<td>----------------------</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1882.8</td>
<td>18861000 0.54493</td>
<td>18528000 0.42399</td>
<td>16931000 0.35076</td>
<td>11966000 0.27836</td>
<td>0 0.21808</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1892.8</td>
<td>18851000 0.54506</td>
<td>18520000 0.42409</td>
<td>16928000 0.3508</td>
<td>11966000 0.27836</td>
<td>0 0.21806</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1902.8</td>
<td>18842000 0.54518</td>
<td>18512000 0.4242</td>
<td>16928000 0.3508</td>
<td>11966000 0.27836</td>
<td>0 0.21803</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1912.8</td>
<td>18832000 0.54531</td>
<td>18504000 0.4243</td>
<td>16927000 0.35081</td>
<td>11966000 0.27836</td>
<td>0 0.218</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1922.8</td>
<td>18822000 0.54543</td>
<td>18496000 0.4244</td>
<td>16922000 0.35087</td>
<td>11966000 0.27836</td>
<td>0 0.21797</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1932.8</td>
<td>18813000 0.54556</td>
<td>18488000 0.42451</td>
<td>16922000 0.35088</td>
<td>11966000 0.27836</td>
<td>0 0.21795</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1942.8</td>
<td>18804000 0.54568</td>
<td>18480000 0.42461</td>
<td>16919000 0.35092</td>
<td>11966000 0.27836</td>
<td>0 0.21792</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1952.8</td>
<td>18795000 0.5458</td>
<td>18473000 0.4247</td>
<td>16917000 0.35095</td>
<td>11966000 0.27836</td>
<td>0 0.21789</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1962.8</td>
<td>18785000 0.54592</td>
<td>18465000 0.4248</td>
<td>16918000 0.35093</td>
<td>11966000 0.27836</td>
<td>0 0.21787</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1972.8</td>
<td>18776000 0.54604</td>
<td>18458000 0.4249</td>
<td>16913000 0.35099</td>
<td>11966000 0.27835</td>
<td>0 0.21784</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1982.8</td>
<td>18768000 0.54615</td>
<td>18450000 0.4252</td>
<td>16911000 0.35101</td>
<td>11966000 0.27835</td>
<td>0 0.21781</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1992.8</td>
<td>18759000 0.54627</td>
<td>18443000 0.42509</td>
<td>16911000 0.35102</td>
<td>11966000 0.27835</td>
<td>0 0.21779</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1200.1</td>
<td>18759000 0.54627</td>
<td>18443000 0.42509</td>
<td>16911000 0.35102</td>
<td>11966000 0.27835</td>
<td>0 0.21779</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
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Brush, 1995 ................................................................. C-5
Date: 6-18-93
To: M.S. Tierney (6342)
From: L.H. Brush (6348)
Subject: Likely Gas-Generation Reactions and Current Estimates of Gas-Generation Rates for the Long-Term WIPP Performance Assessment

Reeves, 1995 ................................................................. C-47
Date: 6-18-91
To: Fluid Flow and Transport Division (6344)
From: M. Reeves (INTERA)
Subject: Potential-Flow Analysis of Transient Salt Creep Into a Circular Cavity

Stone, 1995a ............................................................... C-85
Date: 10-6-92
To: B.M. Butcher (6345)
From: C.M. Stone (1561)
Subject: Creep Closure Behavior of Waste Disposal Rooms in Bedded Salt Due to Gas Generation Produced by Several Alternatives of the Engineered Alternatives Task Force

Stone, 1995b ............................................................... C-107
Date: 3-31-93
To: B.M. Butcher (6345)
From: C.M. Stone (1561)
Subject: Application of SANTOS to Waste Disposal Room Problems Including a Demonstration of Coupled Structural/Porous Flow Capability
subject: Likely Gas-Generation Reactions and Current Estimates of Gas-Generation Rates for the Long-Term WIPP Performance Assessment

INTRODUCTION

This memorandum identifies likely gas-generation reactions (Table 1), provides current estimates of humid and inundated gas-generation rates (Tables 2 and 3), and calculates the gas-generation potential for radiolysis of H2O in brine by 239Pu for the 1993 long-term WIPP performance-assessment (PA) calculations. A. R. Lappin, 6305, has provided estimates of gas-generation potentials for other processes.

I understand that because of severe time constraints and the higher priorities assigned to other changes in the models to be used for the 1993 PA calculations, you will not have time to incorporate the current version of the gas-generation model J. W. Garner and I provided to P. Vaughn in February 1993. Therefore, I understand you will use the same gas-generation model used in the 1991 and 1992 calculations. This approach consists of listing likely gas-generation reactions, calculating the average stoichiometric gas-production ratio of these reactions, estimating average gas-production rates, and allowing gas production to proceed until the total quantity of gas expected (the gas-generation potential) is attained for a given set of assumptions. I refer to this model as the "average-stoichiometry model." The assumptions include (but are not necessarily limited to): (1) the inventory of reactants (steels and other Fe-base alloys, Al and Al-base alloys, and, perhaps, other metals; cellulosics, plastics, and rubbers); (2) the extent to which these materials are convertible to gas (this is especially important in the case of plastics and rubbers); (3) whether sufficient H2O will be available (this is especially significant in the case of reactions that occur only in the presence of brine, such as anoxic corrosion of steels). Of course, assumptions such as these are also necessary for the gas-generation model Garner and I are developing.

Given the severe time constraints and the higher priorities assigned to other improvements in the PA models, I concur with your...
decision to retain the average-stoichiometry model used in the 1991 and 1992 PA calculations. However, I recommend using additional gas-generation reactions, if possible, and current estimates of gas-generation rates. I describe these reactions and rates below. Of course, I realize that there may not be time to make any changes in the average-stoichiometry model at this point.

Garner and I will continue to develop a thermodynamic and kinetic reaction-path gas-generation model. The current version of this model includes the following processes: (1) corrosion of steels and other Fe-base materials by O\textsubscript{2}, H\textsubscript{2}O, H\textsubscript{2}O and CO\textsubscript{2}, or H\textsubscript{2}S; (2) passivation of steels by CO\textsubscript{2}; (3) depassivation of steels by destabilization of FeCO\textsubscript{3}; (4) microbial degradation of cellulosics with O\textsubscript{2}, NO\textsubscript{3}\textsuperscript{-}, Fe(III) hydroxide, or SO\textsubscript{4}\textsuperscript{2-} as the electron acceptor; (5) consumption of CO\textsubscript{2} by Ca(OH)\textsubscript{2} (in cementitious materials) and CaO (a potential backfill additive). The main differences between the reaction-path model and the average-stoichiometry model used in the 1991 and 1992 PA calculations are that: (1) the reaction-path model includes more gas-producing reactions than the average-stoichiometry model; (2) the reaction-path model includes gas-consuming reactions; (3) the reaction-path model includes interactions among gas-producing and gas-consuming processes, such as passivation of steels by microbially-produced CO\textsubscript{2} and depassivation of steels due to consumption of CO\textsubscript{2} by Ca(OH)\textsubscript{2} and CaO. We will provide you with the latest version of this model as soon as you are ready to incorporate it in the PA models.

**CORROSION**

Oxic corrosion of steel waste containers (drums and boxes), Fe-base alloys in the waste, and, perhaps, other metals would consume O\textsubscript{2} in mine air trapped in WIPP disposal rooms at the time of filling and sealing. Oxic corrosion would also consume O\textsubscript{2} produced by radiolysis of H\textsubscript{2}O in brine. After depletion of the O\textsubscript{2} initially present, anoxic corrosion of Fe-base and other metals could produce significant quantities of H\textsubscript{2}, at least in microenvironments without radiolytically produced O\textsubscript{2}. Other metals that could consume O\textsubscript{2} and produce H\textsubscript{2} include (but are not necessarily limited to) Al, Al-base alloys, Pb, and Pu. Oxic and anoxic corrosion could also consume significant quantities of brine and H\textsubscript{2}O vapor.

**Oxic Corrosion**

Brush (1990) concluded that oxic corrosion of steels, other Fe-base alloys, and, perhaps, other metals would not have a significant, direct effect on the gas and H\textsubscript{2}O budget of WIPP disposal rooms. However, this process could be important from the standpoint of the O\textsubscript{2} budget of the repository. The O\textsubscript{2} budget will in turn affect how soon the repository becomes anoxic after filling and sealing, the extent to which microenvironments dominated by brine radiolysis remain oxic, whether gas is consumed or produced, and which gases are consumed and
produced. The O₂ budget will also affect the oxidation state of radionuclides and hence their chemical behavior. Therefore, Garner and I have added the following reaction to the reaction-path gas-generation model to simulate oxic corrosion:

\[
2\text{Fe} + \text{H}_2\text{O} + 1.5\text{O}_2 = 2\gamma\text{FeO(OH)} \quad (1)
\]

We are using this reaction because N. R. Sorensen, 1832, observed that \(\gamma\text{FeO(OH)}\) (lepidocrocite) was the most abundant corrosion product in oxic, inundated experiments carried out for the Strategic Petroleum Reserve Project. Sorensen also observed Fe₃O₄ as a major corrosion product and \(\beta\text{FeO(OH)}\) as a minor corrosion product. Therefore, Garner and I may also add an equation simulating the formation of Fe₃O₄. (Addition of an equation for \(\beta\text{FeO(OH)}\) would not change the stoichiometry of Reaction 1).

For my best estimate of the O₂-consumption rate for oxic corrosion, I recommend 5 moles per m² of steel per year, the value (rounded off to one significant figure) reported by Molecke (1979). Lappin et al. (1989) estimated that there are 6 m² of steels and other Fe-base alloys per drum of CH TRU waste, 4 m² for CH TRU waste containers and an estimated 2 m² for the Fe-base alloys in CH TRU waste. (These values do not include steel or other Fe-base alloys in canisters or plugs to be used for RH TRU waste, any steels or other Fe-base alloys contained in RH TRU waste, or steels or other Fe-base alloys used for ground support in the WIPP underground workings.) Therefore, this rate is equivalent to 30 moles of O₂ per drum of CH TRU waste per year. I computed the oxic-corrosion rate as follows.

The rate at which Fe is consumed by Reaction 1 is:

\[
((2 \text{ moles Fe}) / (1.5 \text{ moles O}_2)) \cdot 5 \text{ moles O}_2/(m^2 \cdot \text{yr}) = 6.67 \text{ moles Fe/(m}^2 \cdot \text{yr}) \quad (2)
\]

(Only one of the figures in this and the following equations are significant, but I did not round off until the end of these calculations.) This rate is equivalent to:

\[
6.67 \text{ moles/(m}^2 \cdot \text{yr}) \cdot 5.5847 \cdot 10^{-2} \text{ kg/mole} = 3.7231 \cdot 10^{-1} \text{ kg/(m}^2 \cdot \text{yr}) \quad (3)
\]

In Equation 2, "5.5847 \cdot 10^{-2} \text{ kg}" is the mass of a mole of metallic Fe. The thickness of the layer of Fe removed from the surface per year is:
In Equation 4, \(7.86 \times 10^3 \text{ kg/m}^3\) is the density of metallic Fe. This rate is equivalent to about 50 \(\mu\text{m}\) of steel per year (Table 2). I cannot compare these estimates of \(\text{O}_2\)-consumption or corrosion rates with previous estimates because I did not estimate these rates for oxic corrosion of steels for the 1991 and 1992 PA calculations (see Brush, 1991).

My minimum estimates of \(\text{O}_2\)-consumption and corrosion rates for oxic corrosion of steels and other Fe-base alloys under inundated conditions, 0 moles per per \(\text{m}^2\) of steel per year or 0 moles of \(\text{O}_2\) per drum of CH TRU waste per year and 0 \(\mu\text{m}\) of steel per year (Table 2), are based on the possibility of passivation by formation of an adherent corrosion product (see Anoxic Corrosion below), or by precipitation of salts on the surfaces of corroding metals due to the consumption of \(\text{H}_2\text{O}\) during oxic corrosion of steels, other Fe-base alloys, and, perhaps, other metals. Although laboratory studies have not demonstrated these mechanisms yet, they are possible, especially (in the case of the latter mechanism) if microbial degradation of cellulosics and brine radiolysis also consume significant quantities of \(\text{H}_2\text{O}\).

My maximum estimates of \(\text{O}_2\)-consumption and corrosion rates for oxic corrosion of steels and other Fe-base alloys under inundated conditions (Table 2) are based on estimates of the effects of pH on these rates. I have not yet considered the effects of total pressure, the partial pressures of gases expected in WIPP disposal rooms, or temperature on oxic corrosion. However, I have considered the effects of these factors on anoxic corrosion (see below); the analysis for anoxic corrosion suggests that pH is the most important of these factors. In the case of oxic corrosion, \(\text{O}_2\)-consumption and corrosion rates are inversely proportional to pH. I used the inverse relationship between pH and oxic-corrosion rates observed experimentally for applications other than the WIPP Project and estimates of the range of pH expected in WIPP disposal rooms after filling and sealing to estimate the maximum values of these rates.

I assume that the \(\text{O}_2\)-consumption rate of 5 moles per \(\text{m}^2\) of steel per year (Molecke, 1979), which I used for my best estimate of this and other rates under inundated conditions (Table 2), pertains to Reaction 1 at a neutral or nearly neutral pH. Furthermore, I expect that the pH in WIPP disposal rooms will vary between about 3 and 12. Although obtained with deionized \(\text{H}_2\text{O}\), the results of Uhlig and Revie (1963) suggest that the \(\text{O}_2\)-consumption and corrosion rates for oxic corrosion of steels are constant or essentially constant between a pH of about 4 and 10, that these rates are higher by about a factor of 1.5 at a pH of 3, and that they are lower by a factor of 0.6 at a pH of 11 and by a factor of 0.4 at a pH of 12. Therefore, the possibility of pH values as low as 3 in WIPP disposal rooms necessitates multiplying my
best estimates in Table 2 by a factor of 1.5:

\[ 1.5 \times 5 \text{ moles/m}^2 = 8 \text{ moles/(m}^2 \times \text{yr}); \]  \hspace{1cm} (5a)

\[ 1.5 \times 30 \text{ moles/(drum \times yr)} = 50 \text{ moles/(drum \times yr)}; \]  \hspace{1cm} (5b)

\[ 1.5 \times 50 \text{ \mu m/yr} = 80 \text{ \mu m/yr}. \]  \hspace{1cm} (5c)

These are my maximum estimates, rounded to one significant figure, of these rates under inundated conditions (Table 2). Because they are maximum estimates, I have rounded them up in all three cases. The effects of basic conditions on oxic corrosion need not be considered at this point because, although they decrease these rates, my minimum estimates are already 0 moles of \( \text{O}_2 \) per \( \text{m}^2 \) of steel per year, 0 moles of \( \text{O}_2 \) per drum of CH TRU waste per year, and 0 \( \mu \text{m} \) of steel per year because of possible passivation (see above).

My best estimates of \( \text{O}_2 \)-consumption and corrosion rates for oxic corrosion of steels and other Fe-base alloys under humid conditions are 0.5 moles of \( \text{O}_2 \) per \( \text{m}^2 \) of steel per year, 3 moles of \( \text{O}_2 \) per drum of CH TRU waste per year, and 5 \( \mu \text{m} \) of steel per year (Table 3). I arbitrarily assume that these rates are one tenth of my current best estimates under inundated conditions (Table 2). I did not estimate these rates for oxic corrosion of steels for the 1991 and 1992 PA calculations (Brush, 1991).

My arbitrary minimum estimates of \( \text{O}_2 \)-consumption and corrosion rates for oxic corrosion of steels and other Fe-base alloys under humid conditions are also 0 moles of \( \text{O}_2 \) per \( \text{m}^2 \) of steel per year, 0 moles of \( \text{O}_2 \) per drum of CH TRU waste per year, and 0 \( \mu \text{m} \) of steel per year (Table 3).

My maximum estimates of \( \text{O}_2 \)-consumption and corrosion rates for oxic corrosion of steel and other Fe-base alloys under humid conditions are 5 moles of \( \text{O}_2 \) per \( \text{m}^2 \) of steel per year, 30 moles of \( \text{O}_2 \) per drum of CH TRU waste per year, and 50 \( \mu \text{m} \) of steel per year (Table 2). I arbitrarily assume that these rates are identical to my current best estimates for oxic corrosion under inundated conditions (Table 2).

If oxic-corrosion rates under humid conditions affect the overall performance of the repository significantly, laboratory studies will be necessary to replace these arbitrary estimates with experimentally-based results.

**Anoxic Corrosion**

Anoxic corrosion of steels, other Fe-base alloys, and, perhaps, other metals may, if brine is present, produce significant quantities
of H\textsubscript{2} and consume significant quantities of H\textsubscript{2}O (Lappin et al., 1989; Brush, 1990).

I used thermodynamic calculations and laboratory studies carried out for applications other than the WIPP Project to predict the behavior of steels and other Fe-base alloys under expected WIPP conditions (see Brush, 1990). I am extending these thermodynamic calculations to support the development of the reaction-path gas-generation model (see INTRODUCTION above).

R. E. Westerman and M. R. Telander of Pacific Northwest Laboratory (PNL) are carrying out laboratory studies of anoxic corrosion for the WIPP Project. So far, they have studied two heats each of the low-C steels ASTM A 366 and ASTM A 570 under inundated conditions (specimens immersed in Brine A) and humid conditions (specimens suspended above Brine A) with initially pure atmospheres of N\textsubscript{2}, CO\textsubscript{2}, and H\textsubscript{2}S at low pressures (about 1 to 15 atm) at 30 ± 5°C. ASTM A 366 simulates the waste drums to be emplaced in the repository; ASTM A 570 simulates the boxes. Brine A is a synthetic brine that, although developed to simulate fluids equilibrated with K\textsuperscript{+}- and Mg\textsuperscript{2+}-bearing minerals in overlying potash-rich zones prior to entering the repository (Molecke, 1983), is coincidentally similar in composition to intergranular brines from the Salado Fm. at or near the stratigraphic horizon of the WIPP underground workings. Westerman and Telander have also conducted experiments with these steels under inundated conditions with initially pure N\textsubscript{2}, CO\textsubscript{2}, and H\textsubscript{2} at high pressures (about 35 or 70 atm). Finally, they have performed preliminary experiments with these steels in simulated backfill materials (crushed salt and a mixture of 70 wt % crushed salt and 30 wt % bentonite) at low pressures. Westerman and Telander also plan to study anoxic corrosion of Al and Al-base materials.

Telander and Westerman (in prep.) have identified three likely anoxic-corrosion reactions. At low fugacities (similar to partial pressures) of CO\textsubscript{2} and H\textsubscript{2}S, the reaction observed in 3-, 6-, 12-, and 24-month experiments appears to be:

$$\text{Fe} + 2\text{H}_2\text{O} \rightarrow \text{Fe(OH)}_2 + \text{H}_2.$$  

However, Brush (1990) calculated that Fe(OH)\textsubscript{2} is unstable with respect to Fe\textsubscript{3}O\textsubscript{4}. Therefore, significant quantities of steels and other Fe-base alloys could eventually corrode via the reaction:

$$3\text{Fe} + 4\text{H}_2\text{O} \rightarrow \text{Fe}_3\text{O}_4 + 4\text{H}_2.$$  

At relatively high CO\textsubscript{2} fugacities, the experimentally observed reaction is:
Fe + H₂O + CO₂ = FeCO₃ + H₂. \[ (7) \]

Formation of the adherent corrosion product FeCO₃ (siderite) by this reaction will passivate steels and, presumably, other Fe-base alloys after the consumption of various quantities of CO₂. Currently, laboratory studies at PNL suggest a range of 0.33 to 2.2 moles of CO₂ per m² of steel for the amount of CO₂ required for passivation, depending on the CO₂ partial pressure and the pH of the brine. However, I do not recommend revision of the average-stoichiometry gas-generation model to include passivation. To avoid potential criticism, inclusion of this process would also necessitate the inclusion of depassivation, the simulation of which would require a reaction-path model such as the one Garner and I are developing.

Finally, at relatively high H₂S fugacities, the experimentally observed reaction appears to be:

Fe + 2H₂S = FeS₂ + 2H₂. \[ (8a) \]

Laboratory studies at PNL suggest that this reaction also passivates steels and other Fe-base alloys. However, I do not recommend revision of the average-stoichiometry model to include passivation by this reaction for the reasons given in connection with Equation 3 (above).

A literature review by Telander and Westerman (in prep.) and thermodynamic calculations for the reaction-path model have identified another possible reaction involving H₂S:

Fe + H₂S = FeS + H₂. \[ (8b) \]

The literature reviewed by Telander and Westerman (in prep.) suggests that this reaction does not passivate steels and other Fe-base alloys. Table 1 summarizes these anoxic-corrosion reactions.

In addition to these corrosion reactions, there exist numerous likely reactions among Fe-bearing corrosion products such as Fe(OH)₂, Fe₃O₄, FeCO₃, FeS, and FeS₂. Garner and I are incorporating these reactions in the reaction-path model to predict, among other things, if and when depassivation of steels will occur. I do not recommend revising the average-stoichiometry model to include reactions among corrosion products.

My best estimates of H₂-production and corrosion rates for anoxic corrosion of steels and other Fe-base alloys under inundated conditions are based on data reported by Telander and Westerman (in prep.) They obtained average H₂-production rates of 0.19, 0.21, 0.16, and 0.10 moles per m² of steel per year in experiments carried out under
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inundated conditions with initially pure N₂ at low pressures (about 10 to 15 atm) for 3, 6, 12, and 24 months, respectively. Because there are 6 m² of steels and other Fe-base alloys per drum of CH TRU waste (Lappin et al., 1989), these rates are equivalent to 1.14, 1.26, 0.96, and 0.60 moles of H₂ per drum of CH TRU waste per year. The average corrosion rates in the 3-, 6-, 12-, and 24-month runs were 1.97, 1.72, 1.23, and 0.99 µm of steel per year. For my best estimates, I prefer values of 0.1 moles of H₂ per m² of steel per year or 0.6 moles of H₂ per drum of CH TRU waste per year and 1 µm of steel per year (see Table 2). These rates, from the 24-month experiments at PNL, are less by as much as about a factor of two than the rates observed in the 3-, 6-, and 12-month runs. Therefore, my best estimates are now half or about half those provided for the 1991 and 1992 PA calculations (Brush, 1991). 0.2 moles of H₂ per m² of steel per year, 1 mole of H₂ per drum of CH TRU waste per year, and 2 µm of steel per year, for which I used the 6-month results.

Strictly speaking, my best estimates of H₂-production and corrosion rates for anoxic corrosion of steels and other Fe-base alloys under inundated conditions (Table 2) pertain only to Reaction 6a, the reaction which apparently occurs with initially pure N₂ at low and high pressures. However, I arbitrarily assume that, at any given pH, Reactions 6b, 7, 8a, and 8b occur at the same rate as Reaction 6a. Therefore, my best estimates also apply to these reactions. Clearly, Reaction 7 proceeded much faster than Reaction 6a in low-pressure, inundated experiments at PNL, at least prior to passivation (below). However, this was probably because the pH of Brine A was much lower in runs with initially pure CO₂ at low pressures than in runs with initially pure N₂ at low pressures. I describe the effects of pH in the discussion of my maximum estimates for anoxic corrosion under inundated conditions (below).

My minimum estimates of H₂-production and corrosion rates for anoxic corrosion of steels and other Fe-base alloys under inundated conditions (Table 2) are based on passivation observed by Telander and Westerman (in prep.) in 6-, 12-, and 24-month, low-pressure (about 12 to 15 atm) experiments with initially pure CO₂. In these runs, the H₂-production and corrosion rates were high initially but decreased to 0 moles of H₂ per m² of steel per year or, 0 moles of H₂ per drum of CH TRU waste per year and 0 µm of steel per year after about 3 or 4 months due to passivation by Reaction 7 (above). Passivation at these pressures apparently required 0.33 moles of CO₂ per m² of steel, a very small quantity relative to the total microbial CO₂ production potential. My minimum estimates of these rates are identical to those provided for the 1991 and 1992 PA calculations (Brush, 1991). However, Telander and Westerman (in prep.) have now completed 12- and 24-month experiments, which confirm the results of the 6-month runs. Furthermore, since preparing their report, Westerman and Telander have also observed passivation in 6- and 12-month, high-pressure (about 36 to 40 atm) runs. These high-pressure tests partially address the concerns of those who claimed that high CO₂ partial pressures and concomitant acidification of brine would destabilize the passivating
film of FeCO₃ and restart anoxic corrosion and H₂ production. Experiments carried out to date suggest that these high CO₂ partial pressures increase the quantity of CO₂ required to passivate steels somewhat, from 0.33 to 2.2 moles per m² of steel. However, this requirement is still very small relative to the total microbial CO₂ production potential. On the other hand, these high CO₂ partial pressures apparently decrease the time required for passivation somewhat, from about 3 or 4 months to 2 months.

At least two other passivation mechanisms are possible. First, after a few days of H₂ production, Telander and Westerman (in prep.) have observed passivation of steels under inundated conditions with initially pure H₂S at low pressures (about 5 to 6 atm) for up to about 200 days. This is probably due to formation of the adherent corrosion product FeS₂ (pyrite) by Reaction 8a (above). Based on preliminary results obtained with the reaction-path model, Garner and I think that FeS₂ formation may be unlikely in WIPP disposal rooms. This is because H₂S fugacities high enough and CO₂ and H₂ fugacities low enough to stabilize FeS₂ may be unlikely, given expected stoichiometries for microbial gas-production reactions. Therefore, passivation by FeCO₃ appears more likely than passivation by FeS₂. However, the latter is still possible.

A second passivation mechanism is precipitation of salts on the surfaces of corroding metals due to the consumption of H₂O during anoxic corrosion (see Oxic Corrosion above).

The results of laboratory studies of anoxic corrosion at PNL demonstrate that passivation of steels, at least by FeCO₃, is a real phenomenon under at least some combinations of conditions expected in WIPP disposal rooms. However, based on preliminary results of modeling studies, Garner and I believe that depassivation of steels is also possible, especially if consumption of CO₂ by Ca(OH)₂ (in hydrated cementitious materials) and CaO (a potential backfill additive) decrease the fugacity of CO₂ below values required to stabilize FeCO₃. Nevertheless, minimum estimates of 0 moles of H₂ per m² of steel per year or 0 moles of H₂ per drum of CH TRU waste per year and 0 µm of steel per year seem justified at this time.

For my maximum estimates of H₂-production and corrosion rates for anoxic corrosion of steels and other Fe-base alloys under inundated conditions (Table 2), I estimated the effects of pH, pressure, and temperature on these rates. These H₂-production and corrosion rates are: (1) inversely proportional to pH; (2) proportional to the partial pressures of CO₂ and, probably, H₂S (both of these gases decrease the pH of any brine they are in contact with as their partial pressures increase); (3) proportional to the partial pressure of N₂ and hence the total pressure; (4) inversely proportional to the partial pressure of H₂; (5) probably proportional to temperature. I used estimated or experimentally measured relationships between these parameters and the H₂-production and corrosion rates, and estimates of the extreme values of these parameters in the repository after filling and sealing to
estimate the maximum values of these rates.

Telander and Westerman (in prep.) reported that the pH of Brine A, initially 6.7, increased to values of 8.3, 8.3, and 8.4 after the 6-, 12-, and 24-month, low-pressure experiments with initially pure N₂. (They did not report the pH of Brine A after the 3-month runs.) Therefore, the best estimates of these rates (Table 2) pertain to Reaction 6a at a neutral or nearly neutral pH. I expect that the pH in WIPP disposal rooms will vary between about 3 and 12. Although obtained for applications other than the WIPP Project, the results of Uhlig and Revie (1963) and Grauer et al. (1991) suggest that the \( \text{H}_2 \)-production and corrosion rates for anoxic corrosion of steels are constant or essentially constant between a pH of about 4 and 10, that these rates are higher by about a factor of 50 at a pH of 3, and that they are lower by a factor of 0.05 at a pH of 11 and by a factor of 0.005 at a pH of 12. Therefore, the possibility of pH values as low as 3 in WIPP disposal rooms necessitates multiplying my best estimates in Table 2 by a factor of 50:

\[
50 \cdot \text{0.10 moles/m}^2 \cdot \text{yr} = 5 \text{ moles/(m}^2 \cdot \text{yr);} \quad (9a)
\]

\[
50 \cdot \text{0.60 moles/(drum \cdot yr)} = 30 \text{ moles/(drum \cdot yr);} \quad (9b)
\]

\[
50 \cdot 1 \mu\text{m/yr} = 50 \mu\text{m/yr.} \quad (9c)
\]

If acidification is caused by \( \text{CO}_2 \) or, perhaps, \( \text{H}_2\text{S} \) (see below), the increase in rates described above may only be temporary due to passivation of steels by \( \text{FeCO}_3 \) or, perhaps, \( \text{FeS}_2 \). However, organic acids produced by microbial degradation of cellulosics in the waste (below) could also acidify the brines in WIPP disposal rooms. These acids may not result in passivation of steels. The effects of basic conditions on anoxic corrosion need not be considered here because, although they decrease these rates, my minimum estimates are already 0 moles of \( \text{H}_2 \) per \( \text{m}^2 \) of steel per year or 0 moles of \( \text{H}_2 \) per drum of CH TRU waste per year and 0 \( \mu\text{m} \) of steel per year because of passivation (see above).

Based on the results of 6-month experiments, Telander and Westerman (in prep.) reported that an N₂ partial pressure of 73 atm increased the average corrosion rate of steels by about a factor of two from that observed at an N₂ partial pressure of 10 atm. Because 73 atm is about half of lithostatic pressure at the depth of the WIPP underground workings, I assume that total pressure (the effects of which should be equivalent to those of high N₂ partial pressure) could increase the \( \text{H}_2 \)-production and corrosion rates for steels and other Fe-base alloys by as much as a factor of four. Therefore, the effect of lithostatic pressure on the rates estimated for the lowest pH expected in the repository necessitates multiplying the rates obtained from Equations
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9a, 9b, and 9c by a factor of four:

\[ 4 \cdot 5 \text{ moles/m}^2 = 20 \text{ moles/(m}^2 \cdot \text{yr}); \]  
\[ (10a) \]

\[ 4 \cdot 30 \text{ moles/(drum} \cdot \text{yr}) = 120 \text{ moles/(drum} \cdot \text{yr}); \]  
\[ (10b) \]

\[ 4 \cdot 50 \mu\text{m/yr} = 200 \mu\text{m/yr}. \]  
\[ (10c) \]

High CO\(_2\) and H\(_2\)S partial pressures should increase the H\(_2\)-production and corrosion rates for anoxic corrosion of steels and other Fe-base alloys under inundated conditions, at least prior to passivation, because the solubilities of these gases in aqueous solutions are proportional to their partial pressures and they form the weak, diprotic acids H\(_2\)CO\(_3\) and H\(_2\)S after dissolution. Although weak, these acids do deprotonate to some extent, thus acidifying solutions in contact with these gases. However, I have already included the effects acidification on anoxic corrosion (see above).

The results of 6- and 12-month experiments carried out by Telander and Westerman (in prep.) suggest that H\(_2\) partial pressures of 35, 69, and 70 atm decreased the average corrosion rate of steels by about a factor of five from that observed at the H\(_2\) partial pressures in the low-pressure runs. High H\(_2\) partial pressures have the opposite effect of high N\(_2\) partial pressures (or total pressure) because H\(_2\) is a product of Reactions 6a, 6b, 7, 8a, and 8b. The effects of high H\(_2\) partial pressures on anoxic corrosion need not be addressed further because, although they decrease these rates, my minimum estimates are already 0 moles of H\(_2\) per m\(^2\) of steel per year or 0 moles of H\(_2\) per drum of CH TRU waste per year and 0 \(\mu\)m of steel per year because of passivation.

Telander and Westerman (in prep.) have carried out all of their laboratory studies of anoxic corrosion at 30 \(\pm\) 5°C. I assume that the temperature during their experiments was normally distributed about a value of 30°C. Therefore, their average rates pertain to this temperature. I also assume a temperature of 30 \(\pm\) 3°C in WIPP disposal rooms after filling and sealing. This is slightly above the in situ temperature of 27°C at a subsurface depth of 2,150 feet because of the small amount of heat produced by RH TRU waste and, to a much lesser extent, by CH TRU waste. Finally, I assume that a 10°C increase in temperature would increase the rates of Reactions 6a, 6b, 7, 8a, and 8b by a factor of two. Therefore, the effect of a temperature of 33°C on the rates estimated for the lowest pH and highest total pressure expected in the repository, based on experiments carried out at 30 \(\pm\) 5°C, requires multiplying the rates obtained from Equations 10a, 10b, and 10c by a factor of 1.23 (obtained from \(2^{((33 - 30)/10)}\)):

\[ \text{-11-} \]
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1.23 \cdot 20 \text{ moles/(m}^2 \cdot \text{yr}) = 20 \text{ moles/(m}^2 \cdot \text{yr}); \quad (11a)

1.23 \cdot 120 \text{ moles/(drum \cdot yr)} = 100 \text{ moles/(drum \cdot yr)}; \quad (11b)

1.23 \cdot 200 \ \mu\text{m/yr} = 200 \ \mu\text{m/yr}. \quad (11c)

These are my maximum estimates, rounded to one significant figure, of these rates under inundated conditions (Table 2). They are significantly higher than those provided for the 1991 and 1992 PA calculations (Brush, 1991), 0.4 moles of \( \text{H}_2 \) per \( \text{m}^2 \) of steel per year or 2 moles of \( \text{H}_2 \) per drum of CH TRU waste per year and 3 \( \mu\text{m} \) of steel per year, because the combined effects of pH, high \( \text{N}_2 \) partial pressure or total pressure, and temperature have a much greater effect on these rates than high \( \text{N}_2 \) partial pressure, the only factor I included in my previous estimates of the maximum rates under inundated conditions.

My best estimates of \( \text{H}_2 \)-production and corrosion rates for anoxic corrosion of steels and other Fe-base alloys under humid conditions are 0 moles of \( \text{H}_2 \) per \( \text{m}^2 \) of steel per year or 0 moles of \( \text{H}_2 \) per drum of CH TRU waste per year and 0 \( \mu\text{m} \) of steel per year (Table 3). These rates are less than those provided for the 1991 and 1992 PA calculations (Brush, 1991), 0.02 moles of \( \text{H}_2 \) per \( \text{m}^2 \) of steel per year or 0.1 moles of \( \text{H}_2 \) per drum of CH TRU waste per year and 0.2 \( \mu\text{m} \) of steel per year, which I arbitrarily assumed were one tenth of the best estimates provided at that time for inundated conditions. As of 1991, no \( \text{H}_2 \) production or corrosion had occurred in 3- and 6-month humid, low-pressure experiments with initially pure \( \text{N}_2 \) or \( \text{CO}_2 \), except for very limited \( \text{H}_2 \) production due to corrosion of some of the bottom 10% of the specimens splashed with brine during pretest preparation procedures. Since then, Telander and Westerman (in prep.) have obtained identical results from 6- and 12-month runs. These results confirm and extend the results of the 3- and 6-month runs. Therefore, I have reduced my best estimates as described above.

My minimum estimates of \( \text{H}_2 \)-production and corrosion rates for anoxic corrosion of steels and other Fe-base alloys under humid conditions are also 0 moles of \( \text{H}_2 \) per \( \text{m}^2 \) of steel per year or 0 moles of \( \text{H}_2 \) per drum of CH TRU waste per year and 0 \( \mu\text{m} \) of steel per year (Table 3). These minimum estimates are identical to those provided for the 1991 and 1992 PA calculations (Brush, 1991).

My arbitrary maximum estimates of \( \text{H}_2 \)-production and corrosion rates for anoxic corrosion of steels and other Fe-base alloys under humid conditions are 0.01 moles of \( \text{H}_2 \) per \( \text{m}^2 \) of steel per year or 0.06 moles of \( \text{H}_2 \) per drum of CH TRU waste per year and 0.1 \( \mu\text{m} \) of steel per year (Table 3). I arbitrarily assume that these rates are one tenth of my current best estimates for anoxic corrosion under inundated conditions. My maximum estimates for humid conditions are less than those provided for the 1991 and 1992 PA calculations (Brush, 1991), 0.2 moles of \( \text{H}_2 \)
per $m^2$ of steel per year, 1 mole of $H_2$ per drum of CH TRU waste per year, and 2 $\mu m$ of steel per year, which I arbitrarily assumed were identical to the best estimates provided at that time for inundated conditions.

If anoxic-corrosion rates under humid conditions significantly affect the behavior of the repository, additional laboratory studies will be necessary to replace these arbitrary estimates with actual experimental results.

**MICROBIAL ACTIVITY**

Microbial degradation of cellulosics and, perhaps, plastics and rubbers in the waste to be emplaced in WIPP disposal rooms may, if sufficient brine or $H_2O$ vapor, nutrients, and viable microorganisms are present, produce or consume significant quantities of various gases and produce or consume significant quantities of $H_2O$ (Lappin et al., 1989; Brush, 1990). The gases produced could include $CO_2$, $CH_4$, $H_2S$, $N_2$, and $NH_3$; the gases consumed could include $CO_2$, $H_2$ and $O_2$.

Brush (1990) applied the conceptual model of sequential usage of electron acceptors by microorganisms in natural environments (see, for example, Froelich et al., 1979; Berner, 1980) to WIPP disposal rooms. In natural environments, the observed sequence is aerobic respiration, $NO_3^-$ reduction, reduction of $Mn(IV)$ oxides and and hydroxides, reduction of $Fe(III)$ oxides and and hydroxides, $SO_4^{2-}$ reduction, and methanogenesis. Alternatively, reduction of $Mn(IV)$ oxides and hydroxides may precede $NO_3^-$ reduction. Based on which potential electron acceptors will be present in significant quantities in the repository after filling and sealing, I concluded that denitrification, $SO_4^{2-}$ reduction, fermentation, and methanogenesis are potentially significant microbial processes (see Brush, 1990).

A. J. Francis and J. B. Gillow of Brookhaven National Laboratory (BNL) are carrying out laboratory studies of microbial gas production for the WIPP Project. Currently, they are conducting short- and long-term (up to 24-month) studies of microbial degradation of papers under inundated conditions with and without addition of electron acceptors and bentonite, amendment with nutrients, and inoculation with halophilic microorganisms from the WIPP Site and vicinity. They are also planning similar experiments under humid conditions and experiments with other potential substrates such as irradiated and unirradiated plastics and rubbers.

**Aerobic Microbial Activity**

I concluded that aerobic microbial activity will not affect the gas and $H_2O$ budgets of WIPP disposal rooms directly (see Brush, 1990). However, this process could affect the $O_2$ budget of the repository significantly. The $O_2$ budget will in turn affect the chemical behavior...
of the repository (see Oxic Corrosion above). Furthermore, Francis and Gillow (in prep.) have observed significant aerobic microbial activity. Therefore, Garner and I have added it to the reaction-path gas-generation model.

During aerobic microbial activity (or any other microbial process) the degradation of organic matter is complex and involves several intermediate steps usually mediated by different microorganisms. Geochemists have described microbial processes by writing simplified overall equations. Berner (1980) used the following equation to represent aerobic microbial activity:

\[ \text{CH}_2\text{O} + \text{O}_2 = \text{H}_2\text{O} + \text{CO}_2. \]  \hspace{1cm} (12)

This equation uses the formula \text{CH}_2\text{O} (a simplified formula for glucose) to represent the substrate (mainly papers and other cellulosics in the case of the WIPP) and does not include the synthesis of cellular material (biomass) by microorganisms. These approximations are certainly adequate for the average-stoichiometry gas-generation model, but may not be for the reaction-path model.

**Anaerobic Microbial Activity**

I also concluded that microbial denitrification could significantly affect the gas and \text{H}_2\text{O} budgets of WIPP disposal rooms (see Brush, 1990). Furthermore, Francis and Gillow (in prep.) have observed production of significant quantities of \text{N}_2\text{O}, a precursor of \text{N}_2 and an indicator of denitrification. According to Berner (1980), the overall equation for denitrification is:

\[ \text{CH}_2\text{O} + 0.8\text{H}^+ + 0.8\text{NO}_3^- = 1.4\text{H}_2\text{O} + \text{CO}_2 + 0.4\text{N}_2. \]  \hspace{1cm} (13)

Microbial reduction of \text{Fe(III)} oxides and hydroxides will not affect on the gas and \text{H}_2\text{O} budgets of WIPP disposal rooms significantly (Brush, 1990). However, \text{Fe(III)} reduction could affect the \text{O}_2 budget, which will in turn affect the chemical behavior of the repository (see Oxic Corrosion). Therefore, Garner and I added five possible \text{Fe(III)}-reduction reactions to the reaction-path model:

\[ \text{CH}_2\text{O} + 4\text{FeO(OH)} + \text{H}_2\text{O} = 4\text{Fe(OH)}_2 + \text{CO}_2 \]  \hspace{1cm} (14a)

\[ \text{CH}_2\text{O} + 4\text{FeO(OH)} = 1.33\text{Fe}_3\text{O}_4 + 1.67\text{H}_2\text{O} + \text{CO}_2 + 1.33\text{H}_2 \] \hspace{1cm} (14b)

\[ \text{CH}_2\text{O} + 4\text{FeO(OH)} + \text{H}_2\text{O} + 3\text{CO}_2 = 4\text{FeCO}_3 + 4\text{H}_2\text{O} \] \hspace{1cm} (14c)
Finally, microbial $SO_4^{2-}$ reduction could affect the repository gas and $H_2O$ budgets significantly (Brush, 1990). Francis and Gillow (in prep.) have not analyzed for $H_2S$, a product of $SO_4^{2-}$ reduction. However, they have observed blackening, an indicator of $SO_4^{2-}$ reduction, in some of their experiments. Berner (1980) gave the following overall equation for $SO_4^{2-}$ reduction:

$$\text{CH}_2O + 4\text{FeO(OH)} + 4\text{H}_2\text{S} \rightarrow 4\text{FeS} + 7\text{H}_2\text{O} + \text{CO}_2$$  \hspace{1cm} (14d)

$$\text{CH}_2O + 4\text{FeO(OH)} + 8\text{H}_2\text{S} \rightarrow 4\text{FeS}_2 + 7\text{H}_2\text{O} + \text{CO}_2 + 4\text{H}_2$$  \hspace{1cm} (14e)

Finally, microbial $SO_4^{2-}$ reduction could affect the repository gas and $H_2O$ budgets significantly (Brush, 1990). Francis and Gillow (in prep.) have not analyzed for $H_2S$, a product of $SO_4^{2-}$ reduction. However, they have observed blackening, an indicator of $SO_4^{2-}$ reduction, in some of their experiments. Berner (1980) gave the following overall equation for $SO_4^{2-}$ reduction:

$$\text{CH}_2O + H^+ + 0.5SO_4^{2-} \rightarrow H_2O + \text{CO}_2 + 0.5H_2S.$$  \hspace{1cm} (15)

Finally, Brush (1990) concluded that microbial fermentation and methanogenesis could significantly affect the gas and $H_2O$ budgets of WIPP disposal rooms. Francis and Gillow (in prep.) have not analyzed for $CH_4$, a product of methanogenesis. However, it would be almost impossible to rule out methanogenesis in the repository if other microbial processes are expected. Berner's (1980) overall equation for methanogenesis is:

$$2\text{CH}_2O \rightarrow \text{CH}_4 + \text{CO}_2.$$  \hspace{1cm} (16a)

However, the simultaneous presence of $CO_2$ and $H_2$ in the repository could facilitate the following reaction proposed by Francis and Gillow (in prep.):

$$\text{CO}_2 + 4\text{H}_2 \rightarrow \text{CH}_4 + 2\text{H}_2\text{O}.$$  \hspace{1cm} (16b)

Garner and I will include both of these equations in the reaction-path model and will probably use Equation 16b whenever both $CO_2$ and $H_2$ are present.

Francis and Gillow (in prep.) observed aerobic respiration, denitrification, and $SO_4^{2-}$ reduction in their long-term study of microbial degradation of papers under inundated conditions. So far, the gas-production rates observed in these experiments have all been within the range estimated by Brush (1991) for the 1991 and 1992 PA calculations. There is probably no justification, at least on the basis of the results obtained by Francis and Gillow to date, for reducing the previously-estimated range. On the other hand, there is certainly no justification for extending it. Therefore, I recommend using the previously-provided rates again. My best estimate of the total microbial gas production rates from all of the processes...
described in Reactions 12 through 16a (above) under inundated conditions is 0.1 moles of gas (CO₂, CH₄, H₂S and N₂) per kg of cellulosics per year. There are 10 kg of cellulosics per drum of CH TRU waste (Brush, 1990). (These values do not include any cellulosics in RH TRU waste.) Therefore, this rate is equivalent to 1 mole of gas per drum of CH TRU waste per year. My minimum estimate for inundated conditions is 0 moles of gas per kg of cellulosics per year or 0 moles of gas per drum of CH TRU waste per year. My maximum estimate is 0.5 moles of gas per kg of cellulosics per year or 5 moles of gas per drum of CH TRU waste per year.

Methanogenesis by Reaction 16b could consume significant quantities of CO₂ and especially H₂. Francis and Gillow (in prep.) have not observed this reaction yet. However, if it occurs under expected WIPP conditions, this reaction could consume a significant fraction of the CO₂ produced by microbial activity, the H₂ produced by anoxic corrosion, or even both, depending on the ratio of CO₂ to H₂O in the repository and the extent to which it proceeds. I have not estimated rates for this reaction yet. Predictions of the effects of this methanogenic reaction on the gas and H₂O budgets of the repository will require measurements of its rates of gas consumption under expected WIPP conditions and its incorporation in the reaction-path model Garner and I are developing. However, it may be possible to estimate the rate of Reaction 16b from studies carried out for application other than the WIPP Project.

Because Francis and Gillow (in prep.) have not reported any results for humid conditions yet, I recommend using the same microbial gas-production rates provided for the 1991 and 1992 PA calculations (Brush, 1991). My arbitrary best estimate of the total microbial gas production rates from all of the processes described in Reactions 12 through 16a (above) under humid conditions is 0.01 moles of gas per kg of cellulosics per year or 0.1 moles of gas per drum of CH TRU waste per year. My arbitrary minimum estimate for humid conditions is 0 moles of gas per kg of cellulosics per year or 0 moles of gas per drum of CH TRU waste per year. My arbitrary maximum estimate is 0.1 mole of gas per kg of cellulosics per year or 1 mole of gas per drum of CH TRU waste per year. I have not estimated any rates for methanogenesis by Reaction 16b yet.

Francis and Gillow are now carrying out laboratory studies of microbial gas production under conditions at BNL. Results from these studies will eventually replace these arbitrary estimates.

RADIOLYSIS

The rates of gas production from radiolysis of H₂O in brine and sludges in WIPP disposal rooms and radiolysis of cellulosics, plastics and rubbers in the waste will probably be significantly less than those expected from anoxic corrosion or microbial activity (Molecke, 1979;
brush, 1990). However, even if these radiolytic gas-production rates are low, Garner and I will include radiolysis in the reaction-path gas-generation model we are developing to: (1) determine if, in the event that the rates and quantities of gas produced by anoxic corrosion and microbial activity turn out to be smaller than expected, radiolysis is still a minor gas-production mechanism; (2) predict the O₂ budget of the repository (see Oxic Corrosion above).

D. T. Reed and S. Okajima of Argonne National Laboratory (ANL) have quantified gas production from a radiolysis of WIPP brines as a function of dissolved ²³⁹Pu concentration and brine composition. It is possible to use their results to calculate gas-production rates for other Pu isotopes, particulate Pu in contact with brine (colloids suspended in brine, undissolved particles in the waste, and precipitated particles), and other actinide elements dissolved, suspended, or otherwise in contact with brine. However, I did not have time to do so prior to submission of these estimates to PA. Instead, I considered only dissolved ²³⁹Pu. I am currently gathering the information required to extend these calculations to include other Pu isotopes, particulate Pu, and important isotopes of other actinide elements. Eventually, Garner and I may include some or all of these other factors in the reaction-path model.

Reed and Okajima (in prep.) have observed H₂ production, but not O₂ production, from brine radiolysis in experiments carried out with ²³⁹Pu. Recently, they have observed production of both H₂ and O₂ in runs conducted with ²³⁸Pu. These studies and previous laboratory studies reviewed by Reed and Okajima (in prep.) suggest that, given sufficiently high absorbed doses, the O₂ production rate eventually approaches 50% that of H₂ in both pure H₂O and brines. Strictly speaking, O₂ is not a direct product of the radiolytic decomposition of H₂O. Instead, O₂ forms by the breakdown of O-containing intermediate species, such as H₂O₂ in pure H₂O and, possibly, ClO₃⁻ (chlorate) or ClO₄⁻ (perchlorate) in brines. On the other hand, it is possible that these intermediate species will react with electron donors (reductants), such as steels, other Fe-base alloys, other metals, or organic matter, before they produce significant O₂. However, to simplify brine radiolysis for the reaction-path model, Garner and I are using the equation:

\[ \text{H}_2\text{O} \rightarrow \text{H}_2 + 0.5\text{O}_2. \quad (17) \]

Initially, we will assume that this process produces O₂ immediately. We may include a realistic induction period to account for the necessary build-up of O-containing intermediate species once the laboratory studies under way at ANL quantify the absorbed dose required to initiate O₂ production. We will then be able to calculate the time required to attain this dose as a function of the dissolved and suspended concentrations of radionuclides in WIPP brines. Until these results become available, the reaction-path model may overestimate the
time required for the repository to become anoxic and overestimate the proportion of the waste that remains oxic in microenvironments in which brine radiolysis is the predominant redox-determining process.

Reed and Okajima (in prep.) reported $G(H_2)$ values of 1.1 to 1.4 molecules per 100 eV for Brine A and ERDA-6, two synthetic WIPP brines, and DH-36 and G-Seep, two brines collected from the WIPP underground workings. The observed $G(H_2)$ values are independent of the dissolved $^{239}\text{Pu}$ concentration in these experiments. Garner and I plan to use units of moles of $H_2$, $O_2$, or $H_2 + O_2$ per $m^3$ of brine per year in the reaction-path model. Therefore, I converted the results of Reed and Okajima (in prep.) from units of molecules per 100 eV to units of moles per $m^3$ of brine as follows.

For a dissolved $^{239}\text{Pu}$ concentration of 1 M, there are $2.39 \cdot 10^2$ g of $^{239}\text{Pu}$ per L of brine. The current estimate of the quantity of Pu to be emplaced in WIPP disposal rooms and the quantities of brine expected in the repository imply that there will not be enough Pu present to support an average Pu concentration of 1 M (see below). However, a local Pu concentration of 1 M may be possible in microenvironments in which Pu is highly soluble. Because there are $1 \cdot 10^3$ L of brine per $m^3$ of brine, the mass of $^{239}\text{Pu}$ per $m^3$ of brine is:

$$2.39 \cdot 10^2 \text{ g/L} \cdot 1 \cdot 10^3 \text{ L/m}^3 = 2.39 \cdot 10^5 \text{ g/m}^3.$$

(Only two of the figures in this and the following equations are significant, but I did not round off until the end of these calculations.) The activity of $^{239}\text{Pu}$ per $m^3$ of brine is:

$$2.39 \cdot 10^5 \text{ g/m}^3 \cdot 0.0613 \text{ Ci/g} = 1.46507 \cdot 10^4 \text{ Ci/m}^3. \quad (19)$$

In Equation 19, "0.0613 Ci/g" is the specific activity of $^{239}\text{Pu}$. The disintegration rate of $^{239}\text{Pu}$ per $m^3$ of brine is:

$$1.46507 \cdot 10^4 \text{ Ci/m}^3 \cdot 3.7 \cdot 10^{10} \text{ (d/s)/Ci}$$

$$- 5.42076 \cdot 10^{14} \text{ d/(m}^3 \cdot \text{s}). \quad (20)$$

In Equation 20, "d" is the abbreviation for "disintegrations," not "days!" The energy-deposition rate per $m^3$ of brine is:

$$5.42076 \cdot 10^{14} \text{ d/(m}^3 \cdot \text{s}) \cdot 5.15 \text{ MeV/d}$$

$$- 2.79169 \cdot 10^{15} \text{ MeV/(m}^3 \cdot \text{s}). \quad (21)$$

-C-22-
In Equation 21, "5.15 MeV/d" is the average energy of an α particle emitted during the disintegration of 239Pu. Changing units gives:

\[
2.79169 \times 10^{15} \text{ MeV/(m}^3 \text{ s)} \times 1 \times 10^6 \text{ eV/MeV} \times 3.15576 \times 10^7 \text{ s/yr} = 8.80991 \times 10^{28} \text{ eV/(m}^3 \text{ yr)}. \quad (22)
\]

I used a value of 1.25 molecules per 100 eV for G(H2) (the midpoint of the range of 1.1 to 1.4 molecules per 100 eV reported by Reed and Okajima (in prep.) for Brine A, ERDA-6, DH-36, and G-Seep) to calculate the number of molecules of H2 produced per m3 of brine per year:

\[
8.80991 \times 10^{28} \text{ eV/(m}^3 \text{ yr)} \times 1.25 \times 10^{-2} \text{ molecules/eV} = 1.10124 \times 10^{27} \text{ molecules/(m}^3 \text{ yr)}. \quad (23)
\]

The number of moles of H2 produced per m3 of brine per year is:

\[
1.10124 \times 10^{27} \text{ molecules/(m}^3 \text{ yr)} / 6.0225 \times 10^{23} \text{ molecules/mole} = 1.8 \times 10^3 \text{ moles/(m}^3 \text{ yr)}. \quad (24)
\]

In Equation 24, "6.0225 \times 10^{23} \text{ molecules/mole is Avogadro's number. Of course, "1.8 \times 10^3 \text{ moles/(m}^3 \text{ yr)}" is actually the midpoint of a range of 1.6 to 2.0 \times 10^3 \text{ moles/(m}^3 \text{ yr)}."

I repeated these calculations for dissolved 239Pu concentrations of \(1 \times 10^{-1}, 1 \times 10^{-2}, 1 \times 10^{-3}, 1 \times 10^{-4}, 1 \times 10^{-5}, 1 \times 10^{-6}, 1 \times 10^{-7}, 1 \times 10^{-8}, \) and \(1 \times 10^{-9} \text{ M (see Table 4). Again, the quantity of Pu to be emplaced in WIPP disposal rooms and the quantities of brine expected in the repository imply that there will not be enough Pu present to support some of these average Pu concentrations (see below). I calculated O2-production rates for the same dissolved 239Pu concentrations in these brines by assuming a value of 0.625 molecules per 100 eV for G(O2) (half the midpoint of the observed range for G(H2)) and neglecting the induction period for O2 production from the breakdown of O-containing intermediate species (Table 4). (Bear in mind that O-containing intermediate species may react with electron donors in WIPP disposal rooms before they produce significant O2.) Finally, I calculated total radiolytic gas-production rates by adding the H2- and O2-production rates (Table 4).

I converted these rates from units of moles of H2, O2, and H2 plus O2 per m3 of brine per year to units of H2, O2, and H2 plus O2 per equivalent drum of CH TRU waste per year to compare them with the rates of gas production from anoxic corrosion and microbial activity. I
multiplied each of the rates in Table 4 by 135, 305, 525, or 815 m³ of brine per WIPP disposal room to convert them to units of moles of H₂, O₂, and H₂ plus O₂ per room per year. B. M. Butcher used these estimates of the residual gas-accessible void volume in a WIPP disposal room and immediate vicinity for his recent calculations of gas-storage capacities. I then assumed that these volumes could become inundated. Of course, brine volumes less than 135 m³ are entirely possible. Next, I divided Butcher's volumes by 6,800 drums of CH TRU waste per room to obtain units of moles of H₂, O₂, and H₂ plus O₂ per drum per year. Tables 5, 6, and 7 give these rates for H₂, O₂, and H₂ plus O₂, respectively.

To calculate the maximum average Pu concentrations as a function of brine volume and time (Table 8), I used the quantities of brine required to saturate the residual gas-accessible void volume in a WIPP disposal room (see above) and referred to the PA code DECAY to obtain the initial Pu inventory and decay predictions used for the most recent PA calculations (WIPP Performance Assessment Department, 1992). (PA personnel will also use this inventory for the round of calculations to be presented to the EPA in February 1994.) At each time (0, 100, 200, 500, 1,000, 2,000, 5,000, and 10,000 years), I added the quantities of 238Pu, 239Pu, 240Pu, 241Pu, 242Pu, and 244Pu present in both CH and RH TRU waste in the column labeled "Scaled Inventory" in the output files from the PA code DECAY. "Scaled inventory" refers to the quantity of Pu (or other) isotopes present in one WIPP disposal panel. I then divided these sums by 12.65, the number of equivalent WIPP disposal rooms in one panel. Next, I calculated the percentage of each isotope of Pu present at each time and calculated the average molecular weight of Pu at that time. I assumed that the molecular weight of each isotope has an integral value equal to its mass number. I then divided the total mass of Pu by 135,000, 305,000, 525,000, or 815,000 L, the quantities of brine present in 135, 305, 525, or 815 m³ of brine, respectively. Finally, I divided the results by the average molecular weight of Pu at that time to obtain the concentrations shown in Table 8.

Clearly, both the dissolved ²³⁹Pu and the volume of brine to which this concentration pertain will strongly affect the H₂-, O₂-, and H₂- plus O₂-production rates from brine radiolysis. If the dissolved ²³⁹Pu concentration is low enough, these gas-production rates are obviously insignificant (see Tables 5, 6, and 7). On the other hand, if the dissolved ²³⁹Pu concentration and the ²³⁹Pu inventory are high enough, these gas-production rates can equal or even exceed those of anoxic corrosion and microbial activity, at least locally. Given a range of 135 to 815 m³ of brine per room, the range of Pu solubilities and the Pu inventory assumed for WIPP disposal rooms will determine the range of radiolytic gas-production rates.

For my best estimates of the rates of gas production from brine radiolysis, I chose 6.0 - 10⁻¹⁰ M, the midpoint of the range of Pu(V) solubilities estimated by the Radionuclide-Source-Term Expert Panel (Trauth et al., 1992). (The Expert Panel also estimated the same
midpoint for the range of Pu(IV) solubilities.) For $^{239}$Pu, this dissolved concentration yields rates of $1.1 \times 10^{-6}$ moles of $H_2$ per $m^3$ per year, $5.4 \times 10^{-7}$ moles of $O_2$ per $m^3$ per year, and $1.6 \times 10^{-6}$ moles of $H_2$ plus $O_2$ per $m^3$ per year, equivalent to rates of $6.6 \times 10^{-8}$ moles of $H_2$ per drum per year, $3.3 \times 10^{-8}$ moles of $O_2$ per drum per year, and $9.9 \times 10^{-8}$ moles of $H_2$ plus $O_2$ per drum per year (Table 2). To convert from units of moles per $m^3$ per year to moles per drum per year, I used the average of the rates for 305 and 525 $m^3$ of brine per room in Tables 5, 6, and 7.

For my minimum estimates of the rates of gas production from brine radiolysis, I used the lower limit of the range of Pu solubilities estimated by the Expert Panel and 135 $m^3$, the lower limit of the range of residual gas-accessible void volume expected in a WIPP disposal room. (Of course, there could be less than 135 $m^3$ of brine in a room.) The Expert Panel estimated that, for expected repository conditions, the lower limit of the range of Pu solubilities is $2.5 \times 10^{-17}$ M, the value estimated for Pu(V). For $^{239}$Pu, this dissolved concentration yields rates of $4.5 \times 10^{-14}$ moles of $H_2$ per $m^3$ per year, $2.2 \times 10^{-14}$ moles of $O_2$ per $m^3$ per year, and $6.7 \times 10^{-14}$ moles of $H_2$ plus $O_2$ per $m^3$ per year, equivalent to rates of $8.9 \times 10^{-16}$ moles of $H_2$ per drum per year, $4.5 \times 10^{-16}$ moles of $O_2$ per drum per year, and $1.3 \times 10^{-15}$ moles of $H_2$ plus $O_2$ per drum per year (Table 2).

It may be more difficult to defend estimates of the maximum rates of gas production from brine radiolysis. The Expert Panel estimated that the upper limit of the range of Pu solubilities is $5.5 \times 10^{-4}$ M, the value estimated for Pu(V). Assuming that all of the Pu present is $^{239}$Pu(V), this estimate and 815 $m^3$ of brine per room (the upper limit of the range of residual gas-accessible void volume) yield upper limits of $9.9 \times 10^{-1}$ moles of $H_2$ per $m^3$ of brine per year, $5.0 \times 10^{-1}$ moles of $O_2$ per $m^3$ per year, and $1.5 \times 10^0$ moles of $H_2$ plus $O_2$ per $m^3$ per year (Table 2). Again, the current estimate of the quantity of Pu to be emplaced in the repository and 815 $m^3$ of brine per WIPP disposal room imply that there will not be enough Pu present to support an average Pu concentration of $5.5 \times 10^{-4}$ M (see above). These rates are equivalent to $1.2 \times 10^{-1}$ moles of $H_2$ per drum of CH TRU waste per year, $6.0 \times 10^{-2}$ moles of $O_2$ per drum per year, and $1.8 \times 10^{-1}$ moles of $H_2$ plus $O_2$ per drum per year (Table 2). These are my favorite estimates of the maximum gas-production rates from brine radiolysis. I like them because the Expert Panel is responsible for defending $5.5 \times 10^{-4}$ M as the upper limit of the range of Pu solubilities. A reasonable way to estimate the probability distribution for values within the range of gas-production rates from brine radiolysis is to assume the same probability distribution estimated by the Expert Panel for Pu(V) solubilities.

However, I believe that $5.5 \times 10^{-4}$ M may not be a defensible upper limit of the range of Pu solubilities. Pu(III) is probably more soluble than Pu(IV) and Pu(V), the only oxidation states for which the Expert Panel estimated solubilities. Furthermore, Pu(VI) could well turn out to be more soluble than Pu(III)! Presumably, the Expert Panel
did not estimate solubilities of Pu(III) and Pu(VI) because it accepted
the hypothesis that Pu(III) and Pu(VI) will be unstable with respect to
Pu(IV) and Pu(V) in WIPP disposal rooms and that Pu(IV) and Pu(V) will
thus control the solubility of Pu. This hypothesis may be impossible
to defend given the results of laboratory studies by Reed and Okajima
(in prep.) in which Pu(VI) remained stable in WIPP brines for lengthy
periods. They observed that Pu(VI) is the predominant form of Pu in
Brine A and G Seep during stability experiments carried out for periods
of over 300 and 400 days. (Stability runs are necessary to demonstrate
that Pu remains in solution during an experiment to quantify gas
production by brine radiolysis.) Reed and Okajima (in prep.) observed
dissolved Pu(VI) concentrations on the order of $10^{-3}$ and $10^{-4}$ M in
Brine A and G Seep during 300- and 400-day stability runs. Furthermore,
they observed a Pu(VI) concentration of $2 \cdot 10^{-2}$ M in
G Seep during an 80- or 90-day stability run. Because these
experiments did not contain high concentrations of the inorganic ligand
CO$_3^{2-}$, which could significantly increase both the stability and the
solubility of Pu(VI), or any organic ligands, which could also increase
the stability and solubility of Pu(VI), the results are clearly not
worst-case. Nevertheless, $^{239}$Pu concentrations on the order of $10^{-2}$ M
would, if the inventory of $^{239}$Pu were high enough, imply upper limits
of the ranges of gas-production rates from brine radiolysis on the
order of $10^1$ moles of H$_2$, O$_2$, and H$_2$ plus O$_2$ per m$^3$ of brine per year
(see Table 4) or $10^0$ moles of H$_2$, O$_2$, and H$_2$ plus O$_2$ per drum of CH TRU
waste per year (Tables 5, 6, and 7). These rates are similar to those
expected from anoxic corrosion and microbial activity under inundated
conditions.

If a significant fraction of Pu in WIPP disposal rooms is actually
present as Pu(VI), its chemical behavior would probably be similar to
that of its oxidation-state analog U(VI). G. R. Choppin observed
dissolved U(VI) concentrations of about $1 \cdot 10^{-4}$ M in approximately
600-day dissolution experiments in Brine A at a pH of about 8 and
$2 \cdot 10^{-3}$ M in 250-day precipitation runs under the same conditions at
Florida State University. (Dissolution and precipitation experiments,
also referred to as undersaturation and supersaturation runs, bracket
the solubility by approaching equilibrium from opposite directions.)
These results are similar to those of the ANL stability runs. Even
worse, the Expert Panel's estimate of $1.0 \cdot 10^0$ M for the upper limit
of the range of the solubility of U(VI) could apply to Pu(VI) as well.
This would, if the inventory of $^{239}$Pu were high enough, imply upper
limits of the ranges of gas-production rates from brine radiolysis on the
order of $10^3$ moles of H$_2$, O$_2$, and H$_2$ plus O$_2$ per m$^3$ of brine per year
(Table 4) or $10^2$ moles of H$_2$, O$_2$, and H$_2$ plus O$_2$ per drum of
CH TRU waste per year (Tables 5, 6, and 7). These rates are much
higher than those expected from anoxic corrosion and microbial activity
under inundated conditions.

Similarly, if a significant fraction of Pu is present as Pu(III),
the Expert Panel's estimate of $1.4 \cdot 10^0$ M for the upper limit of the
range of the solubilities of Am(III) and Cm(III) could apply to
Pu(III). This would also imply very high upper limits of the ranges of
gas-production rates from brine radiolysis.

It is important to point out that such high solubilities may not persist indefinitely. For example, H. Nitsche of Lawrence Berkeley Laboratory observed dissolved Pu concentrations between about $1 \times 10^{-4}$ and $1 \times 10^{-3}$ M for over 1 year in a precipitation experiment started with initially pure Pu(VI) in Brine A at a pH of about 7. However, after about 400 days, the concentration of Pu dropped to between $1 \times 10^{-7}$ and $1 \times 10^{-6}$ M. This suggests that Pu(VI) may be unstable with respect to other, less soluble oxidation states and that, given enough time, the solubility of Pu will decrease to the ranges estimated by the Expert Panel for Pu(IV) and Pu(V). Therefore, it would probably be difficult at this time to defend upper limits of the ranges of gas-production rates from brine radiolysis based on a dissolved Pu(VI) concentration of $2 \times 10^{-2}$ M observed by Reed and Okajima (in prep.) during an 80- or 90-day stability experiment. It might even be difficult to defend upper limits based on Pu(VI) concentrations on the order of $10^{-4}$ or $10^{-3}$ M in several-hundred-day solubility or stability runs. These are the maximum average Pu concentrations that can be supported by the current inventory (see Table 8). Furthermore, even if Pu is highly soluble under some combinations of conditions in WIPP disposal rooms, brine radiolysis would, like anoxic corrosion, probably be self-limiting. This is because neither anodic corrosion nor brine radiolysis seems to occur under humid conditions. Therefore, small quantities of brine in the repository may produce $\text{H}_2$ (in the case of anoxic corrosion) or $\text{H}_2$ and O$_2$ (in the case of brine radiolysis), increase the pressure, prevent additional brine inflow or even cause brine outflow, and thus prevent or greatly reduce additional gas production, at least by these mechanisms. However, I still feel that it may be difficult to rule out the possibility of very high (relative to anoxic corrosion and microbial activity) upper limits of the ranges of gas-production rates from brine radiolysis, at least in some microenvironments with high Pu solubilities. Furthermore, if the average Pu solubility turns out to be high, increasing the quantity of Pu to be emplaced in WIPP disposal rooms could significantly affect the gas budget of the repository, and perhaps its performance.

I calculated the gas-production potential for radiolysis of $\text{H}_2\text{O}$ in brine by $^{239}\text{Pu}$ as follows. According to the initial Pu inventory and decay predictions used for the most recent PA calculations (WIPP Performance Assessment Department, 1992), there will be 568,600 g of $^{239}\text{Pu}$ in CH TRU waste and 14,280 g of $^{239}\text{Pu}$ in RH TRU waste per WIPP disposal panel at the time of emplacement. After 10,000 years, there will be 426,300 g of $^{239}\text{Pu}$ in CH TRU waste and 10,710 g of $^{239}\text{Pu}$ in RH TRU waste per panel. The mass of $^{239}\text{Pu}$ in one panel that will decay during the 10,000-year period of performance of the repository is:

$$(568,600 \text{ g} + 14,280 \text{ g}) - (426,300 \text{ g} + 10,710 \text{ g}) = 145,870 \text{ g}. \quad (25)$$

(I do not know how many of the figures in this and the following
equations are significant, but I suspect not more than one!) The mass of $^{239}\text{Pu}$ in an equivalent drum of CH TRU waste that will decay in 10,000 years is:

$$\frac{145,870 \text{ g/panel}}{86,000 \text{ drums/panel}} = 1.69616 \text{ g/drum.} \quad (26)$$

I have included the $^{239}\text{Pu}$ in RH TRU waste in an "equivalent drum of CH TRU waste" for the sake of completeness, but this only increases the mass of $^{239}\text{Pu}$ per drum by about 2.5%. The number of $^{239}\text{Pu}$ disintegrations per drum in 10,000 years will be:

$$\frac{1.69616 \text{ g/drum}}{239 \text{ g/mole} \cdot 6.0225 \cdot 10^{23} \text{ d/mole}}$$

$$= 4.27411 \cdot 10^{21} \text{ d.} \quad (27)$$

Assuming that all of the Pu in a drum dissolves in brine at the time of emplacement and remains dissolved throughout the 10,000-year period of performance of the repository is the worst-case assumption from the standpoint of radiolytic gas production. This assumption results in initial dissolved total Pu concentrations of $1.60 \cdot 10^{-3}$, $7.09 \cdot 10^{-4}$, $4.12 \cdot 10^{-4}$, or $2.65 \cdot 10^{-4}$, depending on the volume of brine per WIPP disposal room (see Table 8). Half of these values are higher than $5.5 \cdot 10^{-4}$ M, the upper limit of the range of Pu solubilities estimated by the Expert Panel. However, the laboratory studies of radionuclide chemistry described above have yielded dissolved Pu(VI) concentrations higher than $1.60 \cdot 10^{-3}$ M, at least so far. The total quantity of energy deposited in brine by decay of $^{239}\text{Pu}$ in 10,000 years is:

$$4.27411 \cdot 10^{21} \text{ d} \cdot 5.15 \text{ MeV/d} = 2.20117 \cdot 10^{28} \text{ ev.} \quad (28)$$

The number of moles of H$_2$ formed is:

$$2.20117 \cdot 10^{28} \text{ ev} \cdot 1.25 \text{ molecules/100 ev} /$$

$$= 6.0225 \cdot 10^{23} \text{ molecules/mole} - 4.57 \cdot 10^{2} \text{ moles/drum.} \quad (29)$$

In Equation 29, "1.25 molecules per 100 ev" is the midpoint of the range of G(H$_2$) (1.1 to 1.4 molecules per 100 ev) reported by Reed and Okajima (in prep.) for three WIPP brines (see above) and "$6.0225 \cdot 10^{23}$ molecules/mole is Avogadro's number. Therefore, "$4.57 \cdot 10^{2}$ moles/drum" is actually the midpoint of a range of 4.02 to 5.12 $\cdot 10^{2}$ moles per drum."
In addition to about 500 moles of H₂ per drum, the O₂-production potential for brine radiolysis by ²³⁹Pu could be as high as about 250 moles per drum, depending on the induction period for O₂ production from the breakdown of O-containing intermediate species (above). However, Garner and I believe that oxic corrosion and aerobic microbial activity (above) will rapidly consume any O₂ produced by brine radiolysis. Therefore, we omit O₂ from the discussion that follows.

Although these results include decay of ²³⁹Pu but none of the other radionuclides in TRU waste, they are of the same order of magnitude as the H₂-production potential of 900 moles per drum from anoxic corrosion of steel CH TRU waste containers (drums and boxes) and steels and other Fe-base alloys in CH TRU waste (Brush, 1990). They are also similar to my calculated gas-production potential of 600 moles per drum from microbial degradation 100% of the cellulosics and 50% of the rubbers in CH TRU waste.

However, values of 500 moles of H₂ per drum and 750 moles of H₂ plus O₂ per drum for the gas-production potential from brine radiolysis by ²³⁹Pu are probably far larger than what will actually be produced in WIPP disposal rooms. The assumption that all of the energy from decay of ²³⁹Pu will be deposited in brine is probably far too pessimistic. It is much more likely that a significant fraction of this decay energy will be deposited in undissolved, particulate, Pu-bearing solids or other solids with which Pu is associated (cellulosics such as paper towels, articles of clothing, rubber gloves, other solids in sludges, etc.)

Preliminary results obtained after adding brine radiolysis to the PA code PANEL also suggest that actual radiolytic gas production will be much smaller than the gas-production potentials calculated above. (The addition of brine radiolysis to PANEL is the first step in the addition of brine radiolysis to the reaction-path gas-generation model.) PANEL calculates the quantities of radionuclides dissolved in brine in WIPP disposal rooms as a function of time. Currently, it uses either an internal analytical model or the two-phase flow code BRAGFLO to predict the quantity of Salado- or Castile-Fm. brine present as a function of time. It then uses Latin hypercube sampling of solubilities estimated by the Expert Panel to predict the solubilities of Pu and other important actinide elements, and uses the initial inventory and decay rates of individual isotopes of these elements to calculate the relative abundance of each dissolved radionuclide as a function of time. Garner added the equations used to calculate the gas-production potential from decay of ²³⁹Pu (above) to PANEL and extended them to include other important α-emitting radionuclides in the WIPP inventory. For his preliminary calculations, Garner used predictions of brine inflow and outflow from BRAGFLO runs made for the last round of PA calculations (WIPP Performance Assessment Department, 1992), which included the average-stoichiometry gas-generation model. The brine volume in a panel varied with time in each vector (simulation). However, the gas-generation rates from anoxic corrosion and microbial activity and the dissolved concentration of each
radioactive element did not vary within a given vector, unless brine was completely consumed or the quantity of a radioactive element in the inventory limited its concentration to a value less than the sampled solubility.

The largest quantity of H₂ produced by brine radiolysis during the 10,000-year period of performance of the repository was 90 moles per drum, a value significantly smaller than the 500-mole-per-drum H₂-production potential from decay of ²³⁹Pu calculated above. In this vector, the ²⁴¹Am was the largest contributor to radiolytic H₂ production. Furthermore, 50% of the 70 vectors produced less than 2 moles of H₂ per drum, a value less than 0.5% of the H₂-production potential.

Clearly, the difference between the H₂-production potential and the values calculated using PANEL suggest that gas production in WIPP disposal rooms may actually be far less than the gas-production potentials. The main reasons for this appear to be: (1) calculations of gas-production potentials often include worst-case assumptions; (2) these calculations also neglect interactions between or among processes; these interactions may significantly decrease the amount of gas produced.

CONSUMPTION OF GASES

The compounds Ca(OH)₂ (in hydrated cementitious materials and CaO (a potential backfill additive) could consume significant quantities of CO₂ and H₂S by the reactions:

\[
\text{Ca(OH)}_2 + \text{CO}_2 = \text{CaCO}_3 + \text{H}_2\text{O}; \tag{30a}
\]

\[
\text{Ca(OH)}_2 + \text{H}_2\text{S} = \text{CaS} + 2\text{H}_2\text{O}; \tag{30b}
\]

\[
\text{CaO} + \text{CO}_2 = \text{CaCO}_3; \tag{31a}
\]

\[
\text{CaO} + \text{H}_2\text{S} = \text{CaS} + \text{H}_2\text{O}. \tag{31b}
\]

In bench-scale laboratory experiments, Ca(OH)₂, dissolved in WIPP brines, reacts very rapidly with gaseous CO₂. Dissolved, hydrated CaO, solid Ca(OH)₂ and solid CaO would probably also react very rapidly with gaseous CO₂. However, the effects of transport phenomena must be incorporated in predictions of the rates of CO₂ and, perhaps, H₂S uptake by these compounds in WIPP disposal rooms. Furthermore, estimates of the quantities of hydrated cementitious materials and the concentrations of Ca(OH)₂ in these materials are necessary for room-
scale predictions. Therefore, I have not estimated rates for these reactions yet.
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### TABLE 1. GAS-GENERATION REACTIONS

<table>
<thead>
<tr>
<th>Reaction</th>
<th>Abbreviation</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Oxic corrosion of steels and other Fe-base materials:</strong></td>
<td></td>
</tr>
<tr>
<td>1. $2Fe + H_2O + 1.5O_2 = 2\gamma FeO(OH)$</td>
<td>Fe to $\gamma FeO(OH)$&lt;sup&gt;1&lt;/sup&gt;</td>
</tr>
<tr>
<td><strong>Anoxic corrosion of steels and other Fe-base materials:</strong></td>
<td></td>
</tr>
<tr>
<td>6a. $Fe + 2H_2O = Fe(OH)_2 + H_2$</td>
<td>Fe to $Fe(OH)_2$&lt;sup&gt;2&lt;/sup&gt;</td>
</tr>
<tr>
<td>6b. $3Fe + 4H_2O = Fe_3O_4 + 4H_2$</td>
<td>Fe to $Fe_3O_4$&lt;sup&gt;2&lt;/sup&gt;</td>
</tr>
<tr>
<td>7. $Fe + H_2O + CO_2 = FeCO_3 + H_2$</td>
<td>Fe to $FeCO_3$&lt;sup&gt;2&lt;/sup&gt;</td>
</tr>
<tr>
<td>8a. $Fe + 2H_2S = FeS_2 + 2H_2$</td>
<td>Fe to $FeS_2$&lt;sup&gt;2&lt;/sup&gt;</td>
</tr>
<tr>
<td>8b. $Fe + H_2S = FeS + H_2$</td>
<td>Fe to $FeS$&lt;sup&gt;2&lt;/sup&gt;</td>
</tr>
<tr>
<td><strong>Microbial degradation of cellulosics and, perhaps, plastics and rubbers:</strong></td>
<td></td>
</tr>
<tr>
<td>12. $CH_2O + O_2 = H_2O + CO_2$</td>
<td>Aerobic respiration&lt;sup&gt;1&lt;/sup&gt;</td>
</tr>
<tr>
<td>13. $CH_2O + 0.8H^+ + 0.8NO_3^-$</td>
<td>Denitrification&lt;sup&gt;2&lt;/sup&gt;</td>
</tr>
<tr>
<td></td>
<td>$\quad\quad\quad= 1.4H_2O + CO_2 + 0.4N_2$</td>
</tr>
<tr>
<td>Reaction</td>
<td>Abbreviation</td>
</tr>
<tr>
<td>----------</td>
<td>--------------</td>
</tr>
<tr>
<td><strong>Microbial degradation of cellulosics and, perhaps, plastics and rubbers (cont.):</strong></td>
<td></td>
</tr>
<tr>
<td>14a. ( \text{CH}_2\text{O} + 4\text{FeO(OH)} + \text{H}_2\text{O} )</td>
<td>( - 4\text{Fe(OH)}_2 + \text{CO}_2 ) Fe(III) reduction(^1)</td>
</tr>
<tr>
<td>14b. ( \text{CH}_2\text{O} + 4\text{FeO(OH)} )</td>
<td>( - 1.33\text{Fe}_3\text{O}_4 + 1.67\text{H}_2\text{O} + \text{CO}_2 + 1.33\text{H}_2 ) Fe(III) reduction(^1)</td>
</tr>
<tr>
<td>14c. ( \text{CH}_2\text{O} + 4\text{FeO(OH)} + \text{H}_2\text{O} + 3\text{CO}_2 )</td>
<td>( - 4\text{FeCO}_3 + 4\text{H}_2\text{O} ) Fe(III) reduction(^1)</td>
</tr>
<tr>
<td>14d. ( \text{CH}_2\text{O} + 4\text{FeO(OH)} + 4\text{H}_2\text{S} )</td>
<td>( - 4\text{FeS} + 7\text{H}_2\text{O} + \text{CO}_2 ) Fe(III) reduction(^1)</td>
</tr>
<tr>
<td>14e. ( \text{CH}_2\text{O} + 4\text{FeO(OH)} + 8\text{H}_2\text{S} )</td>
<td>( - 4\text{FeS}_2 + 7\text{H}_2\text{O} + \text{CO}_2 + 4\text{H}_2 ) Fe(III) reduction(^1)</td>
</tr>
<tr>
<td>15. ( \text{CH}_2\text{O} + \text{H}^+ + 0.5\text{SO}_4^{2-} )</td>
<td>( - \text{H}_2\text{O} + \text{CO}_2 + 0.5 \text{H}_2\text{S} ) ( \text{SO}_4^{2-} ) reduction(^2)</td>
</tr>
<tr>
<td>16a. ( 2\text{CH}_2\text{O} = \text{CH}_4 + \text{CO}_2 )</td>
<td>Methanogenesis(^2)</td>
</tr>
<tr>
<td>16b. ( \text{CO}_2 + 4\text{H}_2 = \text{CH}_4 + 2\text{H}_2\text{O} )</td>
<td>Methanogenesis(^2)</td>
</tr>
<tr>
<td>Reaction</td>
<td>Abbreviation</td>
</tr>
<tr>
<td>----------</td>
<td>--------------</td>
</tr>
<tr>
<td><strong>Radiolysis:</strong></td>
<td></td>
</tr>
<tr>
<td>17. $\text{H}_2\text{O} = \text{H}_2 + 0.5\text{O}_2$</td>
<td>Radiolysis of brine$^1$</td>
</tr>
<tr>
<td><strong>Consumption of gases by cementitious materials and backfill additives:</strong></td>
<td></td>
</tr>
<tr>
<td>25a. $\text{Ca(OH)}_2 + \text{CO}_2 = \text{CaCO}_3 + \text{H}_2\text{O}$</td>
<td>Ca(OH)$_2$ to CaCO$_3^2$</td>
</tr>
<tr>
<td>25b. $\text{Ca(OH)}_2 + \text{H}_2\text{S} = \text{CaS} + 2\text{H}_2\text{O}$</td>
<td>Ca(OH)$_2$ to CaS$^2$</td>
</tr>
<tr>
<td>26a. $\text{CaO} + \text{CO}_2 = \text{CaCO}_3$</td>
<td>CaO to CaCO$_3^2$</td>
</tr>
<tr>
<td>26b. $\text{CaO} + \text{H}_2\text{S} = \text{CaS} + \text{H}_2\text{O}$</td>
<td>CaO to CaS$^{12}$</td>
</tr>
</tbody>
</table>

1. Probably will not have a significant, direct effect on the gas and H$_2$O budget of WIPP disposal rooms, but could be important from the standpoint of the O$_2$ budget of the repository (see text).

2. Could have a significant, direct effect on the gas and H$_2$O budget of the repository (see text).
### TABLE 2. INUNDATED GAS-PRODUCTION RATES

<table>
<thead>
<tr>
<th>Process</th>
<th>Minimum</th>
<th>Best</th>
<th>Maximum</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Oxic corrosion of steels and other Fe-base materials:</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>moles ( \text{O}_2/(m^2 \text{ steel \cdot yr}) )</td>
<td>0</td>
<td>- 5</td>
<td>- 8</td>
</tr>
<tr>
<td>moles ( \text{O}_2/(\text{drum \cdot yr}) )</td>
<td>0(^1)</td>
<td>- 30(^1)</td>
<td>- 50(^1)</td>
</tr>
<tr>
<td>( \mu m \text{ steel/yr} )</td>
<td>0</td>
<td>50</td>
<td>80</td>
</tr>
<tr>
<td><strong>Anoxic corrosion of steels and other Fe-base materials:</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>moles ( \text{H}_2/(m^2 \text{ steel \cdot yr}) )</td>
<td>0</td>
<td>0.1</td>
<td>20</td>
</tr>
<tr>
<td>moles ( \text{H}_2/(\text{drum \cdot yr}) )</td>
<td>0(^1)</td>
<td>0.6(^1)</td>
<td>100(^1)</td>
</tr>
<tr>
<td>( \mu m \text{ steel/yr} )</td>
<td>0</td>
<td>1</td>
<td>200</td>
</tr>
<tr>
<td><strong>Microbial degradation of cellulosics</strong> (Reactions 12 through 16b):</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>moles gas/(kg cellulose \cdot yr)</td>
<td>0(^2)</td>
<td>0.1(^2)</td>
<td>0.5(^2)</td>
</tr>
<tr>
<td>moles gas/(drum \cdot yr)</td>
<td>0(^1, 2)</td>
<td>11, 2</td>
<td>51, 2</td>
</tr>
<tr>
<td><strong>Microbial degradation of cellulosics</strong> (Reaction 16b):</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>moles gas/(kg cellulose \cdot yr)</td>
<td>Not est.(^3)</td>
<td>Not est.(^3)</td>
<td>Not est.(^3)</td>
</tr>
<tr>
<td>moles gas/(drum \cdot yr)</td>
<td>Not est.(^3)</td>
<td>Not est.(^3)</td>
<td>Not est.(^3)</td>
</tr>
</tbody>
</table>
TABLE 2. INUNDATED GAS-PRODUCTION RATES (cont.)

<table>
<thead>
<tr>
<th>Gas-Production Rate¹</th>
<th>Reaction</th>
<th>Minimum</th>
<th>Best</th>
<th>Maximum</th>
</tr>
</thead>
</table>

Radiolysis of brine:

- moles H₂/(m³ · yr)  \(\approx 4.5 \times 10^{-14}\) \(\approx 1.1 \times 10^{-6}\) \(\approx 9.9 \times 10^{-1}\)
- moles H₂/(drum · yr)  \(\approx 8.9 \times 10^{-16}\) \(\approx 6.6 \times 10^{-8}\) \(\approx 1.2 \times 10^{-1}\)
- moles O₂/(m³ · yr)  \(\approx 2.2 \times 10^{-14}\) \(\approx 5.4 \times 10^{-7}\) \(\approx 5.0 \times 10^{-1}\)
- moles O₂/(drum · yr)  \(\approx 4.5 \times 10^{-16}\) \(\approx 3.3 \times 10^{-8}\) \(\approx 6.0 \times 10^{-2}\)
- moles (H₂ + O₂)/(m³ · yr)  \(\approx 6.7 \times 10^{-14}\) \(\approx 1.6 \times 10^{-6}\) \(\approx 1.5 \times 10^{-1}\)
- moles (H₂ + O₂)/(drum · yr)  \(\approx 1.3 \times 10^{-15}\) \(\approx 9.9 \times 10^{-8}\) \(\approx 1.8 \times 10^{-1}\)

Consumption of CO₂ by cementitious materials and backfill additives:

- moles gas/(drum · yr) Not est.⁴  Not est.⁴  Not est.⁴

1. Estimates do not include steels or other Fe-base alloys associated with RH TRU waste or steels or other Fe-base alloys used for ground support.

2. Gases produced by Reactions 12 through 16a could include CO₂, CH₄, H₂S, N₂, and NH₃ (see text).

3. Not estimated yet, but gases consumed by Reaction 16b could include significant quantities of CO₂ and especially H₂ (see text).

4. Not estimated yet, but gases consumed by Ca(OH)₂ and CaO in cementitious materials and backfill additives could include significant quantities of CO₂ and, perhaps, H₂S (see text).
### TABLE 3. HUMID GAS-PRODUCTION RATES

<table>
<thead>
<tr>
<th>Process</th>
<th>Minimum</th>
<th>Best</th>
<th>Maximum</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Oxic corrosion of steels and other Fe-base materials:</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>moles O₂/(m² steel · yr)</td>
<td>0</td>
<td>- 0.5</td>
<td>- 5</td>
</tr>
<tr>
<td>moles O₂/(drum · yr)</td>
<td>0l</td>
<td>- 3l</td>
<td>- 30l</td>
</tr>
<tr>
<td>μm steel/yr</td>
<td>0</td>
<td>5</td>
<td>50</td>
</tr>
<tr>
<td><strong>Anoxic corrosion of steels and other Fe-base materials:</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>moles H₂/(m² steel · yr)</td>
<td>0</td>
<td>0</td>
<td>0.01</td>
</tr>
<tr>
<td>moles H₂/(drum · yr)</td>
<td>0l</td>
<td>0l</td>
<td>0.06l</td>
</tr>
<tr>
<td>μm steel/yr</td>
<td>0</td>
<td>0</td>
<td>0.1</td>
</tr>
<tr>
<td><strong>Microbial degradation of cellulosics</strong> (Reactions 12 through 16b):</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>moles gas/(kg cellulose · yr)</td>
<td>0²</td>
<td>0.01²</td>
<td>0.1²</td>
</tr>
<tr>
<td>moles gas/(drum · yr)</td>
<td>0l, 2</td>
<td>0.1l, 2</td>
<td>1l, 2</td>
</tr>
<tr>
<td><strong>Microbial degradation of cellulosics</strong> (Reaction 16b):</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>moles gas/(kg cellulose · yr)</td>
<td>Not set.³</td>
<td>Not est.³</td>
<td>Not est.³</td>
</tr>
<tr>
<td>moles gas/(drum · yr)</td>
<td>Not set.³</td>
<td>Not est.³</td>
<td>Not est.³</td>
</tr>
</tbody>
</table>
TABLE 3. HUMID GAS-PRODUCTION RATES (cont.)

<table>
<thead>
<tr>
<th>Process</th>
<th>Minimum</th>
<th>Best</th>
<th>Maximum</th>
</tr>
</thead>
<tbody>
<tr>
<td>Radiolysis of brine:</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>moles H$_2$/(m$^3$ · yr)</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>moles H$_2$/(drum · yr)</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>moles O$_2$/(m$^3$ · yr)</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>moles O$_2$/(drum · yr)</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>moles (H$_2$ + O$_2$)/(m$^3$ · yr)</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>moles (H$_2$ + O$_2$)/(drum · yr)</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>Consumption of gases by cementitious materials and backfill additives:</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>moles gas/(drum · yr)</td>
<td>Not est.$^4$</td>
<td>Not est.$^4$</td>
<td>Not est.$^4$</td>
</tr>
</tbody>
</table>

1. Estimates do not include steels or other Fe-base alloys associated with RH TRU waste or steels or other Fe-base alloys used for ground support.

2. Gases produced by Reactions 12 through 16a could include CO$_2$, CH$_4$, H$_2$S, N$_2$, and NH$_3$ (see text).

3. Not estimated yet, but gases consumed by Reaction 16b could include significant quantities of CO$_2$ and especially H$_2$ (see text).

4. Not estimated yet, but gases consumed by Ca(OH)$_2$ and CaO in cementitious materials and backfill additives could include significant quantities of CO$_2$ and, perhaps, H$_2$S (see text).
TABLE 4. RADIONIC GAS-PRODUCTION RATES (mol/m³ of brine·yr)¹, ²

<table>
<thead>
<tr>
<th>Dissolved ²³⁹Pu Conc. (M)</th>
<th>Gas-Production Rate</th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>H₂</td>
<td>O₂</td>
<td>H₂ + O₂</td>
</tr>
<tr>
<td>1 · 10⁻⁰</td>
<td>1.8 · 10³</td>
<td>0.9 · 10³</td>
<td>2.7 · 10³</td>
</tr>
<tr>
<td>1 · 10⁻¹</td>
<td>1.8 · 10²</td>
<td>0.9 · 10²</td>
<td>2.7 · 10²</td>
</tr>
<tr>
<td>1 · 10⁻²</td>
<td>1.8 · 10¹</td>
<td>0.9 · 10¹</td>
<td>2.7 · 10¹</td>
</tr>
<tr>
<td>1 · 10⁻³</td>
<td>1.8 · 10⁰</td>
<td>0.9 · 10⁰</td>
<td>2.7 · 10⁰</td>
</tr>
<tr>
<td>1 · 10⁻⁴</td>
<td>1.8 · 10⁻¹</td>
<td>0.9 · 10⁻¹</td>
<td>2.7 · 10⁻¹</td>
</tr>
<tr>
<td>1 · 10⁻⁵</td>
<td>1.8 · 10⁻²</td>
<td>0.9 · 10⁻²</td>
<td>2.7 · 10⁻²</td>
</tr>
<tr>
<td>1 · 10⁻⁶</td>
<td>1.8 · 10⁻³</td>
<td>0.9 · 10⁻³</td>
<td>2.7 · 10⁻³</td>
</tr>
<tr>
<td>1 · 10⁻⁷</td>
<td>1.8 · 10⁻⁴</td>
<td>0.9 · 10⁻⁴</td>
<td>2.7 · 10⁻⁴</td>
</tr>
<tr>
<td>1 · 10⁻⁸</td>
<td>1.8 · 10⁻⁵</td>
<td>0.9 · 10⁻⁵</td>
<td>2.7 · 10⁻⁵</td>
</tr>
<tr>
<td>1 · 10⁻⁹</td>
<td>1.8 · 10⁻⁶</td>
<td>0.9 · 10⁻⁶</td>
<td>2.7 · 10⁻⁶</td>
</tr>
</tbody>
</table>

1. Rates in moles per m³ of brine per year calculated from experimentally measured values of $G(H₂)$ (see text).

2. Values in bold type may exceed the maximum average Pu concentration or average gas-production rate depending on the quantity of brine present and time (see text).
TABLE 5. RADIOLYTIC H₂-PRODUCTION RATES (mol/drum·yr)\(^1, 2\)

<table>
<thead>
<tr>
<th>Dissolved (^{239})Pu Conc. (H)</th>
<th>Brine Volume (m³/room)</th>
<th>135</th>
<th>305</th>
<th>525</th>
<th>815</th>
</tr>
</thead>
<tbody>
<tr>
<td>(1 \cdot 10^0)</td>
<td>3.6 (\cdot 10^1)</td>
<td>8.1 (\cdot 10^1)</td>
<td>1.4 (\cdot 10^2)</td>
<td>2.2 (\cdot 10^2)</td>
<td></td>
</tr>
<tr>
<td>(1 \cdot 10^{-1})</td>
<td>3.6 (\cdot 10^0)</td>
<td>8.1 (\cdot 10^0)</td>
<td>1.4 (\cdot 10^1)</td>
<td>2.2 (\cdot 10^1)</td>
<td></td>
</tr>
<tr>
<td>(1 \cdot 10^{-2})</td>
<td>3.6 (\cdot 10^{-1})</td>
<td>8.1 (\cdot 10^{-1})</td>
<td>1.4 (\cdot 10^0)</td>
<td>2.2 (\cdot 10^0)</td>
<td></td>
</tr>
<tr>
<td>(1 \cdot 10^{-3})</td>
<td>3.6 (\cdot 10^{-2})</td>
<td>8.1 (\cdot 10^{-2})</td>
<td>1.4 (\cdot 10^{-1})</td>
<td>2.2 (\cdot 10^{-1})</td>
<td></td>
</tr>
<tr>
<td>(1 \cdot 10^{-4})</td>
<td>3.6 (\cdot 10^{-3})</td>
<td>8.1 (\cdot 10^{-3})</td>
<td>1.4 (\cdot 10^{-2})</td>
<td>2.2 (\cdot 10^{-2})</td>
<td></td>
</tr>
<tr>
<td>(1 \cdot 10^{-5})</td>
<td>3.6 (\cdot 10^{-4})</td>
<td>8.1 (\cdot 10^{-4})</td>
<td>1.4 (\cdot 10^{-3})</td>
<td>2.2 (\cdot 10^{-3})</td>
<td></td>
</tr>
<tr>
<td>(1 \cdot 10^{-6})</td>
<td>3.6 (\cdot 10^{-5})</td>
<td>8.1 (\cdot 10^{-5})</td>
<td>1.4 (\cdot 10^{-4})</td>
<td>2.2 (\cdot 10^{-4})</td>
<td></td>
</tr>
<tr>
<td>(1 \cdot 10^{-7})</td>
<td>3.6 (\cdot 10^{-6})</td>
<td>8.1 (\cdot 10^{-6})</td>
<td>1.4 (\cdot 10^{-5})</td>
<td>2.2 (\cdot 10^{-5})</td>
<td></td>
</tr>
<tr>
<td>(1 \cdot 10^{-8})</td>
<td>3.6 (\cdot 10^{-7})</td>
<td>8.1 (\cdot 10^{-7})</td>
<td>1.4 (\cdot 10^{-6})</td>
<td>2.2 (\cdot 10^{-6})</td>
<td></td>
</tr>
<tr>
<td>(1 \cdot 10^{-9})</td>
<td>3.6 (\cdot 10^{-8})</td>
<td>8.1 (\cdot 10^{-8})</td>
<td>1.4 (\cdot 10^{-7})</td>
<td>2.2 (\cdot 10^{-7})</td>
<td></td>
</tr>
</tbody>
</table>

1. Rates in moles per drum per year calculated from values in moles per m³ of brine per year (see text).

2. Values in bold type may exceed the maximum average H₂-production rate depending on the quantity of brine present and time (see text).
<table>
<thead>
<tr>
<th>Dissolved $^{239}_{90}$Pu Conc. (M)</th>
<th>Brine Volume (m$^3$/room)</th>
<th>135</th>
<th>305</th>
<th>525</th>
<th>815</th>
</tr>
</thead>
<tbody>
<tr>
<td>$1 \cdot 10^0$</td>
<td></td>
<td>1.8 $\cdot 10^1$</td>
<td>4.0 $\cdot 10^1$</td>
<td>6.9 $\cdot 10^1$</td>
<td>1.1 $\cdot 10^2$</td>
</tr>
<tr>
<td>$1 \cdot 10^{-1}$</td>
<td></td>
<td>1.8 $\cdot 10^0$</td>
<td>4.0 $\cdot 10^0$</td>
<td>6.9 $\cdot 10^0$</td>
<td>1.1 $\cdot 10^1$</td>
</tr>
<tr>
<td>$1 \cdot 10^{-2}$</td>
<td></td>
<td>1.8 $\cdot 10^{-1}$</td>
<td>4.0 $\cdot 10^{-1}$</td>
<td>6.9 $\cdot 10^{-1}$</td>
<td>1.1 $\cdot 10^0$</td>
</tr>
<tr>
<td>$1 \cdot 10^{-3}$</td>
<td></td>
<td>1.8 $\cdot 10^{-2}$</td>
<td>4.0 $\cdot 10^{-2}$</td>
<td>6.9 $\cdot 10^{-2}$</td>
<td>1.1 $\cdot 10^{-1}$</td>
</tr>
<tr>
<td>$1 \cdot 10^{-4}$</td>
<td></td>
<td>1.8 $\cdot 10^{-3}$</td>
<td>4.0 $\cdot 10^{-3}$</td>
<td>6.9 $\cdot 10^{-3}$</td>
<td>1.1 $\cdot 10^{-2}$</td>
</tr>
<tr>
<td>$1 \cdot 10^{-5}$</td>
<td></td>
<td>1.8 $\cdot 10^{-4}$</td>
<td>4.0 $\cdot 10^{-4}$</td>
<td>6.9 $\cdot 10^{-4}$</td>
<td>1.1 $\cdot 10^{-3}$</td>
</tr>
<tr>
<td>$1 \cdot 10^{-6}$</td>
<td></td>
<td>1.8 $\cdot 10^{-5}$</td>
<td>4.0 $\cdot 10^{-5}$</td>
<td>6.9 $\cdot 10^{-5}$</td>
<td>1.1 $\cdot 10^{-4}$</td>
</tr>
<tr>
<td>$1 \cdot 10^{-7}$</td>
<td></td>
<td>1.8 $\cdot 10^{-6}$</td>
<td>4.0 $\cdot 10^{-6}$</td>
<td>6.9 $\cdot 10^{-6}$</td>
<td>1.1 $\cdot 10^{-5}$</td>
</tr>
<tr>
<td>$1 \cdot 10^{-8}$</td>
<td></td>
<td>1.8 $\cdot 10^{-7}$</td>
<td>4.0 $\cdot 10^{-7}$</td>
<td>6.9 $\cdot 10^{-7}$</td>
<td>1.1 $\cdot 10^{-6}$</td>
</tr>
<tr>
<td>$1 \cdot 10^{-9}$</td>
<td></td>
<td>1.8 $\cdot 10^{-8}$</td>
<td>4.0 $\cdot 10^{-8}$</td>
<td>6.9 $\cdot 10^{-8}$</td>
<td>1.1 $\cdot 10^{-7}$</td>
</tr>
</tbody>
</table>

1. Rates in moles per drum per year calculated from experimentally measured values of $G(H_2)$ (see text).

2. Values in bold type may exceed the maximum average $O_2$-production rate depending on the quantity of brine present and time (see text).
TABLE 7. RADIOLYTIC GAS- \((H_2 + O_2)\)-PRODUCTION RATES (mol/drum·yr)

<table>
<thead>
<tr>
<th>Dissolved (^{239}\text{Pu}) Conc. (M)</th>
<th>0.135</th>
<th>0.305</th>
<th>0.525</th>
<th>0.815</th>
</tr>
</thead>
<tbody>
<tr>
<td>1 (\cdot 10^0)</td>
<td>5.4 (\cdot 10^0)</td>
<td>1.2 (\cdot 10^1)</td>
<td>2.1 (\cdot 10^2)</td>
<td>3.2 (\cdot 10^2)</td>
</tr>
<tr>
<td>1 (\cdot 10^{-1})</td>
<td>5.4 (\cdot 10^{-1})</td>
<td>1.2 (\cdot 10^{0})</td>
<td>2.1 (\cdot 10^{1})</td>
<td>3.2 (\cdot 10^{1})</td>
</tr>
<tr>
<td>1 (\cdot 10^{-2})</td>
<td>5.4 (\cdot 10^{-2})</td>
<td>1.2 (\cdot 10^{-1})</td>
<td>2.1 (\cdot 10^{0})</td>
<td>3.2 (\cdot 10^{0})</td>
</tr>
<tr>
<td>1 (\cdot 10^{-3})</td>
<td>5.4 (\cdot 10^{-3})</td>
<td>1.2 (\cdot 10^{2})</td>
<td>2.1 (\cdot 10^{2})</td>
<td>3.2 (\cdot 10^{2})</td>
</tr>
<tr>
<td>1 (\cdot 10^{-4})</td>
<td>5.4 (\cdot 10^{-4})</td>
<td>1.2 (\cdot 10^{3})</td>
<td>2.1 (\cdot 10^{2})</td>
<td>3.2 (\cdot 10^{2})</td>
</tr>
<tr>
<td>1 (\cdot 10^{-5})</td>
<td>5.4 (\cdot 10^{-5})</td>
<td>1.2 (\cdot 10^{4})</td>
<td>2.1 (\cdot 10^{2})</td>
<td>3.2 (\cdot 10^{2})</td>
</tr>
<tr>
<td>1 (\cdot 10^{-6})</td>
<td>5.4 (\cdot 10^{-6})</td>
<td>1.2 (\cdot 10^{5})</td>
<td>2.1 (\cdot 10^{2})</td>
<td>3.2 (\cdot 10^{2})</td>
</tr>
<tr>
<td>1 (\cdot 10^{-7})</td>
<td>5.4 (\cdot 10^{-7})</td>
<td>1.2 (\cdot 10^{6})</td>
<td>2.1 (\cdot 10^{2})</td>
<td>3.2 (\cdot 10^{2})</td>
</tr>
<tr>
<td>1 (\cdot 10^{-8})</td>
<td>5.4 (\cdot 10^{-8})</td>
<td>1.2 (\cdot 10^{7})</td>
<td>2.1 (\cdot 10^{2})</td>
<td>3.2 (\cdot 10^{2})</td>
</tr>
</tbody>
</table>

1. Rates in moles per drum per year calculated from experimentally measured values of \(G(H_2)\) (see text).

2. Values in bold type may exceed the maximum average gas-production rate depending on the quantity of brine present and time (see text).
TABLE 8. MAXIMUM AVERAGE Pu CONCENTRATIONS IN BRINES IN WIPP DISPOSAL ROOMS (M)\(^1\)

<table>
<thead>
<tr>
<th>Brine Volume (m(^3)/room)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Time (yr)</td>
</tr>
<tr>
<td>----------</td>
</tr>
<tr>
<td>0</td>
</tr>
<tr>
<td>100</td>
</tr>
<tr>
<td>200</td>
</tr>
<tr>
<td>500</td>
</tr>
<tr>
<td>1,000</td>
</tr>
<tr>
<td>2,000</td>
</tr>
<tr>
<td>5,000</td>
</tr>
<tr>
<td>10,000</td>
</tr>
</tbody>
</table>

1. Calculations include all isotopes of Pu expected in the repository, not just 239Pu (see text).
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FIGURES

1  Room Void Volume as a Function of Time (Cases A and D)

2  Room Pressure as a Function of Time (Cases A and D)

3  Salt Viscosity Expressed as a Function of Room Pressure (Cases A and D)
1 Elastic Shear Component of $\gamma(r)$
1.0 REPOSITORY GAS-PRESSURIZATION ISSUE

The centuries immediately following closure will mark a highly transitory period for the WIPP repository. The relatively large initial gradient between the lithostatic stress of the intact salt (approximately 15 MPa) and the near-atmospheric pressure of the repository causes both room closure due to salt creep and brine inflow. Waste emplacement and subsequent backfilling will leave an initial repository porosity. Over time, creep will reduce this porosity, and a portion of the inflowing brine may lodge within the remaining void volume. Some, perhaps most, of the inflowing brine will be consumed by gas generation processes.

Anoxic corrosion of metal drums and microbial degradation of organic waste produce gas in sufficient quantities to cause a significant buildup of gas pressure. The quantity produced depends not only on the amount of brine inflow but also on the amount of initial water in place. When this gas pressure is sufficiently high to overcome the threshold capillary pressure, some gas will escape into nearby interbeds through the fractures in the disturbed rock surrounding the disposal rooms. The relatively low permeabilities (approximately $10^{-19}$ m$^2$) limit the resulting pressure relief, and a substantial gas pressure may still develop within the repository. This gas pressure opposes salt creep. It also opposes brine inflow, thereby reducing the gas-generation potential.

The comparative timing of gas production and creep closure is important. Long before repository pressurization to near-lithostatic pressures, the presence of gas will cause a reversal in the direction of creep, and repository rooms will "reinflate" to a limited extent. If a rapidly diminishing rate of brine inflow reduces gas production to an insignificantly small rate prior to the time of creep reversal, then the repository pressure may never exceed lithostatic pressure. The repository pressure will then asymptotically approach lithostatic pressure from below. Gas release to the interbeds may also prevent repository pressure from exceeding lithostatic pressure. Furthermore, even if a significant gas-production potential remains after the time of creep reversal and repository pressure overshoots the lithostatic pressure, the stresses induced thereby may be sufficiently small that they do not cause significant fracturing of the salt.
2.0 POTENTIAL-FLOW APPROXIMATION OF SALT CREEP

To rigorously treat the above-mentioned coupled processes and the geometrical complexity introduced by the presence of interbeds goes beyond the capability of the presently available computer models. Consequently, an approximate approach is sought. Potential flow constitutes one such approximation. This report demonstrates that the kinematics of the radial geometry imply the existence of a velocity potential and argues, based on this conclusion, that potential flow represents an excellent idealization for treating salt creep. Assuming further that the continuity law of Darcy flow is appropriate brings an immediate computational advantage. It places the gas-pressurization problem into the domain of a modeling technology which has been highly developed by the petroleum industry. The model of interest is a three-phase "black oil" model. The Darcy-flow approach identifies brine and gas as two of the phases and hence treats these two fluids rigorously. The essential step is treating salt as a third fluid phase.

2.1 Purpose of the Report

This report assumes that salt rheology is adequately characterized by means of a nonlinear Maxwell constitutive relation (Morgan et al., 1986, p 15). It first develops solutions for a linearized rheology (Section 3) and then extends this work to a nonlinear rheology (Section 4). The ultimate objective of this analytically based study is to develop appropriate submodels for a standard potential-flow simulator. Originally, only an improved viscosity submodel was sought. However, the study reveals the importance of the repository near field, and characterizes its effect on salt flow by means of an inner boundary-condition submodel. Section 5 presents both viscosity and boundary-condition submodels. Section 6 summarizes the study and notes several implications which could lead to further improvements in the method of simulating salt flow.

2.2 Preliminary Results of Darcy-Flow Simulations

To motivate the analytical analyses to follow, we wish to examine some preliminary results. Figures 1 and 2 present results of Brown and Weatherby (1990), which derive from an implementation of the SANCHO code (Stone et al., 1985). For a general
treatment of the salt constitutive relation of Krieg (1984), these calculations couple a limited treatment of the gas by assuming that no gas escapes from the repository to the nearby interbeds. Figures 1 and 2 show both closure and pressurization of a single room for two different gas-generation rates (Case A and Case D). Figures 1 and 2 also present results obtained by INTERA using the black-oil model ECLIPSE.

Two points are noteworthy here. First, except for a slight underprediction of the gas pressure in Case D, the agreement between the results of SANCHO and ECLIPSE is excellent. Nevertheless, more is desired. For the ECLIPSE calculations shown in Figures 1 and 2, the step-viscosity function $\mu(t)$ (Figure 3) is assumed to be spatially constant. The temporal variation of this quantity was obtained by calibration to the results of Brown and Weatherby (1990). With a more rigorously based viscosity model, one would not need parallel runs with ECLIPSE and SANCHO to define the viscosity function. For repository-scale closure calculations involving many rooms, parallel runs become quite cumbersome.

Before proceeding further, it is appropriate to make a point regarding notation. This report distinguishes two different viscosities. One viscosity, designated as $\eta$, represents a physical property of salt. For WIPP salt, it has a power-law dependence on shear stress $\tau$. The report identifies $\eta$ as the Maxwell-flow viscosity. The other viscosity, designated as $\mu$, represents the viscosity submodel used in the Darcy-flow analysis. In general, this quantity depends on both space and time. The report identifies $\mu$ as the Darcy-flow viscosity. The report addresses the problem of making these two viscosities equivalent so that they yield the same salt flow into the repository.

As a second noteworthy point, Figure 1 indicates that, at approximately 100 years, a critical gas pressure is attained at which inwardly directed salt flow ends, and, at a very slow rate, outwardly directed salt flow begins. Figure 2 reveals that this critical pressure lies between 5 and 10 MPa, substantially less than lithostatic pressure (15 MPa). As the report will show, this is a natural consequence of near-field elastic effects in combination with a nonlinear viscosity $\eta$. 
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2.3 Introduction to the Darcy-Flow Viscosity

As a simple analog of the repository problem, Davies (1984, Appendix D) considers a radially symmetric system. He assumes a cylindrically shaped room of radius \( r = a \) surrounded by an infinite flow field. Since end effects are not considered, the problem is one dimensional. At \( r = a \), he assumes a boundary stress is \( \sigma_r = P_o \), and at \( r = \infty \), he assumes a lithostatic condition \( \sigma_r = P_o \).

For a nonlinear salt viscosity, Davies (1984) solves the steady-state Navier-Stokes equations. He obtains the following relation for velocity:

\[
\begin{align*}
v &= \frac{1}{2} A a \left\{ \frac{2}{3} \right\}^{n-1/2} \left[ \frac{P_o - P_o}{n-1} \right]^{n} \left[ \frac{a}{r} \right] \\
&= \frac{a}{2} \left[ \frac{2}{3} \right]^{1/2} A^{-1/(n-1)} \left[ \eta \left( \frac{a}{r} \right) \right]^{-1/(n-1)} \left[ \frac{a}{r} \right]
\end{align*}
\]

(2-1)

Written in terms of viscosity, Equation 2-1 becomes

\[
\begin{align*}
v &= \frac{a}{2} \left[ \frac{2}{3} \right]^{1/2} A^{-1/(n-1)} \left[ \eta \left( \frac{a}{r} \right) \right]^{-1/(n-1)} \left[ \frac{a}{r} \right]
\end{align*}
\]

(2-2)

where

\[
\begin{align*}
\eta \left( \frac{a}{r} \right) &= \left[ \frac{2}{3} \right]^{n-1/2} A \left[ \frac{1}{a} \right]^{n-1} \left[ \frac{P_o - P_o}{r} \right]^{1/(n-1)}/a
\end{align*}
\]

(2-3)

Here \( A \) and \( n \) are material constants arising in the constitutive relation for salt, \( a \) is the room radius, \( P_o \) the lithostatic pressure, and \( P_o \) is the room pressure.

In contrast to Equation 2-1, a Darcy-flow analysis yields the following relation for the radial velocity:
Here \( k \) is the permeability and \( \mu \) the Darcy-flow viscosity.

The radial dependence \( r^1 \) is the same for both analyses. Thus, to make the two solutions identical, one needs only to define viscosity and permeability appropriately. Instead of Equation 2-3, the Darcy-flow analysis takes

\[
\frac{v}{\mu} = k \left[ \frac{P_* - P_o}{\ln(r_*/a)} \right]^{1/r} \tag{2-4}
\]

with permeability given by

\[
k = \left( \frac{2}{3} \right)^{1/2} \ln \left( \frac{r_*}{a} \right) \frac{r^2}{2} \tag{2-6}
\]

This means that, in this case, a Darcy-flow model will exactly reproduce the steady-state flow, as derived from a general implementation of momentum and constitutive relations.

Fitting the Brown and Weatherby (1990) results with a potential-flow model requires that the value of viscosity \( \mu \) be smaller at early times when closure is the most rapid than at later times (c.f., Figure 3). A comparison of Equations 2-5 and 2-3 gives the dependence of the Darcy-flow viscosity upon room pressure, i.e., \( \mu \sim (P_* - P_o)^{p-n} \). This relationship indicates that, as a minimum, the potential-flow viscosity must characterize the temporal variation in room pressure. As room pressures increase, the viscosity \( \mu \) also increases in order to achieve fits to the results of Brown and Weatherby (1990) (Figures 1 and 2).
Figure 3 presents the fitted viscosity-room-pressure relation corresponding to Figures 1 and 2. Here, for simplicity, a spatially constant viscosity function is assumed. It indicates that a room-pressure change from zero to 7.5 MPa necessitates an increase in the Darcy-flow viscosity by a factor of about 6.5. Assuming $n=4.9$, which is appropriate for WIPP salt (Mendenhall, 1991), the steady-state theoretical relationship $\mu \sim (p_r - p_w)^{n}$ indicates that the viscosity would change by a factor of about 15. The fitted changes in viscosity lag the theoretical relationship by only a factor of about two. This indicates that, during closure, the WIPP salt appears to be reasonably close to a steady state for room pressures less than about 7.5 MPa.

For room pressures greater than 7.5 MPa, the agreement between the steady-state and fitted viscosities becomes progressively worse. The disagreement becomes particularly noteworthy for room pressures greater than about 10 MPa. Contrary to the steady-state relation of Equation 2-4, the fitted values of $\mu$ reach a plateau (Figure 3). This effect is correlated with the reversal in the closure curve (Figure 1).

The steady-state viscosity model ignores the effects of elastic shear which occur in the repository near field. To include such effects, Sections 5 and 6 recommend changes in the steady-state viscosity model considered above, and these sections recommend the addition of a boundary-condition model at $r=a$. The recommended viscosity model would arrest the inwardly directed salt flow at approximately 10 MPa with an infinite value of viscosity, and, with a finite viscosity, it would permit only outwardly directed flow thereafter during the period of gas generation in the repository.
3.0 GOVERNING EQUATIONS FOR MAXWELL FLOW

To focus the theoretical work, this study adopts a relatively simple conceptual model. It is implicitly assumed that the results obtained will have strong implications for a generalized flow geometry. Like Davies (1984), this study considers the radially symmetric salt-flow problem. Davies' work is generalized (1) by assuming a transient boundary condition $\sigma_r = P_0(t)$ at the room boundary $r=a$ and (2) by generalizing his nonlinear viscosity model to the nonlinear Maxwell constitutive relation employed by Morgan et al. (1986). For a transient analysis, the Maxwell relation is an appropriate generalization of the nonlinear viscosity model.

3.1 Equations of Change

The general equations of change (Bird et al., 1960, Chapter 3) comprise three relations: an equation of continuity, an equation of motion, and a constitutive relation. The continuity equation expresses the conservation of mass:

$$\frac{\dot{\xi}}{K} = -\frac{1}{r} \frac{\partial}{\partial r} (rv)$$

(3-1)

where $K$ symbolizes the bulk modulus, a dot above a variable indicates differentiation with respect to time, and $\xi = -\frac{1}{2}(\sigma_r + \sigma_\theta)/2$ is the negative mean of radial ($\sigma_r$) and circumferential ($\sigma_\theta$) stresses. Expressed in terms of the radial velocity $v$, the right-hand side denotes a sum of the two strain rates $\dot{\varepsilon}_r = \frac{\partial v}{\partial r}$ and $\dot{\varepsilon}_\theta = v/r$.

The equation of motion expresses the conservation of momentum:

$$\frac{\partial \xi}{\partial r} + \rho \dot{v} = r^2 \frac{\partial}{\partial r} \left( r^2 \sigma_r \right)$$

(3-2)

where $\rho$ is the density and $\sigma_r$ is the shear stress.
To characterize the behavior of salt, the constitutive relation provides a relation between shear stress $\tau$ and shear strain $\gamma$. Following Morgan et al. (1986), we assume the nonlinear Maxwell relation:

$$\frac{\dot{\gamma}}{2G} + \frac{\tau}{\eta(\gamma)} = \dot{\gamma}$$  \hfill (3-3)

where $G$ is the elastic shear modulus.

Viscosity $\eta$ is defined in terms of shear stress:

$$\eta(\gamma) = |\tau|^{1-n}/A$$  \hfill (3-4)

where $A$ and $n$ represent material constants. Equations 3-3 and 3-4 apply to the octahedral plane (Jaeger and Cook, 1979, pp. 23,24). On this plane, shear stress $\tau$ and shear strain $\gamma$ relate to the principal polar components according to the transformations $\tau= (\sigma_1-\sigma_3)/2$ and $\gamma= (\epsilon_1-\epsilon_3)/2$.

Two relations result from the dependence of the polar strain components on velocity ($\dot{\gamma}_i = \partial v/\partial r$ and $\dot{\epsilon}_e = v/r$). They are:

$$\dot{\gamma} = \frac{1}{2} \left[ \frac{\partial v}{\partial r} - \frac{v}{r} \right] = \frac{1}{2} \left[ \frac{1}{r} \frac{\partial}{\partial r} \left( rv \right) - \left( \frac{v}{r} \right) \right]$$  \hfill (3-5)

and

$$r^{-2} \frac{\partial}{\partial r} (r^2 \dot{\gamma}) = \frac{1}{2} \frac{\partial}{\partial r} \left[ \left( \frac{1}{r} \right) \frac{\partial}{\partial r} (rv) \right]$$  \hfill (3-6)
These relations will be used by the next section.

Davies (1984) presents a steady-state solution of Equations 3-1 to 3-4. It consists of the following three equations:

\[
\xi_o = -P_o - (P_o - P_e)\left[\frac{1}{n} - 1\right]\left[\frac{a}{r}\right]^n
\]  

(3-7)

\[
\tau_o = - (P_o - P_e)\left[\frac{1}{n}\right]\left[\frac{a}{r}\right]^n
\]  

(3-8)

and

\[
v_o = \frac{1}{2} A a^2 \left(\frac{2}{3}\right) \frac{n-1}{n} \frac{1}{r}
\]

For a system initially at steady state, the dependent variables may be expressed as \(\xi = \xi_o + \Delta \xi\), \(\tau = \tau_o + \Delta \tau\), and \(v = v_o + \Delta v\), and Equations 3-1 and 3-2 become:

\[
\frac{\Delta \dot{\xi}}{K} = - \frac{1}{r} \frac{\partial}{\partial r} (r \Delta v)
\]  

(3-10)

and

\[
\frac{\partial \Delta p}{\partial r} + \rho \Delta \dot{v} = r^{-2} \frac{\partial}{\partial r} (r^2 \Delta \tau)
\]  

(3-11)

For a linear salt rheology (\(n = 1\)), Equation 3-3 becomes
where viscosity $\eta$ is constant.

3.2 The Maxwell Flow Potential

In order for a velocity potential to exist, the flow must be irrotational (see, for example, Bird et al., 1960, pp. 133 ff.). Physically, this means that the net flow around a closed loop must vanish. Mathematically, a flow is irrotational if and only if the curl of the velocity is zero \((\nabla \times \mathbf{v} = 0)\). In order for the curl of a vector to be nonzero, it must have nonzero spatial derivatives in at least two directions. For radially symmetric flow, velocity varies only in the radial direction. Thus, irrotationality results from the geometry of the flow field. This means that

$$\frac{\Delta r}{2G} + \frac{\Delta r}{\eta} = \dot{r}$$

(3-12)

In the work to follow, we set the proportionality constant $\beta = 1$, and we identify $\Phi$ as the Maxwell flow potential. It should be noted that the existence of $\Phi$ is not conditioned on linearity. The Maxwell potential exists even for nonlinear salt rheologies.
4.0 SOLUTION OF THE MAXWELL-FLOW EQUATIONS FOR A LINEAR RHEOLOGY

4.1 General Solution

For a linear salt rheology, Laplace transformation (Carslaw and Jaeger, 1959, Chapter XII) facilitates solution. Equations 3-10 to 3-12 transform in a straightforward manner, giving

\[
\left(\frac{s}{K}\right) \Delta \xi = -\frac{1}{r} \frac{\partial}{\partial r} (r \Delta \bar{v})
\]

(4-1)

\[
\frac{\partial \Delta \xi}{\partial r} + \rho s \Delta \bar{v} = r^{2} \frac{\partial}{\partial r} (r^{2} \Delta \bar{\tau})
\]

(4-2)

and

\[
\left(\frac{s}{2G}\right) \Delta \bar{\tau} + \frac{\Delta \bar{\tau}}{\eta} = \bar{\tau}
\]

(4-3)

Here \(s\) is the Laplace variable, and a transformed variable is indicated notationally by an overbar.

Using the identity given in Equation 3-6, Equations 4-1 to 4-3 combine to give

\[
\frac{\partial}{\partial r} \left[ \frac{1}{r} \frac{\partial}{\partial r} (r \Delta \bar{v}) \right] = q^{2} \Delta \bar{v}
\]

(4-4)

where
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Quantity \( q \) influences the time variation of the solution, which may be inferred by its dependence on three different time constants:

\[
q^2 = \frac{\text{st}_{\infty}}{a^2} \frac{1 + \text{st} \tau_\alpha}{1 + \text{s}(\tau_k + \tau_\alpha)}
\]

(4-5)

Time constant \( t_s \) gives the time required for a sound wave to move a distance \( r = a \) within the salt. For \( \rho = 2300 \text{ kg/m}^3 \), \( K = 1.656 \times 10^9 \text{ Pa} \) (Mendenhall, 1991), and \( a = 1 \text{ m} \), it has the value \( t_s = 1.2 \times 10^{-3} \text{ s} \). Time constants \( t_{ik} \) and \( t_{ig} \) give relaxation times corresponding to a series coupling of spring and dashpot (Jaeger and Cook, 1979, p. 315). McTigue (1989) estimates that salt viscosity may range from \( 9 \times 10^{15} \) to \( 4 \times 10^{20} \text{ Pa-s} \), depending on the value of shear stress. With \( G = 9.92 \times 10^8 \text{ Pa} \) (Mendenhall, 1991), this gives \( 31 \text{ d} \leq t_{ik} \leq 3,800 \text{ y} \) and \( 52 \text{ d} \leq t_{ig} \leq 6,400 \text{ y} \). Unlike \( t_s \), these time constants fall within the time period of interest in evaluating repository post-closure gas pressurization.

One may recognize the solution of Equation 4-4 most easily by re-expressing it in terms of the Maxwell potential. Combining Equation 3-13 with Equation 4-4 and integrating once with respect to \( r \) gives

\[
\frac{a}{(K/\rho)^{1/2}}
\]

(4-6)

\[
t_{ik} = \eta / 2K
\]

(4-7)

and

\[
t_{ig} = \eta / 2G
\]

(4-8)
The form of Equation 4-9 is identical to that of Darcy flow (see, for example, Matthews and Russell, 1967, Equation A-12). The difference lies in the definition of \( q \). Rather than Equation 4-5, one obtains \( q^2 = s/D \) for Darcy flow, where \( D = k/\mu \phi c \), the hydraulic diffusivity, is defined in terms of porosity \( \phi \), total compressibility \( c \), viscosity \( \mu \), and permeability \( k \).

Consideration of the boundary condition \( \Delta P = 0 \) at \( r = \infty \) eliminates the \( I_0 \) Bessel function, giving the solution

\[
\Delta \bar{\phi} = B K_0(qr)
\]  
(4-10)

Differentiation then gives the desired solution for velocity:

\[
\Delta \bar{v} = B q K_1(qr)
\]  
(4-11)

We are not interested in tracking processes which occur at the speed of sound. Since \( t \sim s^{-1} \), this means that \( st_a < 1 \). Thus, the Bessel function assumes its small-argument approximation \( K_1(qr) \approx (qr)^{-1} \), and Equation 4-11 becomes

\[
\Delta \bar{v} = \frac{B}{r}
\]  
(4-12)

where the value of constant \( B \) depends on the inner boundary condition.
4.2 Application of Inner Boundary Condition

To apply the inner boundary condition

\[ \Delta \vec{\sigma}_r = \Delta \vec{P}_o \]  \hspace{1cm} (4-13)

we note the definition of radial stress: \( \Delta \sigma_r = -\Delta \xi + \Delta \tau \). Equation 4-12 indicates that, since \( v = r'^1 \), the negative mean stress is zero, thus reducing the defining expression to

\[ \Delta \sigma_r = \Delta \tau. \]

Equations 3-5 and 4-3 provide a relation between shear stress and velocity:

\[ \Delta \vec{\tau} = - \left( \frac{\eta}{1 + St_{sg}} \right) \frac{\Delta \vec{V}}{r} \]  \hspace{1cm} (4-14)

Since \( \Delta \sigma_r = \Delta \tau \), Equations 4-13 and 4-14 give

\[ \frac{\Delta \vec{V}}{a} = - \frac{1}{\eta} (1 + St_{sg}) \Delta \vec{P}_o \]  \hspace{1cm} (4-15)

This represents a Type-3 boundary condition since it relates velocity and radial stress (pressure). Rather than this condition, one might expect, based on a Darcy-flow analogy, that the gas pressure within the room would introduce a Type-1 condition on the Maxwell potential \( \Delta \Phi \). Equation 4-15 indicates, however, that a change in room gas pressure alters the circumferential strain rate \( \Delta \varepsilon = \Delta V/a \) at the boundary.

When combined with Equation 4-12, Equation 4-15 gives the desired expressions for constant B and for radial velocity \( \Delta \vec{V} \):
\( B = -\frac{a^2 \Delta P_o}{\eta} (1 + st_{wa}) \) \hspace{1cm} (4-16)

and

\( \Delta \bar{v} = -\frac{a^2 \Delta P_o}{\eta} (1 + st_{wa}) \frac{1}{r} \) \hspace{1cm} (4-17)

This is the Laplace-space solution. With an expression for the time-dependent room pressure \( \Delta P_o(t) \), it may be transformed to real time space.

4.3 Interpretation of the Solution

To understand the result given in Equation 4-17, it is useful first to consider the deformation \( \Delta r \) resulting from an instantaneous step increase in the room pressure, i.e., \( \Delta \bar{P}_o = \Delta P_o/s \). Considering the relation \( \Delta \bar{v} = s \Delta \bar{r} \) and the definition of \( t_{wa} \) given in Equation 4-8, Equation 4-17 becomes

\[ \Delta \bar{r} = -a^2 \Delta \bar{P}_o \left[ \frac{1}{\eta} \frac{1}{S^2} + \frac{1}{2G} \frac{1}{S} \right] \frac{1}{r} \] \hspace{1cm} (4-18)

An inverse Laplace transformation then gives

\[ \Delta r = -a^2 \Delta P_o \left[ \frac{t}{\eta} + \frac{1}{2G} \right] \frac{1}{r} \] \hspace{1cm} (4-19)
The latter equation indicates that the net deformation results from two separate effects. Immediately after a pressure increase $\Delta P_o$, elastic shear stresses cause a deformation $-a^2\Delta P_o \Delta t_{eq}/\eta r = -a^2\Delta P_o /2Gr$. This effect radiates outward at the speed of sound. Like elastic shear, viscous shear stresses cause an outward displacement in response to a pressure increase. And the magnitude of the effect decreases like $1/r$ with increasing radial distance.

Focusing on the room boundary condition provides further insight. Assume that, rather than a constant step increase, room pressure increases linearly with time: $\Delta P_o = \alpha_1 t$ and $\bar{\Delta P}_o = \alpha_1 /s^2$. The significance of this assumption derives from the fact that a piece-wise linear function could be used to approximate a general expression for $\Delta P_o(t)$. With a linear assumption, incremental velocity (Equation 4-17) becomes

$$\Delta \bar{V} = -\frac{a^2\alpha_1}{\eta} \left[ 1 + \frac{t_{eq}}{s} \right] \frac{1}{r}$$ (4-20)

An inverse Laplace transformation then gives

$$\Delta V = -\frac{a^2}{\eta} \left[ \Delta P_o(t) + \Delta P_o(t_{eq}) \right] \frac{1}{r}$$ (4-21)

This equation expresses incremental velocity as the sum of viscous and elastic components. The viscous component varies directly with the value of boundary pressure $\Delta P_o(t)$. The elastic component, however, assumes a constant value proportional to $\Delta P_o(t_{eq})$, i.e., the value of the boundary pressure at a time equal to the relaxation time for elastic shear.

One may distinguish three distinct periods with the division among them determined by the value of viscosity. There are: (1) a period dominated by the elastic velocity component, (2) an intermediate period, and (3) a period dominated by the viscous velocity component. If the linear viscosity $\eta$ has a value appropriate for early times in
the room-closure history, then Period 1 is relatively small and the viscous component dominates during most of the times of interest. If, on the other hand, the linear viscosity \( \eta \) assumes a value appropriate for intermediate times in the room-closure history, for example \( \eta(10 \text{ years}) \), then Periods 1 and 2 are relatively large and the elastic component plays an important role.
5.0 CONSIDERATION OF A NONLINEAR RHEOLOGY

The behavior of the linear flow system provides a key to understanding the behavior of the nonlinear flow system. For room pressures less than about 7.5 MPa, corresponding to times less than about 100 years, the empirical Darcy viscosity dependence on room pressure in Figure 3 follows that of Equation 2-5. This indicates that viscous effects dominate at these pressures and viscosities. We infer that although both viscosity \( \eta(r) \) and \( t_{w}(r) \) vary with distance from the room, their values near the room should be sufficiently small that elastic effects are negligible and the system can pass effectively to a pseudo-steady state. Here, Equations 3-7 to 3-9 characterize the dependent variables with room pressure \( P_r(t) \). Time lags required to establish steady state are sufficiently small that room pressure may be specified as a function of the current time \( t \).

For room pressures greater than about 7.5 MPa, corresponding to times greater than 100 years, approximately, elastic shear effects begin to assume a more dominant role. This is indicated in Figure 3 by a significant departure of the empirical Darcy viscosity from its steady-state pressure dependence (Equation 2-5). Here, the empirical Darcy viscosity was reduced below the steady-state theoretical values in order to produce additional viscous flow to match the elastic flow of Brown and Weatherby (1990).

5.1 Perturbation Analysis

Here, we assume an initial steady state corresponding to the WIPP system at about \( t_0 = 100 \) years. Since elastic shear is perceived to be the dominant effect at that time, we employ a perturbation approach which, to zero order, neglects all viscous terms. Thus, the incremental velocity of Equation 4-17 becomes:

\[
\Delta \bar{v} = -\Delta \bar{P} \frac{sa}{2G} \left( \frac{a}{r} \right)
\]

This equation uses both the definition of \( t_{w0} \) (Equation 4-8) and the transform of a constant pressure jump \( \Delta \bar{P}_0 = \Delta P_o / \bar{s} \).
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Similarly, the incremental shear stress of Equation 4-14 becomes

\[ \Delta \tau^{(g)} = - \frac{2G \Delta \bar{v}^{(g)}}{s} \]  

(5-2)

Equations 5-1 and 5-2 combine to yield

\[ \Delta \tau^{(g)} = \Delta \bar{P} \left( \frac{a}{r} \right)^2 \]  

(5-3)

which transforms to

\[ \Delta \tau^{(1)} = \Delta P \left( \frac{a}{r} \right)^2 \]  

(5-4)

It is expected that the magnitude of the shear stress will decrease as the room pressure approaches lithostatic pressure, and indeed this is the case. According to Equation 3-8, a negative shear stress is initially present throughout the system. Thus, the positive incremental change of Equation 5-4, when combined with Equation 3-8, gives a net reduction in the magnitude of the shear stress:

\[ \tau^{(1)} = -(P - \gamma P_o) \left[ \frac{1}{n} \left( \frac{a}{r} \right)^2 \right] \]  

(5-5)

Here the superscript of \( \tau^{(1)} \) denotes the order of approximation, and function \( \gamma(r) \) is defined as follows:
\[ \gamma = 1 + n \left( a \right) \left( \frac{r}{a} \right)^{\left( \frac{n}{n-1} \right)} \frac{\Delta P_o}{P_o} \]  

(5-6)

The first term on the right-hand side of Equation 5-6 represents the steady-state stress, while the second represents the elastically induced reduction in that stress. The extent to which \( \gamma \) exceeds unity indicates the relative importance of the elastic shear process.

Proceeding to a first-order solution consists of first updating the viscosity with Equation 3-4 to form \( \eta^\text{el}(r) \) and reforming the solution, this time with the updated viscosity terms included as functions of radius. It is clear that viscosity \( \eta^\text{el} \) will be increased, perhaps substantially, in the region most influenced by the elastically altered stress field.

5.2 Velocity Reversal

The interpretation of stress field \( \tau^\text{el}(r) \) is quite interesting. The elastically induced reduction of the steady-state field is limited to a relatively small region surrounding the room. For WIPP salt, Mendenhall (1991) reports that \( n = 4.9 \), and Table 1 gives corresponding values of the elastic component of \( \gamma(r) \). At radial distances less than one, as measured in units of the room radius, the elastic term is much greater than unity, meaning that elastic shear effects dominate. At radial distances greater than ten, elastic effects are negligible.

In addition, it is apparent that, near the room, the net shear stress will reach zero before room pressures reach lithostatic levels. Setting \( r = a \), Equations 5-5 and 5.6 simplify, yielding

\[ \tau^\text{el}(r = a) = - \left( \frac{1}{n} \right) \left( P_o - P_0 \right) + \Delta P_o \]  

(5-7)

Further setting \( \tau^\text{el} = 0 \) gives
In these equations, $P_\ast$ denotes lithostatic pressure, $P_\ast(t_o)$ represents the room pressure at time $t_o$, and $P_\ast(t_o) + \Delta P_\ast(t)$ is the room pressure at time $t > t_o$. The significance of $t_o$ may be expressed as follows. After this time, viscous effects can no longer "keep up" with pressure changes within the room. Time constant $t_v$, characterizing viscous shear effects, is then much longer than the time constant characterizing pressure changes within the room.

If, for example, $P_\ast = 15$ MPa and $P_\ast(t_o) = 7.5$ MPa, then Equation 5-8 gives $\Delta P_\ast = 1.5$ MPa, where $n=4.9$ is a material constant characterizing WIPP salt (Mendenhall, 1991). This indicates that shear stresses reach zero at $P_\ast = 9$ MPa. At that point, an infinite viscosity (c.f., Equation 3-4) halts all viscous flows at the boundary. For pressures $P_\ast > 9$ MPa, viscosity drops to finite values, and outwardly driven elastic and viscous flows can then occur at the room boundary. Thus, even though far-field stress fields favor inwardly directed flow, the elastic alteration of the near field forces outwardly directed flow.

5.3 Repository Boundary-Condition Model

Near-field elastic shear effects enter most acutely at the repository boundary and affect salt flow. We note from Equation 5-1 that $\Delta v^\rho = r^\rho$. This means that $\Delta \xi = 0$ (Equation 3-10), $\Delta \sigma(a) = \Delta r(a) = \Delta P_\ast$ (Equation 4-11), and $\Delta \gamma(a) = -\Delta v^{\rho}/a$ (Equation 3-5). Thus, Equation 3-3 becomes

$$\frac{\Delta P_\ast}{2G} + \frac{\Delta P_\ast}{\eta v^{\rho}(t)} + f^{\rho}(t) = \frac{\Delta v^{\rho}}{a} \quad (5-9)$$

where
\[ f_{\eta}(t) = \tau_0 [\eta(t)^{-1} - \eta(t_0)^{-1}] \]  

(5-10)

Expressing Equation 3-3 in terms of incremental changes, causes the appearance of the function \( f_{\eta}(t) \). Viscosity \( \eta^{(a)}(a,t) \) derives from substituting the time-dependent boundary shear stress (Equation 5-7) into the expression for viscosity given in Equation 3-4. Equation 5-9 gives the boundary velocity at any given time \( t \) as a time integral of the room pressure for prior times \( t' \) where \( t_0 < t' \leq t \). It represents the extension of Equation 4-15 from a linear to a nonlinear rheology.

5.4 Darcy-Flow Viscosity Model

In contrast to the far field, the near field lends itself to linear transient analysis. This is indeed fortunate, since the near field appears to be the dominant participant in the processes controlling the maximum repository pressure. In Section 5.3, the velocity-reversal mechanism is incorporated into the boundary-condition model through a zero-order analysis. Here, we incorporate that mechanism into the viscosity model in a similar manner.

The model computes viscosity \( \eta^{(a)} \) using the zero-order estimate of near-field shear stress (Equations 5-5 and 5-6). For the near field, the model is rigorous. Empiricism enters in the far field. There, we follow Equation 5-5 by assuming a relic steady-state stress field. The relic stress field, we assume, dates back several multiples of the appropriate time constant, say, \( \alpha t_{\omega} \) where \( \alpha \) equals two or three.

Algorithmically, the viscosity model may be stated in the following manner. Assuming that computations have been performed at discrete times 1, 2, ..., k-1, \( t_k \) is the current time. Focusing on the relic portion of the stress field, the algorithm first computes viscosity \( \eta \) using the following equation:

\[
\eta(a,t_{\omega}) = \left( \frac{3}{2} \right)^{1-n/2n} \left( \frac{1}{A} \right) \left( \frac{n}{P_{\omega} - P_{\omega}(t_{\omega})} \right)^{n-1}
\]  

(5-11)
It then determines a time constant $\tau_{\text{rG}} = \eta/2G$ and estimates lag time $\alpha \tau_{\text{rG}}$ with $\alpha = 2$. (Parameter $\alpha$ may require empirical "trial-and-error" estimation.). To estimate the retarded time, the algorithm uses both a prediction $t_{\text{ok}} = t_s - \alpha \tau_{\text{rG}}$ and a correction $t_{\text{ok}} = \max(t_{\text{ok}}, t_{\text{ok-1}})$. The latter ensures that the sequence of retarded times $t_{\text{ok}}, t_{\text{ok+1}}, \ldots t_{\text{ok}}$ increases monotonically.

With the relic value of repository pressure $P_0(t_{\text{ok}})$, the relic steady-state stress field $\tau_0(t_{\text{ok}})$ may be determined using Equation 3-8. With the current value of repository pressure $P_0(t_s)$, the elastically induced near-field stress component $\Delta \tau^{(\text{el})}(t_s)$ may be determined using Equation 5-4. Adding the two gives

$$\tau^{(\text{el})}(t_s) = \tau_0(t_{\text{ok}}) + \Delta \tau^{(\text{el})} \tag{5-12}$$

The relation $\eta = |r|^{-n}/A$ then gives viscosity $\eta^{(\text{el})}(t_s, t_{\text{ok}})$ and Equation 2-5 gives the equivalent Darcy-flow viscosity $\mu$.

Near the time of velocity reversal, shear-stress values at the room boundary $r=a$ will pass through zero, going from negative to positive values. As discussed in Section 5.2, this process occurs for room boundary pressures which are significantly below the lithostatic pressure. The process is aided by the nonlinearity of the salt, i.e., by large values of $n$. This has the effect of halting inwardly directed viscous flows and then permitting small outwardly directed elastic and viscous flows. The viscosity model includes these mechanisms.
6.0 CONCLUSION

This report has served an important function. It has clarified the physics of repository closure in several respects. For example, it is apparent that elastic shear plays an important role. When repository pressure changes, rapidly changing stresses move radially outward at the speed of sound. For a linear rheology and for the extremely large viscosity values for salt, a steady-state mode of behavior also moves radially outward at the speed of sound. For a nonlinear rheology, the dominant effect of elastic shear appears only within the near field of the repository, extending outward only to a distance equal to several repository radii.

A major objective of this work was to develop an enhanced viscosity model for implementation in a Darcy-flow simulator. That has been accomplished. However, the boundary effect was not anticipated. Based on experience with Darcy-flow analyses, one might expect that the repository pressure would impose a type-one pressure condition at the salt interface. This is not the case. Instead, repository pressure relates to both velocity and shear stress, and as a result, it enters as a type-three condition. This condition, which incorporates the elastic shear effect within the near field, causes a reversal in the direction of flow at less-than-lithostatic repository pressures.

To date, all Darcy-flow simulations have employed the type-one condition at the repository boundary. Rather than introduce a flow reversal via a boundary condition, these simulations have relied solely upon an empirically based viscosity which is sufficiently small so as to produce a transient potential distribution within the interior of the salt. In some cases, the quality of the fits to SANCHO (Stone et al., 1985) void-volume and pressure profiles have been poor in the region of the velocity reversal. Undoubtedly transient effects do occur, but for times of approximately 100 years, or greater, they may be confined to the near field.

Geometry determines the validity of a potential-flow model. That constitutes another unanticipated conclusion of this study. For one-dimensional creep, a velocity potential exists, even for a nonlinear rheology. For a repository, consisting of many rooms, the flow should be dominantly one-dimensional except for the near field and for end effects. When viewed radially rather than linearly, end effects may be reasonably one-dimensional.
Several findings of this report may be suitable for further research. In addition to the approximate boundary and viscosity submodels proposed above, a fully nonlinear implementation of the potential-flow concept may be advantageous. However, nonlinearity may still be a significant obstacle to efficient simulation, even in a potential-flow approach. A theoretical study would be needed to establish feasibility and to fix algorithms. Perhaps more important, however, is the treatment of the near field. Generally, flow processes slow considerably as repository pressures rise. However, this is not true for the repository near field. Since elastic shear dominantly controls this region, it remains highly transient throughout the closure period. For a repository consisting of many rooms and pillars, the geometry of the near field may be complex, and a potential-flow implementation may not be possible. Nevertheless, the dominantly linear processes of the near field should lend themselves to efficient solution techniques.

To close, we offer the following specific recommendations for the calculations currently in progress. They are given in the recommended order of implementation:

- Current calculations use a fitted viscosibility function. This function, left in its current form insofar as possible, should be altered with the near-field correction discussed above.

- After current deadlines are satisfied and a more substantial development is possible, then the repository boundary condition should be implemented and tested.

- Shortly thereafter, the viscosibility function should be replaced by the relic steady-state viscosity field discussed above. During the testing, one should keep open the option of introducing more empiricism here. The region just outside the near field may need some adjustment for viscous transient effects.

- In preparation for a full repository simulation, one would then want to design a near-field algorithm. It should take full advantage of the dominantly linear elastic-shear process there to achieve maximum efficiency.

- It would be prudent to formulate nonlinear potential-flow algorithms for the transient far-field simulation.
To clinch the argument regarding the applicability of potential flow to a rectangular geometry and to identify magnitudes of the expected small errors, one may wish to consider a detailed comparison of potential-flow solutions with direct solutions of the Navier-Stokes equations. A relatively straightforward code like NAVIER might be most appropriate for such a comparison.

With regard to next to the last bullet, it is hoped that the Darcy-flow simulator will prove sufficiently reliable that it may be extended from room to repository scale. In terms of its efficiency, this approach should be the one most likely to succeed. However, if the nonlinearity obstacle is overcome, the nonlinear potential-flow approach may be attractive.
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Figure 1. Room Void Volume as a Function of Time (Cases A & D)
Figure 2. Room Pressure as a Function of Time (Cases A & D)
Table 1. Elastic Shear Component of $\gamma(r)^*$

<table>
<thead>
<tr>
<th>$(r/a)$</th>
<th>$n(a/r)^{2p-1/n}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>4.90</td>
</tr>
<tr>
<td>2</td>
<td>1.63</td>
</tr>
<tr>
<td>3</td>
<td>0.853</td>
</tr>
<tr>
<td>5</td>
<td>0.378</td>
</tr>
<tr>
<td>10</td>
<td>0.125</td>
</tr>
</tbody>
</table>

* $\gamma = 4.9$
Executive Summary

Creep closure analyses of WIPP disposal rooms have been performed for the Baseline and for several alternatives specified by the Engineered Alternatives Task Force (EATF). The analyses, which were carried out to a simulation time of 2000 years, provided information regarding the response of the disposal room and, in particular, information regarding the porosity of the waste and of the backfill as a function of time. Curves of room void volume as a function of time and curves of gas generation rate were provided to produce a three-dimensional porosity surface which can be used in the WIPP Performance Assessment model.

Introduction

The United States Department of Energy (DOE) established the Engineered Alternatives Task Force (EATF) to identify potential engineering modifications to the current design of WIPP and/or to the present waste forms in order to enhance repository performance. The studies completed by the EATF have identified a number of different performance parameters [1], but the relative importance of each specific parameter in demonstrating repository compliance with EPA Standard 40 CFR Part 191 has not been determined. The determination of repository compliance with the EPA standard is the responsibility of the WIPP Performance Assessment organization. This group is responsible for the development of the performance assessment model which is to be used to demonstrate whether the repository is in compliance with the EPA standard. A part of this overall repository model is the Disposal Room model which provides information regarding the response of the disposal room and, in particular, information about the porosity of the waste and the backfill at any time. Porosity is important to study because it gives estimates of how much brine could be available within the disposal room for transporting radionuclides from the repository and their rate of transport.

This memorandum documents the disposal room mechanical creep closure analyses performed in support of the engineered alternatives effort for the EATF Baseline case.
Alternative 2, and Alternative 6. The information required from these analyses are curves of room void volume as a function of time for various values of the gas generation rate. The generated curves can then be combined to produce a porosity surface for use in the repository Performance Assessment model. The next section of this memo describes the three EATF alternatives analyzed. The third section describes the numerical model used for the analyses, and the fourth section discusses the results of the analyses. The last section summarizes the results from the study.

Description of the Engineered Alternatives

EATF Baseline Case

The engineered alternatives considered for the mechanical creep closure analyses of the waste disposal rooms are defined in [2] and [3]. Each of the disposal rooms is 3.96 m high by 10.06 m wide by 91.44 m in length resulting in an initial room volume of 3644 m$^3$. The Baseline configuration calls for 6804 drums of uniformly distributed unprocessed waste in a disposal room. The corresponding volume occupied by the waste and the drums is 1663 m$^3$. With the required 0.71 m headspace between the waste and the roof, the total volume of crushed salt backfill necessary to seal the disposal room is found to be approximately 1328 m$^3$. The Baseline transuranic waste form is a combination of solid organics, solid inorganics and sludges. Solid organics account for 40 percent of the drums, solid inorganics account for 40 percent, and sludges account for the remaining 20 percent. Table 1 summarizes the data available to characterize the baseline waste. The gas generation potential and gas production rate corresponding to the Baseline case are composed of gas from two sources: anoxic corrosion and microbial activity. Reference [2] reports that the estimated gas production potential from anoxic corrosion will be 1050 moles/drum with a production rate of 1 mole/drum/year. The gas production potential from microbial activity is estimated to be at 550 moles/drum with a production rate of 1 mole/drum/year. This means that microbial activity ceases at 550 years while anoxic corrosion will continue until 1050 years after emplacement.

<table>
<thead>
<tr>
<th>Waste Form</th>
<th>Drum Count</th>
<th>Drum Weight (Kg)</th>
<th>Density (Kg/m$^3$)</th>
<th>Porosity</th>
</tr>
</thead>
<tbody>
<tr>
<td>Solid Organics</td>
<td>2722</td>
<td>77</td>
<td>380</td>
<td>0.8</td>
</tr>
<tr>
<td>Solid Inorganics</td>
<td>2722</td>
<td>102</td>
<td>900</td>
<td>0.8</td>
</tr>
<tr>
<td>Sludges</td>
<td>1360</td>
<td>211</td>
<td>1200</td>
<td>0.5</td>
</tr>
</tbody>
</table>
Alternative 2 of the EATF

Alternative 2 calls for 6680 drums per equivalent room with the waste and drums occupying 1633 m³. With the required headspace of 0.71 m, the resulting volume of crushed salt backfill is 1358 m³. The waste form consists of sludges, solid organics, and solid inorganic waste. The sludges are predominately inorganic solidified wastes combined with some form of cement-based material. The solid organics are considered combustible and include waste such as paper, plastics, etc. The solid inorganic waste consists of metals, glass and a small percentage of other non-combustible materials. For Alternative 2, the 

Table 2: Waste Form Characterization for EATF Alternative 2 [3]

<table>
<thead>
<tr>
<th>Waste Form</th>
<th>Drum Count</th>
<th>Drum Weight (Kg)</th>
<th>Density (Kg/m³)</th>
<th>Porosity</th>
</tr>
</thead>
<tbody>
<tr>
<td>Cemented Combustibles</td>
<td>2660</td>
<td>430.1</td>
<td>2510</td>
<td>0.3</td>
</tr>
<tr>
<td>Cemented Metallics</td>
<td>2660</td>
<td>490.6</td>
<td>3000</td>
<td>0.3</td>
</tr>
<tr>
<td>Cemented Sludges</td>
<td>1360</td>
<td>430.1</td>
<td>2510</td>
<td>0.3</td>
</tr>
</tbody>
</table>

sludges are cemented, the solid organics and the solid inorganics are shredded and cemented. After cementing takes place, the volume occupied by the cementing material constitutes approximately 80 percent of the total drum volume. Table 2 is a summary of the waste forms for Alternative 2. The cementing material is assumed to be Portland cement with a Youngs modulus, \( E = 3.3 \times 10^{10} \) Pa, and a shear modulus, \( \mu = 1.3 \times 10^{10} \) Pa. The gas generation potential and generation rates are defined in [3]. The potential for anoxic corrosion is 1050 moles/drum and for microbial activity the potential is 550 moles/drum. The gas production rates are dependent upon the degradation of the encapsulating cement. From the time of emplacement to 100 years, gas generation due to anoxic corrosion has a rate of 0.7 mole/drum/year with no gas generation due to microbial activity. After 100 years, both anoxic corrosion and microbial activity generate gas at a rate of 1 mole/drum/year. The contribution of the microbial activity begins at 100 years and continues for 550 years or until 650 years after emplacement. The anoxic corrosion potential is reduced by 70 moles/drum during the first 100 years with the remainder of the gas generation potential reduced to zero in 980 years or the year 1080 after emplacement.

Table 3: Waste Form Characterization for EATF Alternative 6 [3]

<table>
<thead>
<tr>
<th>Waste Form</th>
<th>Drum Count</th>
<th>Drum Weight (Kg)</th>
<th>Density (Kg/m³)</th>
<th>Porosity</th>
</tr>
</thead>
<tbody>
<tr>
<td>Vitrified Combustibles</td>
<td>210</td>
<td>528.0</td>
<td>2162</td>
<td>N/A</td>
</tr>
<tr>
<td>Metal Ingots</td>
<td>1449</td>
<td>453.0</td>
<td>2930</td>
<td>0.4</td>
</tr>
<tr>
<td>Vitrified Sludges</td>
<td>149</td>
<td>454.3</td>
<td>1858</td>
<td>N/A</td>
</tr>
</tbody>
</table>
Alternative 6 of the EATF

For EATF 6, the sludges are vitrified; the solid organics (combustibles) are incinerated and vitrified; glasses are melted and the metals are separated out, melted and disposed of as ingots. The number of drums per equivalent room for this alternative is 1808. The total volume of the waste and drums is 442 m$^3$. Again, with the required headspace of 0.71 m, the required volume of crushed salt backfill material is 2549 m$^3$. Table 3 summarizes the various waste forms for Alternative 6. The gas generation potential and gas generation rate are based on anoxic corrosion and microbial activity of the waste. The gas potential for this alternative is based solely on anoxic corrosion since the waste form is metal ingots. The corrosion potential is 1050 moles/drum at a rate of 0.7 moles/drum/year which results in a time of gas generation of 1500 years.

The total amount of gas generated in a disposal room for the Baseline case and for Alternatives 2 and 6 was specified to be based on 6804 unprocessed waste drums. A comparison of the total gas potentials for the three cases described here are plotted in Figure 1. The finite element code SANCHO [4] was modified to compute the room pressure and to apply the resulting forces to nodes on the room boundary. The gas pressure was computed from the ideal gas law based on the current free volume in the room (i.e., the volume not occupied by solids) and the total amount of gas potential available in the room. Specifically, the gas pressure $p_g$ was computed from the relationship:

$$p_g = \frac{nRT}{V_{free}}$$

![Figure 1. Comparison of Total Gas Potentials for EATF Baseline, EATF Alternative 2, and EATF Alternative 6](image-url)
\[ p_g = f \frac{NRT}{V - V_s} \]  

(EQ 1)

where \( N, R, \) and \( T \) are the mass of gas in g-moles, the universal gas constant, and the absolute temperature in \( ^\circ K \), respectively. The variables \( V \) and \( V_s \) are the current volume of the disposal room and the volume of solids in the disposal room, respectively. After each iteration in the analysis, the current room volume was calculated based on the locations of the nodes on the boundary of the storage room. The variable \( f \) is a multiplier used in the current study to scale the pressure by varying the amount of gas generation. A value of \( f = 1.0 \) corresponds to an analysis with full gas generation while a value of \( f = 0.0 \) corresponds to no internal pressure increase due to gas generation.

**Description of Numerical Model**

The two-dimensional, plane strain disposal room model utilized for the EATF analyses is shown in Figure 2. It closely follows the previous disposal room models[5,6]. The model considers the room to be one of an infinite array of disposal rooms located at the repository horizon with symmetry boundary conditions between rooms. With the additional assumption that gravitational forces do not greatly affect the material response near the

![Diagram](image_url)

*Figure 2.* Mesh Discretization and Boundary Conditions Used for the Plane Strain EATF Analyses
room [7] and the use of an all salt stratigraphy, we can employ vertical symmetry boundary conditions to reach the final quarter-symmetry model shown in the figure. The quarter-symmetry model contains 618 four-node quadrilateral elements. Both the left and right vertical boundaries of the mesh were fixed against horizontal motion, and the lower boundary of the mesh was fixed against vertical motion. A prescribed normal traction of 14.8 MPa corresponding to the overburden load at the repository horizon was applied to the upper boundary of the mesh. The intact salt was given an initial hydrostatic stress field of \( \sigma_x = \sigma_y = \sigma_z = -14.8 \) MPa where \( \sigma_x, \sigma_y, \) and \( \sigma_z \) are the stresses in the horizontal, vertical, and out-of-plane directions, respectively. The vertical extent of the mesh extends 54 m from the disposal room centerline, and the horizontal mesh dimension is 20.27 m.

The room itself is composed of material representing the waste, the crushed salt backfill, and the headspace. The various dimensions of these materials depends on the particular EATF case being analyzed. The basic quarter-symmetry room dimension is 1.98 m high by 5.03 m wide. For the Baseline Case, the volume of the waste and drums is 1663 m\(^3\) distributed along the 91.44 m length of the drift. This results in a nominal cross-section area of waste equal to 18.19 m\(^2\). We assume a width of waste storage corresponding to 9 m which results in a height of waste of 2.02 m. For the quarter-symmetry room these dimensions become a height of 1.01 m and a width of 4.5 m. The remainder of the disposal room volume was filled with crushed salt backfill which has a porosity of 0.4. The disposal room volume corresponding to the headspace, 653 m\(^3\), was discretized as though it was crushed salt and special capabilities were added to SANCHO to model this region and its response. The crushed salt material representing the headspace was modeled as a very low modulus, elastic material until the disposal room volume had decreased by 653 m\(^3\). At that point, the crushed salt backfill model was invoked for the remainder of the calculation, thus, replacing the elastic material response.

For EATF 2, the waste volume was 1633 m\(^3\) distributed along the length of the drift. The nominal cross-section area of waste is 17.86 m\(^2\) which results in a height of 1.98 m for a width of 9 m of waste storage. For the quarter-symmetry room these dimensions are 0.99 m high by 4.5 m in width. The remainder of the volume was assumed to be crushed salt backfill. As for the Baseline case, the headspace was treated as a low modulus elastic material until the room volume had decreased by 653 m\(^3\) when the crushed salt backfill model was invoked.

EATF 6 has a waste volume of 442 m\(^3\) distributed along the length of the drift. This results in a nominal waste area cross-section of 4.83 m\(^2\). For the assumed width of 9 m, the resulting height of waste is 0.54 m. The quarter-symmetry model assumes a width of 4.5 m and a height of 0.27 m. It was felt that the minimal dimensions of this waste form would not be significant in the calculation of EATF 6 so the entire cross-section of the disposal room was assumed to be filled with crushed salt.
The elastic-secondary creep constitutive model described by Krieg [8] was used for the intact salt. The model can be decomposed into an elastic volumetric part, Equation 2, and a deviatoric part, which is defined in Equation 3. In Equation 3, $s_{ij}$ is the deviatoric stress defined as $s_{ij} = \sigma_{ij} - \frac{\sigma_{kk}}{3}$ and $e_{ij}$ is the deviatoric strain defined by $e_{ij} = e_{ij} - \frac{\varepsilon_{kk}}{3}$. The material parameters $K, G, A, n, Q, R, T$ appearing in Equations 2 and 3 are bulk modulus, shear modulus, material creep constant, creep exponent, activation energy, universal gas constant, and absolute temperature in °K, respectively. The values of the shear and bulk moduli used in the current work were obtained by dividing the values given by Krieg [8] by a factor of 12.5. This artificial reduction in the moduli has been shown to produce good agreement between computed and in-situ closures [9] when an all salt stratigraphy is used to model the salt formation. The material constants are shown in Table 4.

**Table 4: Material Constants Used With the Elastic/Secondary Creep Model**

<table>
<thead>
<tr>
<th>PARAMETER</th>
<th>VALUE</th>
</tr>
</thead>
<tbody>
<tr>
<td>G</td>
<td>992. MPa</td>
</tr>
<tr>
<td>K</td>
<td>1656 MPa</td>
</tr>
<tr>
<td>A</td>
<td>$5.79 \times 10^{-36}$ Pa m$^{4.9}$ sec$^{-1}$</td>
</tr>
<tr>
<td>n</td>
<td>4.9</td>
</tr>
<tr>
<td>$Q/(RT)$</td>
<td>20.13</td>
</tr>
</tbody>
</table>

The material models and constants used for the waste and crushed salt backfill were identical to those used in earlier studies [5,6]. The crushed salt backfill model was developed by Sjaardema and Krieg [10] based on data from creep-consolidation experiments on crushed salt. In this material model, creep is included in both the volumetric and the deviatoric response. The form of the model, shown in Equations 4 through 7, is such that the mechanical response of the crushed salt becomes identical to that of the intact salt as the density of the backfill approaches the density of the intact salt. The variables in Equations 4 through 7 not previously defined are material constants $B_0$ and $B_1$ obtained

$$G = G_0 exp \left( G_1 \rho \right)$$  \hspace{1cm} (EQ 4)

$$K = K_0 exp \left( K_1 \rho \right)$$  \hspace{1cm} (EQ 5)
\[ \dot{s}_{ij} = 2G \dot{e}_j - 2GA \left( \frac{\rho_{\text{intact}}}{\rho} \right)^n \exp \left( \frac{Q}{RT} \right) \left( \frac{\rho}{\rho_{\text{intact}}} \right)^{n-1} \frac{s_{ij}}{s_{kl}} \]  

(EQ 6)

\[ \dot{\rho}_{\text{creep}} = B_0 \left( \exp (B_1 p) - 1 \right) \exp (A p) \]  

(EQ 7)

from the creep consolidation experiments and the density \( \rho \) computed from the equation:

\[ \rho = \rho_0 \exp \left( \int_{t_0}^{t} \dot{\epsilon}_v \, dt \right) \]  

(EQ 8)

where \( \rho_0 \) is the density at time \( t_0 \). The intact density of the salt appears in Equation 6 as \( \rho_{\text{intact}} \). The elastic moduli are assumed to depend on the density of the backfill through the relationships shown in Equations 4 and 5. The constants \( K_0 \) and \( K_1 \) were determined by using the least squares method to fit the modulus data to the function in Equation 4. In the fit, the function was constrained so that the bulk modulus of the crushed salt was equal to the bulk modulus of the intact salt when the crushed salt was fully compacted. No

**Table 5: Material Constants Used With the Crushed Salt Backfill Model**

<table>
<thead>
<tr>
<th>PARAMETER</th>
<th>VALUE</th>
</tr>
</thead>
<tbody>
<tr>
<td>( G_0 )</td>
<td>864 Pa</td>
</tr>
<tr>
<td>( G_1 )</td>
<td>( 6.53 \times 10^{-3} ) m (^3)/kg</td>
</tr>
<tr>
<td>( K_0 )</td>
<td>( 1.41 \times 10^3 ) Pa</td>
</tr>
<tr>
<td>( K_1 )</td>
<td>( 6.53 \times 10^{-3} ) m (^3)/kg</td>
</tr>
<tr>
<td>( A_c )</td>
<td>( 5.79 \times 10^{-36} ) Pa(^{-4.9}) sec(^{-1})</td>
</tr>
<tr>
<td>( n )</td>
<td>4.9</td>
</tr>
<tr>
<td>( Q/RT )</td>
<td>20.13</td>
</tr>
<tr>
<td>( A )</td>
<td>( -17.3 \times 10^{-3} ) m (^3)/kg</td>
</tr>
<tr>
<td>( B_0 )</td>
<td>( 1.3 \times 10^8 ) kg (m (^3) sec(^{-1})) (^{-1})</td>
</tr>
<tr>
<td>( B_1 )</td>
<td>( 0.82 \times 10^{-6} ) Pa(^{-1})</td>
</tr>
</tbody>
</table>

experiments have been conducted to determine how the shear modulus varies with density, so the shear modulus was assumed to vary according to the same exponential form as the bulk modulus. The constant \( G_0 \) was selected so that the shear modulus for the crushed salt was equal to that of the intact salt when the crushed salt was fully consolidated, and the constant \( G_1 \) was assumed to be the same as \( K_1 \). Because the shear and bulk moduli of the
intact salt were divided by 12.5, G₀ and K₀ were divided by the same factor. Table 5 lists the values of the creep constants and elastic constants used for the backfill material.

The stress-strain behavior of the waste was represented by a volumetric plasticity model [4] with a piecewise linear function defining the relationship between the mean stress and the volumetric strain. Compaction experiments on simulated waste were used to develop this relationship. The deviatoric response of the waste material has not been characterized. It is anticipated that when a drum filled with loosely compacted waste is compressed axially, the drum will not undergo significant lateral expansion until most of the void space inside the drum has been eliminated.

For the volumetric plasticity model, the yield surface in principal stress space is a surface of revolution with its axis centered about the hydrostat and the open end pointing into the compression direction. The open end is capped with a plane which is at right angles to the hydrostat. The deviatoric part is elastic-perfectly plastic so the surface of revolution is stationary in stress space. The volumetric part has variable strain hardening so the end plane moves outward during volumetric yielding. The volumetric hardening is defined by a set of pressure-volumetric strain relations. A flow rule is used such that deviatoric strains produce no volume change (associated flow). The model is best broken into volumetric and deviatoric parts with the deviatoric part resembling conventional plasticity. The volumetric yield function is a product of two functions describing the surface of revolution and the plane normal to the pressure axis. These are given by

\[
\phi_s = \frac{1}{2} s_{ij} s_{ij} - (a_0 + a_1 p + a_2 p^2) \quad \text{(EQ 9)}
\]

\[
\phi_p = p - g(e_v) \quad \text{(EQ 10)}
\]

where a₀, a₁, a₂ are constants defining the yield surface, p is the pressure, and eᵥ is the volume strain. The form of g is defined in this problem by a set of piecewise linear segments relating pressure-volume strain. Table 6 lists the pressure-volumetric strain data

**Table 6: Pressure-Volumetric Strain Data Used in the Volumetric Plasticity Model for the Waste Drums**

<table>
<thead>
<tr>
<th>PRESSURE (MPa)</th>
<th>ln(ρ/ρ₀)</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.028</td>
<td>0.032</td>
</tr>
<tr>
<td>0.733</td>
<td>0.741</td>
</tr>
<tr>
<td>1.133</td>
<td>0.898</td>
</tr>
<tr>
<td>1.667</td>
<td>1.029</td>
</tr>
<tr>
<td>2.800</td>
<td>1.180</td>
</tr>
<tr>
<td>10.17</td>
<td>1.536</td>
</tr>
</tbody>
</table>
Figure 3. Curve of the Pressure-Bulk Strain Input to the Volumetric Plasticity Model Used to Model the Waste Drums used for the waste drum model and the data is plotted in Figure 3. The elastic material parameters and constants defining the yield surface are given in Table 7.

Table 7: Material Constants Used With the Volumetric Plasticity Model for the Waste

<table>
<thead>
<tr>
<th>PARAMETER</th>
<th>VALUE</th>
</tr>
</thead>
<tbody>
<tr>
<td>G</td>
<td>333 MPa</td>
</tr>
<tr>
<td>K</td>
<td>222 MPa</td>
</tr>
<tr>
<td>a₀</td>
<td>0.</td>
</tr>
<tr>
<td>a₁</td>
<td>0.</td>
</tr>
<tr>
<td>a₂</td>
<td>3.</td>
</tr>
</tbody>
</table>

The calculations were run for a simulation period of 2000 years following excavation with a time step of 0.025 years. During the analysis it was necessary to monitor the room volumetric behavior and assess whether the waste and backfill within the room should be deleted from the problem. Because of the gas pressure, closure of the room stops and the room volume begins to increase with increasing gas pressure. In the event of room expansion, it is believed that the walls of the room would separate from the room contents. At the point in time when the room begins to expand, the elements representing the waste
and backfill were deleted so that they would not resist expansion of the room. The process of deleting the room contents was found to be a sensitive modeling parameter. If the room contents were deleted too early, then the room would experience a sudden decrease in void volume, but if the contents were deleted too late, then the final void volume could be in error. Several computer runs were generally required for each EATF Alternative to establish the appropriate deletion time. However, some effects of deletion time were still observed in the porosity surfaces. These will be discussed in the results section.

Results of the Analyses

**EATF Baseline Case**

The initial effective porosity of the disposal room can be determined from the volume of solids associated with the waste and the crushed salt. The initial porosity of the crushed salt is defined to be 0.4 [5] while the porosity of the waste can be calculated from a drum weighted average involving the solid organics (2722 drums, porosity = 0.8), the solid inorganics (2722 drums, porosity = 0.8), and the sludge (1360 drums, porosity = 0.5) which results in a waste porosity of 0.74. Combining the volume of crushed salt (1328 m$^3$) with the volume of waste and drums (1663 m$^3$) and their respective porosities results in a solid volume of 1229 m$^3$. From the solid volume of 1229 m$^3$ and the total room volume of 3644 m$^3$, an effective room porosity of 0.6626 can be calculated. This initial porosity value can be seen as the starting point in Figure 4 which is a plot of room porosity as a function of time for various rates of gas generation. Recall that the variable $f$ is a multiplier applied to the ideal gas law as defined in Equation 1. The room porosity is seen to decrease from the initial value until the gas generation rate has produced enough gas and, therefore, internal pressure to reduce the room closure rate and begin to increase the room volume. The minimum room porosity is reached by 200 years. The limiting $f = 0.0$ case results in a minimum porosity value of 0.22. For all values of the multiplier, a steady state porosity value has been achieved by 2000 years.

Figure 5 and Figure 6 show the vertical and horizontal closures, respectively, for the disposal room. These closure values are nodal displacement values from the quarter symmetry model multiplied by a factor of 2.0 to reflect estimates of the total closure for the room. These plots clearly show the perturbations in the solution generated by deleting the waste and backfill material. These disturbances are local to the time of material deletion and quickly damp out. Effects on the long term solution have been determined to be minimal. It is interesting to note that the horizontal and vertical closure curves are similar in shape and magnitude for each value of $f$. No decrease in room closure is observed for values of $f$ below 0.2. Figure 7 shows the magnitude of gas pressure produced for each value of $f$. The lithostatic stress level is 14.8 MPa, and this level is exceeded for values of $f$ above 0.4.
Figure 4. Disposal Room Porosity History for the EATF Baseline Case. Each Curve Represents a Different Gas Generation Rate Through the Multiplier $f$.

Figure 5. Vertical Closure History for the EATF Baseline Case. Each Curve Represents a Different Gas Generation Rate Through the Multiplier $f$. 
Figure 6. Horizontal Closure History for the EATF Baseline Case. Each Curve Represents a Different Gas Generation Rate Through the Multiplier $f$.

Figure 7. Disposal Room Gas Pressure History for the EATF Baseline Case. Each Curve Represents a Different Gas Generation Rate Through the Multiplier $f$. 
EATF Alternative 2 Case

Recall that for EATF Alternative 2 that the waste is cemented, and therefore there is a limiting value of room porosity which is related to the porosity of the cemented material. Figure 8 shows the porosity as a function of time for various values of $f$. The initial effective porosity has been calculated to be 0.4627, and that value is seen to be the starting point for each calculation. The figure clearly shows that for lower values of $f$, the room porosity reaches a minimum value and does not increase for the duration of the analysis. For values of $f$ greater than or equal to 0.4, the porosity begins to increase during the period between 200 and 300 years. A minimum porosity of 0.22 is achieved. Plots of vertical and horizontal closure histories are shown in Figure 9 and Figure 10, respectively. A maximum limit on the closures is observed due to the presence of the rigid cemented block of waste. As in the Baseline analysis, the effects of the material deletion can be seen in the plotted results. Closure histories are clearly affected by the increasing gas pressure. The vertical closure $f = 1.0$ case shows that the room expands back to its original dimension due to the gas pressure. The gas pressure histories are shown in Figure 11. Breakpoints which were used for defining the various gas generation rates can be clearly seen.

EATF Alternative 6 Case

In Alternative 6, the combustible waste is burned, and the metals are separated and stored as ingots. The volume of waste for this case is small, and the model assumed that the
Figure 9. Vertical Closure History for the EATF Alternative 2. Each Curve Represents a Different Gas Generation Rate Through the Multiplier $f$.

Figure 10. Horizontal Closure History for the EATF Alternative 2. Each Curve Represents a Different Gas Generation Rate Through the Multiplier $f$. 
disposal room volume was filled completely with crushed salt except for the headspace. The initial effective porosity has been calculated to be 0.5075, and that value is seen to be the starting point for each calculation. Figure 12 shows the porosity histories for the various gas generation rates. When there is no gas generation, the crushed salt compacts to a very low porosity within 100 years. The crushed salt waste does compact to a low porosity (below 0.10) for all of the gas generation rates analyzed. Some increase in porosity is observed for all of the non-zero multiplier values with a steady state value reached by 2000 years. The vertical and horizontal closure histories, shown in Figure 13 and Figure 14, respectively, show maximum closure associated with the analyses with lower gas pressures. Reopening of the disposal room occurs to some extent for all of the non-zero pressure values. The largest effect of reopening occurs for the maximum pressure case ($f = 1.0$). Figure 15 shows the plotted gas pressure histories. The peak pressure is reached at 1500 years when the maximum gas potential is reached. The room pressure drops due to the increased volume associated with reopening of the disposal room.

**Summary of Results**

Calculations of the mechanical creep closure response of the Baseline and Alternatives 2 and 6 of the EATF have been performed to allow three-dimensional porosity surfaces of the disposal room to be constructed for WIPP Performance Assessment activities. Data supplied to F. T. Mendenhall consisted of porosity histories for various gas generation rates for a period of 2000 years following excavation. Closure results from the calculations show
Figure 12. Disposal Room Porosity History for the EATF Alternative 6. Each Curve Represents a Different Gas Generation Rate Through the Multiplier $f$.

Figure 13. Vertical Closure History for the EATF Alternative 6. Each Curve Represents a Different Gas Generation Rate Through the Multiplier $f$. 
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Figure 14. Horizontal Closure History for the EATF Alternative 6. Each Curve Represents a Different Gas Generation Rate Through the Multiplier $f$.

Figure 15. Disposal Room Gas Pressure History for the EATF Alternative 6. Each Curve represents a Different Gas Generation Rate Through the Multiplier $f$. 
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rapid closure of the disposal room occurring during the first 100 years following excavation. Depending upon the gas generation rate, the disposal room would then begin to experience an increase in porosity due to the action of the internally generated pressure acting on the room boundaries. In almost all cases, steady state response was achieved within 2000 years.
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Executive Summary

Creep closure analyses of a WIPP disposal room have been performed, using the finite element code SANTOS, for comparison to earlier calculations using SANCHO. SANTOS, which is currently being developed in Department 1561 for WIPP disposal room applications, contains state-of-the-art finite element technology and makes extensive use of vector processing on the CRAY computer to achieve large increases in speed over conventional finite element codes. SANTOS should eventually replace SANCHO for performing disposal room calculations and therefore, it must be demonstrated that SANTOS meets all of the code qualification criteria. The Baseline disposal room design analyzed previously served as the benchmark for these comparisons. The additional physics and modeling capabilities built into SANTOS allow the analyst to make fewer assumptions regarding the disposal room model than in the earlier SANCHO calculations. An additional capability to model single phase, fully saturated, porous flow in a deforming medium has been incorporated within SANTOS to allow for coupled structural/porous flow solutions. This capability is also demonstrated using the Baseline disposal room configuration.

Introduction

This memorandum documents predicted mechanical creep closure of a WIPP disposal room containing waste, in the form of drums, and salt backfill material using the SANTOS [1] finite element code. The waste drums and backfill material compact due to creep closure of the room, but the rate of room closure is slowed by the resistance of the compacting room contents. Over time, the waste and waste drums stored in the room are assumed to decompose and generate gas which acts upon the surfaces of the room and affects the rate of room closure. These effects are all part of the disposal room model which is being used to assist in demonstrating repository compliance with all federal and state regulations. The disposal room analyses presented here correspond to the Baseline room model [2] with internal gas generation. Typical information required from disposal room analyses are curves of room void volume as a function of time for specific fractions (£) of the gas.
The finite element code SANTOS is being developed to extend our ability to analyze complex disposal room problems. The code employs state-of-the-art large strain, finite element technology coupled with extensive code vectorization to achieve large increases in speed over conventional finite element codes. The code is based on the transient dynamic code PRONTO2D [3] and employs a self-adaptive, dynamic relaxation solution scheme to achieve quasistatic solutions. The code has been previously benchmarked for use in WIPP drift analyses [4]. Since that time it has been used as an analysis tool for other WIPP applications [5] and it is currently being proposed that SANTOS replace SANCHO as the code of choice for disposal room calculations. The code has an improved contact surface detection algorithm which is necessary for performing disposal room analyses. This is an enhancement in capability over the contact detection algorithm found in SANCHO[6]. It allows the gap between the crushed salt backfill and the roof to be explicitly modeled rather than being lumped into the crushed salt backfill model. Perhaps the most distinguishing feature of SANTOS is the unique capability to perform coupled structural/hydrological analyses for single phase, fully saturated, porous flow. The coupling of the solutions is through the compression/dilatation of the salt due to changes in the mean stress and through the large geometry changes in the salt surrounding the disposal room. This capability allows the analyst to monitor the amount of brine inflow into the disposal room over time.

In this memo several different analyses are presented to document the capabilities of SANTOS for addressing disposal room problems. A direct comparison with SANCHO results will serve to qualify SANTOS for performing disposal room calculations. Several additional calculations are presented which look at modeling of the gap between the crushed salt and roof and how the final room porosity changes with the modeling assumptions. A final analysis is presented which addresses the question of brine inflow into the disposal room.

The next section of this memo describes the Baseline design analyzed. The third section describes the numerical models used for the analyses, and the fourth section discusses the results of the analyses and compares them to previous solutions obtained with SANCHO. The last section summarizes the results from the study.

**Description of the Baseline Design**

The Baseline design, defined in [2], calls for 6804 drums of uniformly distributed unprocessed waste to be stored in a disposal room. Each of the rectangular disposal rooms is 3.96 m high by 10.06 m wide by 91.44 m in length resulting in an initial room volume of 3644 m$^3$. The corresponding volume occupied by the waste and the drums is 1663 m$^3$. With the required 0.71 m headspace between the waste and the roof, the total volume of crushed salt backfill necessary to fill the disposal room is approximately 1328 m$^3$. The Baseline transuranic waste form is a combination of solid organics, solid inorganics, and sludges.
Solid organics account for 40 percent of the drums, solid inorganics account for 40 percent, and sludges account for the remaining 20 percent. Table 1 summarizes the data available to characterize the baseline waste. The gas generation potential and gas production rate corresponding to the Baseline case are composed of gas from two sources: anoxic corrosion and microbial activity. Reference [2] reports that the estimated gas production potential from anoxic corrosion will be 1050 moles/drum with a production rate of 1 mole/drum/year. The gas production potential from microbial activity is estimated to be 550 moles/drum with a production rate of 1 mole/drum/year. This means that microbial activity ceases at 550 years while anoxic corrosion will continue until 1050 years after emplacement.

Table 1: Waste Form Characterization for the Baseline Design [2]

<table>
<thead>
<tr>
<th>Waste Form</th>
<th>Drum Count</th>
<th>Drum Weight (Kg)</th>
<th>Density (Kg/m³)</th>
<th>Porosity</th>
</tr>
</thead>
<tbody>
<tr>
<td>Solid Organics</td>
<td>2722</td>
<td>77</td>
<td>380</td>
<td>0.8</td>
</tr>
<tr>
<td>Solid Inorganics</td>
<td>2722</td>
<td>102</td>
<td>900</td>
<td>0.8</td>
</tr>
<tr>
<td>Sludges</td>
<td>1360</td>
<td>211</td>
<td>1200</td>
<td>0.5</td>
</tr>
</tbody>
</table>

The total amount of gas generated in a disposal room for the Baseline case was specified to be based on 6804 unprocessed waste drums per room. The total gas potential for the Baseline case described here is plotted in Figure 1. The finite element code is able to compute the room pressure and to apply the resulting forces to nodes on the room boundary.

Figure 1. History of the Total Gas Potential for the Baseline Design (f = 1.0).
The gas pressure was computed from the ideal gas law based on the current free volume in the room (i.e., the volume not occupied by solids) and the total amount of gas potential available in the room. Specifically, the gas pressure $p_g$ was computed from the relationship:

$$p_g = f \frac{NRT}{V - V_s}$$

where $N$, $R$, and $T$ are the mass of gas in g-moles, the universal gas constant, and the absolute temperature in °K, respectively. The variables $V$ and $V_s$ are the current volume of the disposal room and the volume of solids in the disposal room, respectively. After each step in the analysis, the current room volume was calculated based on the locations of the nodes on the boundary of the disposal room. The variable $f$ is a multiplier used to scale the pressure by varying the amount of gas generation. A value of $f = 1.0$ corresponds to an analysis with full gas generation while a value of $f = 0.0$ corresponds to no internal pressure increase due to gas generation. All subsequent gas generation and pressure calculations were based on this gas potential.

**Description of Numerical Models**

Four two-dimensional, plane strain disposal room models were utilized for the series of Baseline analyses described in this memo. The first model, called the Reference Model, is the same model used with SANCHO to perform the analyses described in [7]. The second model is the Reference Model With Contact Surfaces which is similar to the Reference Model, but introduces frictionless contact surfaces between the crushed salt backfill and the disposal room surfaces. The third model is called the Revised Model With Contact Surfaces. This model explicitly models the headspace or air gap between the crushed salt backfill and the roof. Frictionless contact surfaces are used between the crushed salt backfill and the disposal room surfaces. The final model is the Coupled Structural/Porous Flow Model which is identical to the Revised Model With Contact Surfaces and includes brine inflow and gas generation in the disposal room.

The models are patterned after previous disposal room models[8,9]. Each model considers the room to be one of an infinite array of disposal rooms located at the repository horizon with symmetry boundary conditions between rooms. With the additional assumption that gravitational forces do not greatly affect the material response near the room [10] and the use of an all salt stratigraphy, vertical symmetry boundary conditions can be used to obtain the final quarter-symmetry model shown in Figure 2. Both the left and right vertical boundaries of the mesh are fixed against horizontal motion, and the lower boundary of the mesh is fixed against vertical motion. A prescribed normal traction of 14.8 MPa corresponding to the overburden load at the repository horizon was applied to the upper boundary of the mesh. The intact salt is given an initial hydrostatic stress field of $\sigma_x = \sigma_y = \sigma_z = -14.8$ MPa where $\sigma_x$, $\sigma_y$, and $\sigma_z$ are the stresses in the horizontal,
vertical, and out-of-plane directions, respectively. The vertical extent of the mesh extends 54 m from the disposal room centerline, and the horizontal mesh dimension is 20.27 m.

The mesh discretization of the disposal room and surrounding salt is different for each model. The Reference Model, with the disposal room discretization shown in Figure 3, contains 664 nodes and 618 four node quadrilateral elements. The Reference Model With Contact Surfaces, shown in Figure 4, contains 1194 nodes and 1093 elements. The Revised Model With Contact Surfaces and the Coupled Structural/Porous Flow model both contain 1048 nodes and 952 elements. The mesh discretization of the disposal room contents and surrounding salt for these models is shown in Figure 5.

The room itself is composed of material representing the waste, the crushed salt backfill, and for some models, the gap or headspace between the crushed salt and roof. The basic quarter-symmetry room dimensions are 1.98 m high by 5.03 m wide. For the Baseline case, the volume of the waste and drums is 1663 m³ distributed along the 91.44 m length of the drift. This results in a nominal cross-section area of waste equal to 18.19 m². We assume a width of waste storage corresponding to 9 m which results in a height of waste of 2.02 m. For the quarter-symmetry room these dimensions become a height of 1.01 m and a width of 4.5 m. The remainder of the disposal room volume was filled with crushed salt backfill, which has a porosity of 0.4, within 0.35 m of the roof. The disposal room volume
Figure 3. Local Discretization in the Vicinity of the Disposal Room for the Reference Model

Figure 4. Local Discretization in the Vicinity of the Disposal Room for the Reference Model With Contact Surfaces
corresponding to the headspace gap (653 m$^3$) was discretized as though it were crushed salt for the Reference Model analyses. These calculations assume that the headspace was a part of the crushed salt backfill which means that the crushed salt begins to compact from the first time step. There is no low modulus elastic response as in some previous calculations[7] to simulate the behavior of the headspace. The Revised Model and the Coupled Structural/Porous Flow model both explicitly model the headspace gap. Contact surfaces are assumed to exist between the crushed salt backfill and the surfaces of the disposal room. The contact surface allows frictionless sliding between the roof and crushed salt and it allows the roof and sidewall to separate from the crushed salt if the generated gas pressure is sufficient.

The elastic-secondary creep constitutive model described by Krieg [11] was used for the intact salt. The model can be decomposed into an elastic volumetric part, defined in Equation 2, and a deviatoric part, which is defined in Equation 3. In Equation 3, $s_{ij}$ is the deviatoric stress defined as $s_{ij} = \sigma_{ij} - \frac{\sigma_{kk}}{3}$, and $e_{ij}$ is the deviatoric strain defined by

$$e_{ij} = \varepsilon_{ij} - \frac{\varepsilon_{kk}}{3}.$$  

The material parameters $K, G, A, n, Q, R, \text{ and } T$ appearing in Equations 2 and 3 are the bulk modulus, shear modulus, material creep constant, creep exponent, activation energy, universal gas

$$\varepsilon_{kk} = -\frac{\sigma_{kk}}{3K}$$ (EQ 2)
\[ \dot{s}_{ij} = 2G\dot{e}_{ij} - 2GA\exp\left(\frac{Q}{RT}\right)(s_{kl}s_{kl})^{\frac{(n-1)}{2}}s_{ij} \]  

\text{(EQ 3)}

constant, and absolute temperature in \(^\circ\text{K}\), respectively. The values of the shear and bulk moduli used in the current work were obtained by dividing the values given by Krieg [11] by a factor of 12.5. This artificial reduction in the moduli has been shown to produce good agreement between computed and in-situ closures [12] when an all salt stratigraphy is used to model the salt formation. The material constants are listed in Table 2.

Table 2: Material Constants Used With the Elastic/Secondary Creep Model

<table>
<thead>
<tr>
<th>PARAMETER</th>
<th>VALUE</th>
</tr>
</thead>
<tbody>
<tr>
<td>G</td>
<td>992. MPa</td>
</tr>
<tr>
<td>K</td>
<td>1656 MPa</td>
</tr>
<tr>
<td>A</td>
<td>(5.79 \times 10^{-36} \text{ Pa}^{-4.9}\text{sec}^{-1})</td>
</tr>
<tr>
<td>n</td>
<td>4.9</td>
</tr>
<tr>
<td>(Q/ (RT))</td>
<td>20.13</td>
</tr>
</tbody>
</table>

The material models and constants used for the waste and crushed salt backfill were identical to those used in earlier studies [8,9]. The crushed salt backfill model was developed by Sjaardema and Krieg [13] based on data from creep-consolidation experiments on crushed salt. In this material model, creep is included in both the volumetric and the deviatoric response. The form of the model, shown in Equations 4 through 7, is such that the mechanical response of the crushed salt becomes identical to that of the intact salt as the density of the backfill approaches the density of the intact salt. The variables in Equations 4 through 7 not previously defined are material constants \(B_0\) and \(B_1\) obtained from the creep consolidation experiments and the density \(\rho\) computed from the equation:

\[ \rho = \rho_0\exp\left(\int_{t_0}^{t} \dot{\epsilon}_s dt\right) \]  

\text{(EQ 8)}
where \( \rho_0 \) is the density at time \( t_0 \). The intact density of the salt appears in Equation 6 as \( \rho_{\text{intact}} \). The elastic moduli are assumed to depend on the density of the backfill through the relationships shown in Equations 4 and 5. The constants \( K_0 \) and \( K_1 \) were determined by using the least squares method to fit the modulus data to the function in Equation 4. In the fit, the function was constrained so that the bulk modulus of the crushed salt was equal to the bulk modulus of the intact salt when the crushed salt was fully compacted. No experiments have been conducted to determine how the shear modulus varies with density, so the shear modulus was assumed to vary according to the same exponential form as the bulk modulus. The constant \( G_0 \) was selected so that the shear modulus for the crushed salt was equal to that of the intact salt when the crushed salt was fully consolidated, and the constant \( G_1 \) was assumed to be the same as \( K_1 \). Because the shear and bulk moduli of the intact salt were divided by 12.5, \( G_0 \) and \( K_0 \) were divided by the same factor. Table 3 lists the values of the creep constants and elastic constants used for the backfill material.

The stress-strain behavior of the waste was represented by a volumetric plasticity model [6] with a piecewise linear function defining the relationship between the mean stress and the volumetric strain. Compaction experiments on simulated waste were used to develop this relationship. The deviatoric response of the waste material has not been characterized. It is anticipated that when a drum filled with loosely compacted waste is compressed axially, the drum will not undergo significant lateral expansion until most of the void space inside the drum has been eliminated.

**Table 3: Material Constants Used With the Crushed Salt Backfill Model**

<table>
<thead>
<tr>
<th>PARAMETER</th>
<th>VALUE</th>
</tr>
</thead>
<tbody>
<tr>
<td>( G_0 )</td>
<td>848 Pa</td>
</tr>
<tr>
<td>( G_1 )</td>
<td>( 6.53 \times 10^{-3} ) m(^3)/kg</td>
</tr>
<tr>
<td>( K_0 )</td>
<td>( 1.408 \times 10^5 ) Pa</td>
</tr>
<tr>
<td>( K_1 )</td>
<td>( 6.53 \times 10^{-3} ) m(^3)/kg</td>
</tr>
<tr>
<td>( A_c )</td>
<td>( 5.79 \times 10^{-36} ) Pa(^{-4.9}) sec(^{-1})</td>
</tr>
<tr>
<td>( n )</td>
<td>4.9</td>
</tr>
<tr>
<td>( Q/RT )</td>
<td>20.13</td>
</tr>
<tr>
<td>( A )</td>
<td>( -17.3 \times 10^{-3} ) m(^3)/kg</td>
</tr>
<tr>
<td>( B_0 )</td>
<td>( 1.3 \times 10^8 ) kg (m(^3) sec(^{-1}))(^{-1})</td>
</tr>
<tr>
<td>( B_1 )</td>
<td>( 0.82 \times 10^{-6} ) Pa(^{-1})</td>
</tr>
</tbody>
</table>

For the volumetric plasticity model, the yield surface in principal stress space is a surface of revolution with its axis centered about the hydrostatic and the open end pointing into the compression direction. The open end is capped with a plane which is at right angles to the...
hydrostat. The deviatoric part is elastic-perfectly plastic so the surface of revolution is stationary in stress space. The volumetric part has variable strain hardening so the end plane moves outward during volumetric yielding. The volumetric hardening is defined by a set of pressure-volumetric strain relations. A flow rule is used such that deviatoric strains produce no volume change (associated flow). The model is best broken into volumetric and deviatoric parts with the deviatoric part resembling conventional plasticity. The volumetric yield function is a product of two functions, $\phi_s$ and $\phi_p$, describing the surface of revolution and the plane normal to the pressure axis, respectively. These are given by

$$\phi_s = \bar{\sigma} - (a_0 + a_1 p + a_2 p^2)$$

$$\phi_p = p - g(e_v)$$

where $a_0$, $a_1$, $a_2$ are constants defining the deviatoric yield surface, $p$ is the pressure, and $e_v$ is the volume strain. The effective stress, $\bar{\sigma}$, is defined as $\sqrt{\frac{3}{2}} \sigma_{ij} \sigma_{ij}$ where $\sigma_{ij}$ has been defined previously as the deviatoric stress. This definition of the yield function is different from the definition used in SANCHO which used $\frac{1}{2} \sigma_{ij} \sigma_{ij}$ instead of $\bar{\sigma}$. This change in definition results in a change in the values of the constants $a_0$, $a_1$, and $a_2$. The form of $g$ is defined in this problem by a set of piecewise linear segments relating pressure-volume strain. Table 4 lists the pressure-volumetric strain data used for the waste drum model and the data is plotted in Figure 6. The elastic material parameters and constants defining the yield surface are given in Table 5.

Table 4: Pressure-Volumetric Strain Data Used in the Volumetric Plasticity Model for the Waste Drums

<table>
<thead>
<tr>
<th>PRESSURE (MPa)</th>
<th>ln($\rho/\rho_0$)</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.028</td>
<td>0.032</td>
</tr>
<tr>
<td>0.733</td>
<td>0.741</td>
</tr>
<tr>
<td>1.133</td>
<td>0.898</td>
</tr>
<tr>
<td>1.667</td>
<td>1.029</td>
</tr>
<tr>
<td>2.800</td>
<td>1.180</td>
</tr>
<tr>
<td>10.17</td>
<td>1.536</td>
</tr>
</tbody>
</table>

The fundamental equation governing the coupling between the structural response of the salt and the flow of brine in a fully-saturated porous medium is given in Equation (11). The coupling is primarily through the compression/dilatation rate of the salt but the formulation does include the effects of changing geometry associated with the deforming salt medium surrounding the disposal room.
The time derivative of the pressure in the classical, linear theory is replaced in the more general model with the convected derivative, following the motion of the solid material. This is critical in order to compute the brine flux relative to the creep of the salt and is convenient in the Lagrangian scheme employed in SANTOS. The complete development of this equation for a single phase, fluid saturated, porous medium is discussed in [14].

The variable $C$ is the capacitance defined by

$$C = \frac{1}{K} (1 - \frac{K}{K_s}) + \frac{\phi}{K_f} \left( 1 - \frac{K_f}{K_s} \right)$$  \hspace{1cm} (EQ 12)

where $K, K_s, K_f$ are the drained bulk modulus, the solid bulk modulus, and the fluid bulk modulus, respectively. The variables $\phi, p, \kappa, \mu$ are the porosity, pore pressure, permeability, and fluid viscosity, respectively. The term on the right-hand-side (RHS) of Equation (11) is the forcing term where the coefficient $B$ is defined by

$$B = \frac{1}{K} (1 - \frac{K}{K_s})$$  \hspace{1cm} (EQ 13)

![Figure 6](image.png)

Figure 6. Curve of the Pressure-Bulk Strain Input to the Volumetric Plasticity Model Used to Model the Waste Drums
and the variable $\sigma$ is defined as $\sigma_{kk}/3$. The RHS term is a source/sink term which reflects changes in the mean stress rate. For example, if the mean stress rate is relaxing (i.e., compression decreasing in magnitude), $-\frac{d}{dt}\sigma < 0$, the salt tends to dilate, creating a sink for the fluid pressure. It should be emphasized that the form of Equation (11) is very much dependent upon the particular choice of constitutive model for the volumetric deformation of the salt. The constitutive model presented here describes a material that responds volumetrically as a linearly elastic solid.

Table 5: SANTOS Material Constants Used With the Volumetric Plasticity Model for the Waste

<table>
<thead>
<tr>
<th>PARAMETER</th>
<th>VALUE</th>
</tr>
</thead>
<tbody>
<tr>
<td>$G$</td>
<td>333 MPa</td>
</tr>
<tr>
<td>$K$</td>
<td>222 MPa</td>
</tr>
<tr>
<td>$a_0$</td>
<td>1.0 MPa</td>
</tr>
<tr>
<td>$a_1$</td>
<td>3.</td>
</tr>
<tr>
<td>$a_2$</td>
<td>0.</td>
</tr>
</tbody>
</table>

The coupled structural/porous flow problem definition and geometry are similar to the Baseline design calculation except for the location of the top boundary 200 m from the disposal room to represent far field behavior. Any additional differences lie with the specification of the fluid flow portion of the problem. The initial pore pressure distribution is calculated from the expression

$$p (x, t) = -B \frac{\sigma_{kk}}{3} (x, t)$$

where the mean stress is evaluated from the initial elastic response upon introducing the disposal room. It is based on the fact that upon mining, the state of stress changes immediately but the change in fluid content is initially zero. The boundary conditions on pore pressure are simply to match the pressure at the room boundary to the gas pressure produced in the room. Symmetry boundary conditions along the periphery are satisfied through the natural boundary condition of a zero pore flux. The initial value of the pore pressure was determined from Equation (14) to be 6.0 MPa. The fluid properties used in the calculation are given in Table 6.

Two methods are available for coupling the structural and porous flow equations. The first involves a fully coupled, simultaneous solution of the discretized equations. The second, which is chosen for the current implementation, allows the solutions to be staggered, i.e., the structural solution is determined first with the resulting stresses and displacements used in the porous flow solution. The computed pore pressures are then available to the structural code for use in computing effective stress quantities in the constitutive routines. The porous
flow equation is solved using a preconditioned conjugate gradient method which is robust, efficient, and lends itself well to vectorization on the CRAY computer.


<table>
<thead>
<tr>
<th>Property</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Drained Bulk Modulus, ( K )</td>
<td>20.7 GPa</td>
</tr>
<tr>
<td>Solid Bulk Modulus, ( K_s )</td>
<td>23.5 GPa</td>
</tr>
<tr>
<td>Fluid Bulk Modulus, ( K_f )</td>
<td>3.7 GPa</td>
</tr>
<tr>
<td>Salt Porosity, ( \phi )</td>
<td>0.01</td>
</tr>
<tr>
<td>Permeability, ( \kappa )</td>
<td>( 1.0 \times 10^{-21} ) m(^2)</td>
</tr>
<tr>
<td>Fluid Viscosity, ( \mu )</td>
<td>( 1.6 \times 10^{-3} ) Pa s</td>
</tr>
</tbody>
</table>

The calculations were run for a simulation period of 2000 years following excavation with a time step of 0.025 years. From a structural point of view, the size of the time step should be small enough to accurately capture the physical response of the disposal room system. However, the fluid flow equations have a size requirement on the integration over the time step. The selection of too large a time step can result in the loss of the transient response and the generation of a steady state solution. An inappropriately small time step may produce nonphysical spatial oscillations in the early time pore pressure field due to the limited resolution ability (for pore pressure gradients) of the finite element mesh. We have employed a method described in [16] to estimate the minimum time step to capture the phenomena of interest. The time step of 0.025 years meets the requirements of capturing the transient response and of reducing the pore pressure gradient. A listing of the SANTOS input commands for the Coupled Structural/Porous Flow analysis is given in the Appendix.

Results of the Analyses

The primary outputs obtained from prior SANCHO disposal room calculations are porosity histories, gas pressure and displacement histories. The initial effective porosity of the disposal room can be determined from the volume of solids associated with the waste and the crushed salt. The initial porosity of the crushed salt is defined to be 0.4 [8] while the porosity of the waste can be calculated from a drum weighted average involving the solid organics (2722 drums, porosity = 0.8), the solid inorganics (2722 drums, porosity = 0.8), and the sludge (1360 drums, porosity = 0.5) which results in a waste porosity of 0.74.

Combining the volume of crushed salt (1328 m\(^3\)) with the volume of waste and drums (1663 m\(^3\)), their respective porosities result in a solid volume of 1229 m\(^3\). From the solid volume of 1229 m\(^3\) and the total room volume of 3644 m\(^3\), an effective room porosity of 0.6626 can be calculated. This initial porosity value can be viewed as the starting point for the porosity curves.
Reference Model

A comparison of the disposal room porosity history computed with SANCHO and SANTOS for the $f = 0.0$ case is shown in Figure 7. The figure shows that both calculations start at the correct effective room porosity and track each other for the 2000 year simulation period, finally reaching a nearly constant porosity of 27 percent. Figure 8 shows the deformed shape of the disposal room and contents computed by SANTOS at various times during the 2000 year simulation period. The key feature of this figure is the shape of the disposal room corner and the fact that it maintains its integrity during the 2000 year simulation period. Early calculations with SANCHO exhibited difficulties associated with the behavior of the crushed salt in the room corner. The uniform strain element in SANTOS does not show any spurious behavior. Figure 9 and Figure 10 show the vertical and horizontal displacement histories, respectively, for node points on the disposal room surface. The computed nodal displacement values have been doubled to reflect total displacement values for the room. The agreement with the SANCHO results is excellent and shows that the large deformation kinematics and the material models used in the SANTOS calculation have been implemented correctly. The degree of agreement demonstrated in this calculation should serve to qualify SANTOS for application to future disposal room calculations.

![Figure 7. Comparison of Porosity Histories Between SANTOS and SANCHO for the Reference Model Calculation.](image)
Figure 8. Deformed shape of disposal room and contents at various times during the simulation. Times beginning at top left and proceeding clockwise are 0, 250, 500, and 1000 years.

Figure 9. Comparison of the disposal room vertical closure results between SANTOS and SANCHO for the reference model calculation.
Reference Model With Contact Surfaces

In a demonstration calculation, contact surfaces were placed along the boundary between the room contents and the disposal room surfaces. This calculation evaluates the modeling of the waste/room interaction using contact surfaces and its effect on the effective room porosities. Comparison of disposal room porosity histories for the Reference Model \( f = 0.0 \) with and without contact surfaces is shown in Figure 11. The results show very little difference in porosity between the two models. Figure 12 shows the deformed shape of the room contents and disposal room at various times during the simulation. The deformed shape shows that the room contents are effectively compacted by the salt deformation at the corner of the room. The room actually accomplishes compaction of the crushed salt by squeezing at the corner. The resulting contact of the roof with the side walls can be seen in the figure as well as the sliding that occurs between the crushed salt and the disposal room surfaces. Note the differences in the deformed disposal room compared with the Reference Model deformed shape shown in Figure 8.

Revised Model With Contact Surfaces

In the Revised Model With Contact Surfaces, the headspace or air gap is explicitly modeled. Contact surfaces are defined between the room contents and the roof/sidewalls with a sliding coefficient of friction of zero. In this calculation gas generation was assumed with a value of \( f = 1.0 \). With gas generation defined, the room reopens due to the effect of gas pressure acting on the walls of the disposal room. This reopening begins to occur after the internal gas pressure has reached approximately 10 MPa. The use of contact surfaces
allows the room to reopen without deleting the contents as in the SANCHO calculations which results in a more stable calculation. Figure 13 shows the effective room porosity from the Revised Model compared to the comparable SANCHO calculation with $f = 1.0$. It is clear from this calculation that the way that the headspace or air gap is modeled makes a difference in the computed porosities. Instead of reaching a minimum porosity of 38 percent, the disposal room only reaches a minimum porosity of 43 percent. The higher porosity results from the method of loading the crushed salt and waste. The SANCHO calculation used a reduced elastic stiffness for the air gap. This stiffness is small but some additional compaction does occur at early times. The use of the contact surfaces allows the air gap to close without some precompaction of the waste. The disposal room reopening is also observed to be more gradual with the air gap. No initial calculation was required to determine the appropriate time to delete the room contents upon reopening. The use of contact surfaces would easily allow for recompression of the room contents such as might occur during a human intrusion event.

Both solutions reach the same approximate porosity at 2000 years. This process is controlled by equilibrium between the gas pressure with the overburden load. Figure 14 shows the disposal room deformed shape for various times during the simulation. The figure shows the contact and subsequent reopening of the disposal room. Reopening occurs both along the top and the side of the crushed salt and waste. It is interesting to note the deformed shape of the room with $f = 1.0$ compared to $f = 0.0$ in Figure 12. The biggest difference in the deformed shapes appears to be the behavior of the corner due to the fact that it remains more open in this calculation due to the gas pressure.
Figure 12. Deformed Shape of the Disposal Room and Contents at Various Times During the Simulation. Times Beginning at Top Left and Proceeding Clockwise are 0, 250, 500, and 1000 Years.

Figure 13. Comparison of Effective Disposal Room Porosity Calculations Between a Reference Model Analysis With SANCHO and SANTOS With the Headspace Explicitly Modeled.
The structural solution of the Coupled Structural/Porous Flow problem is the same as presented for the Revised Model With Contact Surfaces. The quantities of interest for the porous flow calculation are the gas pressure and the total brine inflow into the disposal room. The computed gas pressure is shown in Figure 15. The maximum disposal room pressure reaches approximately 22.0 Mpa at 1050 years after emplacement. This pressure acts as an adaptive pore pressure boundary condition on the boundary of the disposal room. The resulting brine inflow for a single disposal room is shown in Figure 16. The brine accumulation reaches a peak value at approximately 120 years, after which time the gas pressure begins to reverse the flow of brine. The amount of brine inflow is affected by the deformation of the salt and by the magnitude of the gas pressure. Figure 16 shows the brine accumulation reaching zero after approximately 270 years. Beyond that time the flow is outward into the formation and dominated by the internal gas pressure. Figure 17 shows a contour plot of pore pressure at 1000 years after waste emplacement. It is easy to observe the effect of gas pressure on the pore pressure field. The entire model is at a pore pressure level greater than the initial pore pressure of 6.0 MPa. As expected, the contours of pore pressure near the disposal room reflect the magnitude of the gas pressure within the room. The coupled structural/porous flow calculation using SANTOS took approximately one hour on the CRAY. This should be compared to run times of 20 hours for structural calculations only using SANCHO.
Figure 15. Computed Gas Pressure From Coupled Structural/Porous Flow Calculation Using SANTOS.

Figure 16. Brine Accumulation in the Disposal Room Determined By a Coupled Structural/Porous Flow Calculation With SANTOS.
Summary of Results

Calculations of the mechanical creep closure response of the Baseline disposal room design have been performed with SANTOS for comparison with results obtained using SANCHO. The comparisons of porosity histories and room displacements for the Reference Model with $f = 0.0$ showed excellent agreement between the two codes. The level of agreement provides confidence that SANTOS is qualified to perform future disposal room calculations. A demonstration calculation, the Reference Model With Contact Surfaces, was also presented which used contact surfaces between the room contents and the disposal room surfaces. A comparison with the Reference Model was made which showed that the effective room porosity was unaffected by the modeling change. A third disposal room analysis, the Revised Model With Contact Surfaces which explicitly modeled the headspace or air gap, was performed with internal gas generation ($f = 1.0$). The analysis showed that the effective porosity of the disposal room was higher at early times (< 200 years) than the porosity calculated using SANCHO with an approximate method of modeling the headspace. The effective porosities calculated with the two codes did converge to the same value at 2000 years. This result suggests that the headspace or air gap must be modeled correctly for the determination of the correct porosity value, especially at early times. A coupled structural/porous flow calculation was performed which determined the amount of brine inflow into the disposal room. The calculation, for a single phase, fully saturated, deforming porous medium, coupled the brine flow to the changes in mean stress in the salt. The gas generation within the disposal room provided a pore pressure boundary...
condition at the disposal room boundary. The maximum brine accumulation occurred at 120 years after waste emplacement, and the brine volume was reduced to zero by 270 years due to the gas generation within the room. The gas pressure affected the pore pressure within the salt medium by raising the pore pressure to values greater than the initial condition.
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Appendix - SANTOS Input

TITLE
PRESSURIZED ROOM CALCULATION - COUPLED DISPOSAL ROOM MODEL
PLANE STRAIN
INITIAL STRESS = USER
PLOT ELEMENT, STRESS, STRAIN, VONMISES, PRESSURE
PLOT NODAL, DISPLACEMENT
PLOT,STATE, EQCS, DENSITY, EV
RESIDUAL TOLERANCE = .5
MAXIMUM ITERATIONS = 500
MAXIMUM TOLERANCE = 100.
INTERMEDIATE PRINT = 10
PREDICTOR SCALE FACTOR = 0.0
ELASTIC SOLUTION
STEP CONTROL
   20   3.1536E7
   1980  3.1536E9
   38000 6.3072E10
END
OUTPUT TIME
   10   3.1536E7
   100  3.1536E9
   950  6.3072E10
END
PLOT TIME
   1   3.15E6E7
   100 3.15E6E9
   200 6.3072E10
END
MATERIAL, 1, POWER LAW CREEP, 1.
   TWO MU = 1.984E9
   BULK MODULUS = 1.656E9
   CREEP CONSTANT = 5.79E-36
   STRESS EXPONENT = 4.9
   THERMAL CONSTANT = 20.13
END
MATERIAL, 2, VOLUMETRIC CREEP, 1.
TWO MU = 1696.
BULK MODULUS = 1408.
CREEP CONSTANT = 5.79E-36
STRESS EXPONENT = 4.9
THERMAL CONSTANT = 20.13
SHEAR EXPONENT = 6.53E-3
BULK EXPONENT = 6.53E-3
B0 = 1.3e8
B1 = .82E-6
A1 = -17.3E-3
INTACT DENSITY = 2140
INITIAL DENSITY = 1300
END
MATERIAL, 3, SOIL N FOAMS, 1.
TWO MU = 3.333E8
BULK MODULUS = 2.223E8
A0 = 1.0E6
A1 = 3.
A2 = 0.
PRESSURE CUTOFF = 0.
FUNCTION ID = 2
END
NO DISPLACEMENT X = 1
NO DISPLACEMENT Y = 2
PRESSURE, 200, 1, 14.8E6
ADAPTIVE PRESSURE, 300, 0., 1.E-6
CONTACT SURFACE 400 500 0. 1.E-2, 1.
CONTACT SURFACE 600 500 0. 1.E-2, 1.
CONTACT SURFACE 400 600 0. 1.E-2, 1.
FUNCTION,1 $ FUNCTION TO DEFINE PRESCRIBED PRESSURE
0., 1.
6.3072E10, 1.
END
FUNCTION,2
0., 0.
.0323, .02833E6
.741, .733E6
.898, 1.1333E6

C-131
XBEGIN, DIABLOS
POROUS FLOW INTEGRAL = 300
ADAPTIVE PORE PRESSURE, 10, 300
FUNCTION = 1
0., 1.
1.E11, 1.
END
MATERIAL, 1, POROUS
PERMEABILITY = 1.E-21
VISCOSITY = 1.6E-3
STORATIVITY = 8.E-12
FLUID DENSITY = 0.0
COMPRESSIBILITY = 0.0
STRESS COUPLING = 5.76E-12
END
MATERIAL, 2, POROUS
PERMEABILITY = 1.E-21
VISCOSITY = 1.6E-3
STORATIVITY = 8.E-12
FLUID DENSITY = 0.0
COMPRESSIBILITY = 0.0
STRESS COUPLING = 0.0
END
MATERIAL, 3, POROUS
PERMEABILITY = 1.E-21
VISCOSITY = 1.6E-3
STORATIVITY = 8.E-12
FLUID DENSITY = 0.0
COMPRESSIBILITY = 0.0
STRESS COUPLING = 0.0
END
MAXIMUM ITERATIONS = 1000
RESIDUAL TOLERANCE = 1.E-8
INITIAL PORE PRESSURE = CONSTANT = 6.E6
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