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ABSTRACT

The finite element code FEHMN, developed by scientists at Los Alamos National Laboratory (LANL), is a three-dimensional finite element heat and mass transport simulator that can handle complex stratigraphy and nonlinear processes such as vadose zone flow, heat flow and solute transport. Scientists at LANL have been developing hydrologic flow and transport models of the Yucca Mountain site using FEHMN. Previous FEHMN simulations have used an equivalent $K_d$ model to model solute transport. In this thesis, FEHMN is modified making it possible to simulate the transport of a species with a rigorous chemical model. Including the rigorous chemical equations into FEHMN simulations should provide for more representative transport models for highly reactive chemical species.

A fully kinetic formulation is chosen for the FEHMN reactive transport model. Several methods are available to computationally implement a fully kinetic formulation. Different numerical algorithms are investigated in order to optimize computational efficiency and memory requirements of the reactive transport model. The best algorithm of those investigated is then incorporated into FEHMN. The algorithm chosen requires for the user to place strongly coupled species into groups which are then solved for simultaneously using FEHMN. The complete reactive transport model is verified over a wide variety of problems and is shown to be working properly.

The new chemical capabilities of FEHMN are illustrated by using Los Alamos National Laboratory’s site scale model of Yucca Mountain to model two-dimensional, vadose zone $^{14}$C transport. The simulations demonstrate that gas flow and carbonate chemistry can significantly affect $^{14}$C transport at Yucca Mountain. The simulations also prove that the new capabilities of FEHMN can be used to refine and buttress already existing Yucca Mountain radionuclide transport studies.
1. INTRODUCTION

1.1 Overview

Yucca Mountain, Nevada, has been chosen by the Department of Energy (DOE) as a possible site for the nation’s first high level radioactive waste repository. The DOE must demonstrate that a repository will isolate waste for at least 10,000 years. The probability of radionuclide release into the groundwater and atmosphere must be determined, and these probabilities are then to be compared to regulatory release limits to assess the suitability of the site. In order to predict these probabilities, the complex flow and transport of contaminants must be modeled for at least 10,000 years.

Coupled air-water flow, heat flow, and contaminant transport are among the important processes that need to be modeled in the saturated and unsaturated zones of Yucca Mountain. The Yucca Mountain Project Review, an external review committee appointed by the DOE, has selected three unsaturated zone codes for further development and application (Reeves et al., 1994). These codes are Finite Element Heat and Mass Transfer Code (FEHMN) and TRACR3D of Los Alamos National Laboratory, and TOUGH of Lawrence Berkeley Laboratory. Of these codes, FEHMN is the only one that combines coupled thermal and stress capabilities with multiphase flow and transport (Zyvoloski, 1994).

Scientists at Los Alamos National Laboratory (LANL) have been developing hydrologic flow and transport models of the Yucca Mountain site using FEHMN. Coupled heat, flow and transport simulations have been used to model the transport of natural environmental isotopes. Simulations of $^{14}$C and $^{36}$Cl transport have already been conducted using half life models to simulate the decay of the radionuclides (Robinson, 1995). Repository breach simulations of $^{237}$Np have also been carried out using sorption isotherms and decay models (Robinson, 1995). These simulations provide estimates for parameters such as the effective $K_d$ and the retardation factor of a contaminant which can be then be used to predict probabilities of radionuclide release into the groundwater system at Yucca Mountain.
More complex chemical interactions with $^{237}\text{Np}$ and $^{14}\text{C}$ have not been possible. Specifically, $^{237}\text{Np}$ speciation studies have shown that different $^{237}\text{Np}$ complexes differ greatly in sorption behavior (Benson et al., 1994). Specifically, negatively charged $^{237}\text{Np}$ carbonate complexes do not strongly sorb to Yucca Mountain mineral surfaces, whereas positively charged species such as $\text{NpO}_2^+$ strongly sorb to many Yucca Mountain mineral surfaces. The species $\text{NpO}_2^+$ has also been shown to participate in an ion exchange reaction with $\text{Ca}^{2+}$. These complex interactions may not be representable with an equivalent $K_d$ because the retardation of $^{237}\text{Np}$ will be a function of the water chemistry which is spatially variant throughout the mountain. $^{14}\text{C}$ also participates in numerous chemical reactions in the Yucca Mountain groundwater system. Numerous aqueous carbonate species (e.g. $\text{H}_2\text{CO}_3$, $\text{HCO}_3^-$, $\text{CO}_3^{2-}$) and carbonate minerals (e.g. calcite) exist in the Yucca Mountain groundwater system and all of these species may play an important role in the transport of $^{14}\text{C}$ (Meijer, 1993). Again, these chemical interactions may display nonlinear effects which cannot be modeled by an equivalent $K_d$.

FEHMN does not have the capability to model more complicated processes such as complexation, dissolution/precipitation and kinetic sorption processes. In fact, the majority of transport problems in the groundwater field are simulated as either nonreactive or are simulated with linear retardation and first order decay models. More complex models have not been widely used due to the substantial computational demands and human effort required to simulate these problems (Walter et al., 1994).

The increase in relatively inexpensive computational power in the last few years has made the problem of multidimensional and multicomponent reaction and transport feasible (Steefel and Lasaga, 1994). FEHMN can now be modified to include more complex chemical processes in the transport model while maintaining reasonable computational efficiency. These complex processes should provide more representative models of radionuclide transport than the simple decay and linear retardation models used in previous studies.
The topics covered in this thesis pertain to enhancing FEHMN’s reactive transport capabilities. The enhancements will make it possible to include more complicated reaction sequences into the radionuclide transport models. By treating the chemical system more rigorously, more representative predictions of radionuclide transport should be possible. In addition, the equivalent Kd approach of modeling solute transport used in previous transport studies can be buttressed by these more rigorous calculations.

1.2 Background

This section provides a brief summary of the techniques used to model reactive transport. Some of the relevant papers are presented to develop the history of reactive transport modeling.

In a reactive transport code, the transport of a species is modeled with a partial differential equation (PDE) which describes the advection, dispersion and sources/sinks in the model domain. The method in which transport codes incorporate the chemistry varies depending on the particular code. In general, the chemistry of the system can be modeled using either a kinetic, equilibrium or mixed kinetic-equilibrium formulation.

The equilibrium formulation relies on the local equilibrium assumption (LEA). LEA can be invoked when the reaction time scale is sufficiently faster than the transport time scale. A great deal of work has been done to examine the validity of the assumption (Lasaga and Rye, 1993; Steefel and Cappellen; 1990; Knapp, 1989; Bahr and Rubin, 1987; Valocchi, 1985). The simplification which arises from applying LEA often results in a mixed differential/algebraic equation set (Zysett et al, 1994) because all the reaction source/sink terms can be described by algebraic equations if LEA is invoked.

A kinetic formulation is always the more general approach to describing any reactive system, and allows for both equilibrium and kinetic reactions to be modeled with the same general formulation. In kinetic formulations, the chemical equations are incorporated into the transport PDE as a source/sink term. This source/sink term due to chemical reaction is often dependent on the concentrations of many chemical species. Therefore, a kinetic formulation results in a system of
coupled PDEs and ODEs which are computationally more intensive to solve than the equations which result from the equilibrium formulation (Zysett et al., 1994).

The first codes that coupled complex chemistry with transport typically assumed that all chemical species in the system were in local equilibrium (Engesgaard and Kipp, 1992; Yeh and Tripathi, 1988; Cederberg et al., 1985; Rubin, 1983). Papers by Yeh and Tripathi (1989) and Liu and Narasimhan (1989) review many of these models and discuss their approaches. Due to computational limitations and the virtually nonexistent data base of mineral-water reaction rates, the local equilibrium assumption was a necessity until recently. The current trend in reactive transport codes has been to include kinetic formulations for certain types of chemistry. Studies have shown that equilibrium conditions do not always exist in the subsurface (Steefel and Lasaga, 1994; Friedly and Rubin, 1992). Friedly and Rubin cite numerous studies which provide experimental evidence that disequilibrium can exist in the field and especially in laboratory column experiments. Experimental evidence of kinetic limitations is shown in: Wood et al. (1990), Brusseau et al. (1989), Nicoud and Schweich (1989), van der Zee et al. (1989), Goltz and Roberts (1986), and Hutzler et al. (1986).

In general, multi-phase reactions, such as rock-water interactions, often take place over extremely long time scales relative to the typical groundwater transport time scales making it necessary to account for the kinetics of the system for these processes. With a rapidly increasing data base on mineral-water reaction rates and with the enormous increase in inexpensive computational power, multi-dimensional kinetic and equilibrium reactive transport problems are now feasible (Steefel and Lasaga, 1994).

Various approaches have been taken to model combined kinetic and equilibrium transport systems. These approaches will be referred to as mixed equilibrium-kinetic formulations in this thesis. Liu and Narasimhan (1989) include kinetic solid dissolution in their otherwise equilibrium transport code. Steefel and Lasaga (1994) and Valocchi and Pastor (1994) assume aqueous phase reactions are in local equilibrium but include kinetic models for rock-water interactions. Friedly and Rubin (1992) provide a general framework for modeling mixed systems of kinetic and equilibrium reactions. Their method allows for kinetic and equilibrium formulations to be used interchangeably by
performing certain transformations on the matrix equations. Friedly and Rubin found that under certain conditions, equilibrium conditions are most efficiently simulated by solving the kinetic equations with relatively large rate constants rather than mixing kinetic and equilibrium formulations. Although, many cases exist in which a equilibrium formulation mixed with a kinetic formulation is the most efficient formulation.

None of the models reported in the literature review are capable of modeling chemical reactions coupled to processes such as heat flow and multiphase flow. All of these processes may be important in modeling radionuclide transport at Yucca Mountain. Specifically, the potential repository is to be located in the unsaturated zone of Yucca Mountain requiring an unsaturated flow model. A heat flow model is also necessary because the containers placed in the repository will release large amounts of heat due to radioactive decay of the waste. The heat flow will influence the groundwater flow near the repository (Ross, 1987). Including a chemical model into FEHMN will make it possible to study the interaction between the chemical transport processes and the groundwater flow and heat flow processes at Yucca Mountain. These processes may be time variant requiring that the flow and transport models are coupled as they are in FEHMN.

1.3 Purpose and Scope

This thesis discusses the development of a general reaction module that is capable of modeling kinetic and equilibrium reactions within a single framework. In Chapter 2, the formulation framework for the reactive transport model is chosen and developed for a one-dimensional, saturated flow transport code. Various solution algorithms are constructed to determine the best method for solving the transport and chemical equation sets. Chapter 3 reports the evaluation of these solution strategies. In Chapter 4, the most efficient scheme is then incorporated into FEHMN and the reactive transport model is thoroughly tested and verified. After the model is verified, the new chemical capabilities of FEHMN will be illustrated in Chapter 5 by using LANL's site scale model of Yucca Mountain to model unsaturated zone $^{14}$C transport.
2. DEVELOPMENT OF THE REACTIVE TRANSPORT MODEL

2.1 Overview

In this chapter, the reactive transport model is developed. First, the type of formulation is chosen for the reactive transport model. Various iterative schemes are then proposed to solve the system of equations which result from the reactive transport formulation. To facilitate comparisons between the different iterative schemes, a one-dimensional saturated flow finite difference code was written.

2.2 Choice of Model Formulation

FEHMN is to be used for large-scale, two and three dimensional flow and transport simulations with many nodes and will not be used to perform large geochemical calculations (i.e. 50 or more chemical species). As stated previously, FEHMN combines coupled thermal and stress capabilities with multiphase porous media flow and transport. Since the Yucca Mountain FEHMN simulations are already very computer intensive, it would probably be infeasible to couple a full geochemical model to FEHMN. In addition, major code revisions would be necessary to couple a geochemical code to FEHMN. Instead, information from large geochemical codes will be distilled down to 10 or fewer species which can then be modeled by FEHMN. The guiding principle behind the FEHMN reactive transport model is that a "good" model does not consider every possible reaction and species; instead, the user of the model must apply insight in order to identify the reactions and species that are truly significant.

The FEHMN reactive transport model should be capable of modeling several types of chemical processes, specifically, radioactive decay, aqueous complexation, precipitation/dissolution, and adsorption. Each of these reaction types can display different characteristics in a groundwater system. Aqueous phase complexation reactions often take place over a short time scale relative to a typical groundwater transport time scale (Steefel and Lasaga, 1994). Therefore, these reactions can usually be treated as equilibrium reactions which leads to more simplified models. Mineral rock interactions such as adsorption and precipitation/dissolution often display kinetic limitations in many groundwater systems (Steefel and Lasaga, 1994). Therefore, these processes may have to be modeled as kinet-
ic reactions since the local equilibrium assumption may not always apply. Since adsorption and precipitation/dissolution reactions are important in modeling many geochemical systems, a kinetic or mixed equilibrium-kinetic formulation will be required for the FEHMN reactive transport model (recall that a full equilibrium model cannot model kinetic reactions).

Several options are available to add kinetic and equilibrium reaction capability to FEHMN. For example, Friedly and Rubin (1992) provide a general framework for modeling both equilibrium and kinetic reactions. However, their method requires a transformation of solution variables which would be difficult to implement practically for a large existing code like FEHMN.

Another common technique adopted by mixed equilibrium-kinetic reactive transport codes is the reduction of the number of independent variables by using the idea of chemical components. A set of chemical components is defined as the minimum number of species that uniquely describe the chemical system (Mangold and Tsang, 1991). Most large reactive transport codes simulate the transport of components and use an algebraic mass action expression to obtain concentrations of the chemical species in equilibrium with each component. By transporting components rather than species, the number of coupled PDEs is reduced. Specifically, the number of independent components in a system is given by:

$$N_c = N_{\text{tot}} - N_r$$

where $N_c$ is the number of independent components, $N_r$ number of equilibrium reactions, and $N_{\text{tot}}$ is the total number of species in the simulation (Steefel and Lasaga, 1994). For large geochemical systems, $N_{\text{tot}}$ can exceed fifty species making it necessary to simplify the system by assuming local equilibrium for certain types of reactions while retaining kinetic capability for other reaction types. For example, Lasaga and Steefel (1994) assume local equilibrium for all aqueous reactions, but model mineral-rock water interactions kinetically. They state that this assumption is widely accepted to be valid for all aqueous phase reactions except for some very low temperature redox reactions. Incorporating the idea of components into FEHMN would require significant software restructuring of the code. An equilibrium speciation routine would need to be constructed or borrowed.
from another code. In addition, solute transport model of FEHMN would have to be modified to transport chemical components rather than chemical species. However, with major software restructuring, this type of mixed equilibrium-kinetic formulation is an option.

Another option for the FEHMN reactive transport model is to use a fully kinetic formulation to model both equilibrium and kinetic reactions. The software structure for a fully kinetic formulation already exists within the code. Therefore, major software restructuring would not be necessary to develop the reactive transport model. The primary disadvantage of this formulation is that number of species in the system is not reduced by applying the idea of components and LEA. Therefore, due to computational limitations, the maximum number of species which can be modeled simultaneously would be much less than that of codes which apply LEA to model aqueous phase reactions.

A clear tradeoff exists between either implementing a mixed equilibrium-kinetic formulation and a fully kinetic formulation. The mixed formulation solves for fewer coupled PDEs and will therefore be more computationally efficient than the fully kinetic formulation. However, this option requires major software restructuring of FEHMN. A fully kinetic formulation is computationally less efficient than the mixed formulation but would be easier to implement. In weighing both options, the fully kinetic formulation appears to be the better one when considering that FEHMN will only be used to model relatively small chemical systems.

Using a fully kinetic formulation to model both kinetic and equilibrium reactions has several minor advantages over the mixed formulation. Since each chemical species is transported individually, the transport parameters of each species can be different. For example, a free radionuclide can be given different dispersion properties than a radionuclide which has sorbed onto a colloid. An additional advantage is that any reaction can be modeled with either kinetic or equilibrium models. As previously stated, low temperature aqueous phase reactions could be kinetically limited. Most mixed kinetic-equilibrium formulations would be incapable of modeling any aqueous phase reactions with a kinetic model.
Several methods are available to computationally implement a fully kinetic formulation into FEHMN. The rest of the chapter will discuss different numerical algorithms which can be used to solve the transport and chemical equation sets.

2.3 Governing Equations of the One-Dimensional Model

FEHMN is a large complicated code. Therefore, it would be impractical to develop the reactive transport solution scheme for FEHMN without first examining various options on a simpler code. A finite difference code was constructed to examine various iterative solution strategies. A one-dimensional model was developed to mimic the reaction module of FEHMN while leaving out many of the other features of FEHMN which are not necessary in evaluating the performance of the reactive transport model. FEHMN can model non-isothermal, three-dimensional multi-phase flow. For simplicity, the test code models one-dimensional saturated transport. In addition, the code is only capable of modeling single phase chemical reactions, whereas FEHMN can model multi-species, sorption and precipitation reactions. The one-dimensional model is used to evaluate various solution schemes. The best scheme will then be incorporated into FEHMN.

In the model, the solute transport equation is solved for each individual species, $i$, present in the system. The one-dimensional solute transport equation describes the transport of the chemical species due to advection, dispersion, sources/sinks and is given by:

$$\frac{\partial C_i}{\partial t} = D_i \frac{\partial^2 C_i}{\partial x^2} - u \frac{\partial C_i}{\partial x} - S_i$$

where $C$ is the concentration, $D$ is the hydrodynamic dispersion coefficient, $u$ is the pore water velocity, $t$ is the time, $x$ is the spatial length scale and $S$ is the source/sink term. The hydrodynamic dispersion coefficient is given by:

$$D = D^* + \alpha_L u$$

where $D^*$ is the molecular diffusion coefficient, and $\alpha_L$ is the dispersivity in the $x$ direction. Chemical reactions are treated as sources and sinks in the formulation. Multiple reactions of the following form can be modeled:
\[
a_1C_1 + a_2C_2 + \ldots + a_mC_m \xrightarrow{k_{\text{for}}} a_{m+1}C_{m+1} + a_{m+2}C_{m+2} + \ldots + a_nC_n
\]  
(3)

where the a’s are the stoichiometric coefficients, \(k_{\text{for}}\) is the forward rate constant, \(k_{\text{rev}}\) is the reverse rate constant, \(m\) is the total number of reactants in the reaction and \(n\) is the total number of chemical species in the reaction. The reaction rate term for each chemical species in the above equation is given by the following kinetic formulation:

\[
\begin{align*}
   r_i = \pm a_i \left( k_{\text{for}} \prod_{j=1}^{m} [C_j]^{q(j)} - k_{\text{rev}} \prod_{j=m+1}^{n} [C_j]^{q(j)} \right)
\end{align*}
\]  
(4)

where \(r_i\) is defined as the loss/gain of species i per unit volume of porous media, and the exponent \(q(j)\) is the order of the reaction with respect to \(C_j\). The subscript \(j\) loops over each chemical species which is reacting with species i. FEHMN uses this model to calculate the reaction rate term (Zyvoloski, 1995a). The reaction rate term given by (4) is added into the source/sink term, \(S\), as follows:

\[
S_i = \sum_{\text{all rxns}} r_i + \text{other sources/sinks(such as injection/extraction)}
\]  
(5)

where \(r_i\) is summed over all reactions containing species i.

The initial conditions of the transport problem are given by:

\[
C_i(x, 0) = 0
\]

The third type inlet boundary condition allows for constant injection of each chemical species into the system. The variable \(C_{i,\text{feed}}\) is the concentration injected at the inlet.

\[
\left( uC_i - D_i \frac{\partial C_i}{\partial x} \right)_{x=0} = uC_{\text{feed},i}
\]

The exit boundary conditions at \(x = X\) is handled with the following Neumann condition:

\[
\left( \frac{\partial C_i}{\partial x} \right)_{x=X} = 0
\]

The Neumann condition allows the advective flux to leave the system, preventing a build up of mass within the domain.
Example

In the following example, chemical species A, B, and G undergo reaction as they are transported in the one-dimensional model. The one dimensional spatial domain is discretized into N spatial nodes. The species participate in the following chemical reaction:

\[ \alpha A + \beta B \xrightleftharpoons[k_{\text{rev}}]{k_{\text{for}}} \gamma G \]

where \( \alpha, \beta \) and \( \gamma \) represent the stoichiometric coefficients. In this example it is assumed that the order of the reaction is 1st order with respect to species A, B and G. Therefore, \( q(j) \) in equation (4) is unity for each chemical species. The total number of chemical species in the system, \( M \), is equal to three in this example. The rate terms for each species are given by the following expressions:

\[ r_A = \alpha [k_{\text{for}} C_A C_B - k_{\text{rev}} C_G] \]  
\[ r_B = \beta [k_{\text{for}} C_A C_B - k_{\text{rev}} C_G] \]  
\[ r_G = \gamma [k_{\text{rev}} C_G - k_{\text{for}} C_A C_B] \]  

In order to calculate \( C_i(x,t) \), the model solves the solute transport equation at each node for each chemical species. The resulting equation set represents a set of coupled partial differential equations which fully describes the problem. The first step in numerically solving the problem is to finite difference the solute transport equation.

Equation (9) shows the finite differenced form of equation (1) for species A. The central difference approximation was used for the advection term. Equation (9) is written for an interior spatial node:

\[ \frac{C_{A,p}^{k+1} - C_{A,p}^k}{\Delta t} = \lambda \left[ \frac{D}{\Delta x^2} \left( C_{A,p+1}^{k+1} - 2C_{A,p}^{k+1} + C_{A,p-1}^{k+1} \right) - \frac{u}{2\Delta x} \left( C_{A,p+1}^{k+1} - C_{A,p-1}^{k+1} \right) \right] + r_A \left( C_{A,p}^{k+1}, C_{B,p}^{k+1}, C_{G,p}^{k+1} \right) + (1 - \lambda) \left[ \frac{D}{\Delta x^2} \left( C_{A,p+1}^k - 2C_{A,p}^k + C_{A,p-1}^k \right) - \frac{u}{2\Delta x} \left( C_{A,p+1}^k - C_{A,p-1}^k \right) + r_A \left( C_{A,p}^k, C_{B,p}^k, C_{G,p}^k \right) \right] \]

where \( \lambda \) is the implicitness weighting factor, the subscript \( p \) denotes the spatial node, the subscripts \( A, B \) & \( G \) denote the chemical species and \( k \) the time level. Note that the rate term, \( r \), is left as a func-
tion of the chemical species in the system (A, B and G). Using standard finite difference notation, λ=0 is fully explicit, λ=1 is fully implicit, and λ=0.5 is Crank-Nicolson time differencing.

Equations of similar form to equation (9) are written for species B and G. The equations are written at each node and are adjusted accordingly to account for boundary conditions at the inlet and exit nodes.

The finite difference equation (9) involves the five unknowns, $C_{A,p}^{k+1}$, $C_{A,p}^{k+1}$, $C_{A,p+1}^{k+1}$, $C_{B,p}^{k+1}$, $C_{G,p}^{k+1}$, and is nonlinear due to the reaction rate terms given by equations (6), (7) and (8). Therefore, Newton’s method is used to linearize the equation set. Newton’s method solves a set of nonlinear equations by making use of a Taylor series expansion (e.g. Press et al., 1986). In order to apply Newton’s method, equation (9) is rewritten in residual form as:

$$f\left(C_{A,p-1}^{k+1}, C_{A,p}^{k+1}, C_{A,p+1}^{k+1}, C_{B,p}^{k+1}, C_{G,p}^{k+1}\right) = 0$$  \hspace{1cm} (10)

Applying Newton’s method to equation (10) gives:

$$\frac{d}{dC_{A,p-1}} \delta C_{A,p-1} + \frac{d}{dC_{A,p}} \delta C_{A,p} + \frac{d}{dC_{A,p+1}} \delta C_{A,p+1} + \frac{d}{dC_{B,p}} \delta C_{B,p} + \frac{d}{dC_{G,p}} \delta C_{G,p} = -f\left(C_{A,p-1}^{k+1,m}, C_{A,p}^{k+1,m}, C_{A,p+1}^{k+1,m}, C_{B,p}^{k+1,m}, C_{G,p}^{k+1,m}\right)$$  \hspace{1cm} (11)

where $\delta C$ is defined by:

$$\delta C = C_{k+1,m+1} - C_{k+1,m}$$  \hspace{1cm} (12)

where m represents the Newton iteration number.

After applying Newton’s method to the full set of finite differenced solute transport equations at each node for each chemical species, the equation set takes on the matrix form:

$$[J]\delta C = b$$  \hspace{1cm} (13)

where $[J]$ is the Jacobian matrix and $b$ is the vector of residuals. The Jacobian is comprised of the derivative terms on the left hand side of equation (11) and the $b$ vector is made up of the function $f$, the right hand side of equation (11).
For the example reaction, the structure of equation set (13) is shown in Figure 1:

Each subvector is $N$ spatial nodes in length.

The Jacobian is broken down into 9 submatrices all of dimension $N$ by $N$.

**Figure 1:** The structure of the equation set

The structure of equation (13) is obtained from applying Newton's method to the set of finite differenced solute transport equations. For example, the nonzero matrix elements for the submatrix $J_{AA}$ are given below:

$$J_{AA,p,p-1} = \lambda \Delta t \left( -\frac{D}{\Delta x^2} - \frac{u}{2\Delta x} \right)$$

The subdiagonal element is obtained by differentiating equation (9)* with respect to: $C_{A,p-1}^{k+1}$

$$J_{AA,p,p} = 1 + \lambda \Delta t \left( \frac{2D}{\Delta x^2} + \frac{\partial r_A}{\partial C_{A,p}^{k+1}} \right)$$

The main diagonal element is obtained by differentiating equation (9)* with respect to: $C_{A,p}^{k+1}$

$$J_{AA,p,p+1} = \lambda \Delta t \left( -\frac{D}{\Delta x^2} + \frac{u}{2\Delta x} \right)$$

The superdiagonal element is obtained by differentiating equation (9)* with respect to: $C_{A,p+1}^{k+1}$

* equation (9) was multiplied through by $\Delta t$ before the derivatives were taken.

In order to obtain the matrix elements for $J_{BB}$ and $J_{GG}$, the solute transport equations for species B and G must be differentiated using the same procedure.

The coupling bands shown in Figure 1 represent the Jacobian cross derivative terms. These terms exist because the reaction rate for a particular species depends upon the concentration of other species. For example, the nonzero matrix elements of $J_{AB}$ are given by:
\[ J_{AB,j,j} = \lambda \frac{\partial r_A}{\partial C_{B,p}^{k+1}} \Delta t \quad \text{This coupling band is obtained by differentiating equation (9) with respect to: } C_{B,p}^{k+1} \]

The \( J_{AB} \) coupling band represents the dependence of the reaction rate of A on species B. Similarly, \( J_{BA} \) represents the dependence of the reaction rate of B on species A. The nonzero matrix elements of \( J_{BA} \) are given by:

\[ J_{BA,j,j} = \lambda \frac{\partial r_B}{\partial C_{A,p}^{k+1}} \Delta t \quad \text{This coupling band is obtained by differentiating the solute transport equation for species B (not shown) with respect to: } C_{A,p}^{k+1} \]

The residual vector, \( b \), contains all terms of the solute transport equation that are "known". Specifically, the terms with concentrations evaluated at the old Newton iteration, \( m \), and old time level, \( k \), make up the residual vector. The \( b \) vector for an interior node of species A is given by:

\[
b = C_{A,p}^{k+1,m} - C_{A,p}^k - \lambda \Delta t \left[ \frac{D}{\Delta x^2} \left( C_{A,p+1}^{k+1,m} - 2C_{A,p}^{k+1,m} + C_{A,p-1}^{k+1,m} \right) 
- \frac{u}{2\Delta x} \left( C_{A,p+1}^{k+1,m} - C_{A,p-1}^{k+1,m} \right) + \Gamma_A \left( C_{A,p}^{k+1,m}, C_{B,p}^{k+1,m}, C_{G,p}^{k+1,m} \right) \right] 
- (1 - \lambda) \Delta t \left[ \frac{D}{\Delta x^2} \left( C_{A,p+1}^k - 2C_{A,p}^k + C_{A,p-1}^k \right) 
- \frac{u}{2\Delta x} \left( C_{A,p+1}^k - C_{A,p-1}^k \right) 
+ \Gamma_A \left( C_{A,p}^k, C_{B,p}^k, C_{G,p}^k \right) \right]\]

\[(14)\]

Newton's method uses an iterative process to solve the system of equations. The iterative process converges as the new solution for concentration, \( C_{A,p}^{k+1,m+1} \), approaches the previous solution, \( C_{A,p}^{k+1,m} \). As \( C_{A,p}^{k+1,m+1} \) approaches \( C_{A,p}^{k+1,m} \), the residual vector approaches zero. The test code achieves convergence when the normalized residual, \( |b_{\text{norm}}| \), is below a specified tolerance (i.e. \( 1 \times 10^{-10} \)). The normalized residual is given by:

\[
|b_{\text{norm}}| = \left\{ \frac{\sum_{i=1}^{M} \sum_{p=1}^{N} (b_{i,p})^2}{\sum_{i=1}^{M} \sum_{p=1}^{N} (b_{i,p})^2} \right\}^{\frac{1}{2}}
\]

(15)
Therefore, \( |b_{\text{norm}}| \) represents how accurately the entire equation set is being solved at each node for every species.

### 2.4 Various Solution Schemes

As mentioned in the previous section, Newton's method is used to linearize the equation set. Newton's method introduces an iterative scheme into the solution algorithm. Figure 2 shows the general framework under which several solution strategies are to be evaluated. Sections 2.4.1 – 2.4.3 will describe the various solution algorithms that can be used to solve equation (13). Three different methodologies will be examined to solve the chemical equation set shown in Figure 1. Each solution scheme will differ in how the cross derivative terms are treated in solving the equation set. Therefore, the schemes will vary in their CPU requirements and memory requirements. Chapter 3 will compare and contrast the various schemes in an effort to determine the best solution algorithm for the FEHMN reaction module.

![Figure 2: Basic algorithm for testing each solution algorithm](image)
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2.4.1 Fully Coupled Approach

The idea behind the Fully Coupled Approach (FCA) is to solve the entire equation set in one step. FCA has similarities to the Yeh and Tripathi (1989) Direct Substitution Approach in that both algorithms solve a set of coupled PDEs. However, they deal with an equilibrium formulation rather than the kinetic formulation developed in this thesis.

FCA solves a set of coupled PDEs simultaneously. Specifically, once all of the matrix elements in equation (13) are calculated, the system of equations can be solved by the linear equation solver, GZSOLVE (Zyvoloski and Robinson, 1995b). GZSOLVE solves the matrix equation set of the form of equation (13) using incomplete factorization and a Generalized Minimum Residual (GMRES) acceleration method.

The Fully Coupled Approach simply solves equation (13) without performing any iterations outside the linear equation solver. The entire Jacobian and vector of residuals are directly "fed" into the solver which computes the vector of $\delta C$ for each species. In effect, the entire set of coupled partial differential equations is solved simultaneously. The equation set structure solved by FCA was shown in Figure 1. Figure 3 shows a detailed schematic of the solution algorithm.

Solving the entire matrix equation at once can be very computer intensive for a problem with a high number of chemical species or spatial nodes. In Chapter 3, the Fully Coupled Approach algorithm will be evaluated.

2.4.2 The Sequential Species Iteration Approach

The Sequential Species Iteration Approach (SSIA) attempts to circumvent the problem of solving the entire system of equations simultaneously in order to achieve better computational efficiency. Again, SSIA has similarities to Yeh and Tripathi's (1989) SIA algorithm, but is slightly different since they deal with an equilibrium formulation. The Yeh and Tripathi method requires iterating between their PDE solver and the chemical system which is described by algebraic equations. Their method cycles through each chemical component in the system. The SSIA in this thesis cycles through each chemical species in the system and solves a small subset of the full equation set.
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Figure 3: Fully Coupled Approach
Returning to the example, SSIA does not solve the entire equation set as shown by Figure 1. Instead the full set of equations is separated into an equation set for each chemical species. The reduced equation sets are then "fed" into the linear equation solver GZSOLVE. The equations sets that result are shown in Figure 4. For this simple one-dimensional example, the reduced equation sets are tridiagonal and could be solved with a tridiagonal matrix solver. However to properly benchmark this solution algorithm in Chapter 3, GZSOLVE is used to solve the equation sets.

![Diagram of equation sets](image)

Each subvector is \( N \) spatial nodes in length.

*Note that all of the coupling bands have been neglected

The Jacobian submatrices are of dimension \( N \) by \( N \).

**Figure 4:** Sequentially solve for the concentration of each species by solving a reduced equation set for each species instead of solving the full equation set shown in Figure 1

Figure 4 shows that SSIA neglects the Jacobian cross derivative terms given by the coupling bands shown in Figure 1. These coupling bands will be referred to as SSIA coupling bands in order to avoid confusion with the SNIA coupling bands which are discussed in the next section. Newton's method can still be used to solve each reduced equation set. For example, a Newton solution is performed on the reduced equation set for species \( A \). The Newton solution converges when the normalized residual for species \( i \), \( |b_{\text{norm}}|_i \), is below a specified tolerance. The parameter \( |b_{\text{norm}}|_i \) is given by:

\[
|b_{\text{norm}}|_i = \left\{ \sum_{p=1}^{N} (b_{ip})^2 \right\}^{\frac{1}{2}}
\]  

(16)
Once the Newton solution has converged, SSIA cycles through to solve a reduced equation set for species B and subsequently, species G. When solving for the concentration of species B, the previously computed solution for the \( C_A \) is used in evaluating the reaction term. Likewise, the previously computed solutions for \( C_A \) and \( C_B \) are used to evaluate the reaction term in the solution for species G. A sweep through the all the species comprises one outer iteration. After each outer iteration, the normalized residual \( |b_{\text{norm}}| \) is checked for convergence (see equation (15)). If \( |b_{\text{norm}}| \) does not meet the specified tolerance, the algorithm will perform an additional outer iteration. Figure 5 shows a schematic of the SSIA algorithm.

The reason the SSIA outer iteration results in convergence of the overall equation set can be explained by looking at the Gauss-Siedel Method (e.g. Vichnevetsky, 1981). Using simple matrix algebra, the equation set shown in Figure 1 can be written as:

\[
\begin{align*}
J_{AA} \delta C_A + J_{AB} \delta C_B + J_{AG} \delta C_G &= b_A \\
J_{BA} \delta C_A + J_{BB} \delta C_B + J_{BG} \delta C_G &= b_B \\
J_{GA} \delta C_A + J_{GB} \delta C_B + J_{GG} \delta C_G &= b_G
\end{align*}
\]

where \( J \)’s are submatrices and the \( \delta C \)’s and \( b \)’s are subvectors. The Sequential Iteration Approach essentially uses the Gauss-Siedel Method as it cycles through each matrix equation. The iterative process used by SSIA is shown in Figure 6.

In Figure 6, "old" represents the values of \( \delta C \) at the previous iteration and "new" represents the current \( \delta C \) values. As shown above, SSIA converges on a Newton solution for a particular species before cycling through to the next species. The Newton solution converges as \( \delta C \) approaches zero. Therefore, the matrix equations written above simplify down to:

\[
\begin{align*}
J_{AA} \delta C_A^{\text{new}} &= b_A \\
J_{BB} \delta C_B^{\text{new}} &= b_B \\
J_{GG} \delta C_G^{\text{new}} &= b_G
\end{align*}
\]
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Figure 5: Sequential Species Iteration Approach
Figure 6: Gauss-Siedel iterative process used by SSIA.
Cycling through each species in this manner leads to convergence of the entire equation set just as the Gauss-Siedel Method leads to convergence.

The tradeoff between SSIA and FCA is clear. SSIA attempts to solve several reduced equation sets to cut down on the time spent in the linear equation solver in exchange for performing additional outer iterations. FCA requires no outer iterations but must send the full equation set into the solver. Chapter 3 will compare these solutions algorithms.

### 2.4.3 Sequential Nodes Iteration Approach

The Sequential Nodes Iteration Approach (SNIA), similarly to SSIA, attempts to avoid solving the entire system of equations simultaneously in order to attain better computational speed. SNIA cycles through each spatial node and solves a small subset of the full equation set. SNIA includes all of the derivatives with respect to node $p$ but neglects derivatives from the neighboring nodes, $p-1$ and $p+1$. The derivatives neglected by SNIA will be called SNIA coupling bands.

In order to obtain the reduced equation set solved by SNIA, the equations are renumbered. The equation structure shown in Figure 1 is rearranged to obtain Figure 7. For simplicity, a five node problem is assumed to clearly show the equation structure.

![Diagram of SNIA equation structure](image)

*Figure 7: The structure of the equation set for SNIA*
The entire equation set in Figure 7 can be rewritten in block matrix notation. An arbitrary node point \( p \) would have the following matrix notation:

\[ J_{p-1} \delta C_{p-1} + J_p \delta C_p + J_{p+1} \delta C_{p+1} = b_p \]

where the dimensions of the \( J \) matrices, \( \delta C \) and \( b \) vectors are equal to the number of species. Figure 8 shows the structure for \( J_p \) and \( J_{p+1} \) for the three species example.

![Equation set solved by Reaction Approach](image)

**Figure 8:** Cycle through each node solving reduced equation sets instead of solving the full equation set shown in Figure 7

Again, the Gauss–Siedel approach is used to develop the general algorithm shown in Figure 9. The SNIA coupling bands are neglected when solving each reduced equation set. Similarly to SSIA, an outer iteration is performed to correct for neglecting the coupling bands. The Sequential Nodes Iteration Approach is compared to SSIA and FCA in Chapter 3.

### 2.4.4 Summary of the Three Solution Algorithms

All three solution algorithms solve equation (13). Both SSIA and SNIA send a small subset of the full equation set into the linear equation solver thereby decreasing the time spent in the solver. However, in order obtain reduced equation sets, terms in the full equation set must be neglected. Therefore, an outer iteration is necessary for these algorithms to ensure that the entire equation set is being solved accurately. SSIA and SNIA neglect different terms and will behave differently depending on the simulation. FCA simply solves the full equation set simultaneously. Since SSIA and
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SNIA neglect terms, these algorithms may not converge under all conditions or may require many outer iterations for convergence. On the other hand, FCA should converge under the same general conditions for which Newton’s method converges. The memory requirements for the algorithms are also quite different. FCA is much more memory intensive than SSIA or SNIA since it includes all of the terms in the Jacobian. These algorithms will be tested and evaluated in Chapter 3.
3. EVALUATION OF THE SOLUTION SCHEMES USING A ONE-DIMENSIONAL MODEL

3.1 Overview

The solution methods proposed in Chapter 2 are tested and evaluated in this chapter. Each method will be shown to have certain advantages and disadvantages. Therefore, two mixed algorithms are constructed which attempt to take advantage of each method by combining the FCA, SSIA, and SNIA techniques. The Chapter concludes by proving that the SSIA-FCA algorithm is the best scheme for FEHMN.

3.2 Testing the Numerical Accuracy of the Solution Schemes

3.2.1 Nonreactive Transport Problem

In order to confirm that the transport portion of each solution algorithm was working properly, the algorithms were compared with an analytical solution. The analytical solution for one-dimensional solute transport with the 3rd type inlet boundary condition and Neumann exit boundary condition is given by (Javandel et al., 1984):

$$\frac{C(x, t)}{C_{\text{feed}}} = \frac{1}{2} \operatorname{erfc}\left(\frac{x - ut}{2\sqrt{Dt}}\right) + \sqrt{\frac{u^2t}{\pi D}} \exp\left[-\frac{(x - ut)^2}{4Dt}\right] - \frac{1}{2} \left(1 + \frac{ux}{D} + \frac{u^2t}{D}\right) \exp\left(\frac{ux}{D}\right) \operatorname{erfc}\left(\frac{x + ut}{2\sqrt{Dt}}\right)$$

(17)

where $u$ is the pore water velocity, $D$ is the hydrodynamic dispersion coefficient, $t$ is the time, $x$ is the position, and $C$ is the concentration. The initial conditions and boundary conditions for this problem are given in Section 2.3. Table 1 shows the parameters used to test the numerical algorithms. The Courant and grid Peclet numbers were chosen to guarantee numerical accuracy.
Table 1: Parameters for one-dimensional nonreactive transport problem

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>$u$, the pore water velocity</td>
<td>0.005 m/day</td>
</tr>
<tr>
<td>$D$, the dispersion coefficient</td>
<td>$2.5 \times 10^{-4}$ m$^2$/day</td>
</tr>
<tr>
<td>$\Delta t$, time step</td>
<td>1 day</td>
</tr>
<tr>
<td>$\Delta x$, the mesh spacing</td>
<td>0.05 m</td>
</tr>
<tr>
<td>Grid Peclet No., $u\Delta x/D$</td>
<td>1</td>
</tr>
<tr>
<td>Courant No., $u\Delta t/\Delta x$</td>
<td>0.1</td>
</tr>
<tr>
<td>Simulation Time</td>
<td>100 days</td>
</tr>
<tr>
<td>Reactor Length</td>
<td>1 m</td>
</tr>
<tr>
<td>$C_{\text{feed}}$</td>
<td>1 mole/L</td>
</tr>
</tbody>
</table>

The analytical solution and the numerical solutions are compared in Figure 10. As expected, the numerical solutions from FCA, SSIA, and SNIA are nearly identical to the analytical solution. For this test case, FCA and SSIA solve the same system of equations since only one chemical species is simulated. SNIA solves a reduced equations set for each spatial node to obtain the solution. However, each algorithm uses $l_b$ norm to check for convergence. Therefore, numerical accuracy of each algorithm is the same. Except for some roundoff error, the numerical solutions were nearly identical and are shown in Figure 10.

Since this transport problem was run for a single conservative chemical species, the FCA and SSIA numerical algorithms solve a tridiagonal matrix equation. A direct tridiagonal matrix solver based upon the Thomas algorithm (Pinder and Gray, 1977) was used to confirm that GZSOLVE was working properly. The tridiagonal solver and GZSOLVE produced identical results.

3.2.2 Transport Problem with First-Order Decay

The reaction:

$$A \xrightarrow{k_{\text{for.}}} \text{Products}$$

is incorporated into the transport problem discussed in Section 3.2.1. For this reaction, the rate law given by equation (4) simplifies to:

$$r_A = -\frac{\partial C_A}{\partial t} = k_{\text{for}} C_A$$

(18)
The analytical solution for one-dimensional solute transport with first-order decay is given by (Javendal et al., 1984):

$$
\frac{C(x,t)}{C_{\text{feed}}} = \frac{u}{u + U} \exp \left[ \frac{x(u - U)}{2D} \right] \text{erfc} \left[ \frac{x - Ut}{2\sqrt{Dt}} \right] 
+ \frac{u}{u - U} \exp \left[ \frac{x(u + U)}{2D} \right] \text{erfc} \left[ \frac{x + Ut}{2\sqrt{Dt}} \right] 
+ \frac{u^2}{2Dk_{\text{for}}} \exp \left[ \frac{ux}{D} - k_{\text{for}}t \right] \text{erfc} \left[ \frac{x + ut}{2\sqrt{Dt}} \right]
$$

(19)
where $U = \sqrt{u^2 + 4Dk_{for}}$. Again, the initial conditions and boundary conditions are given in Section 2.3. For this simulation, the parameters shown in Table 2 are used.

<table>
<thead>
<tr>
<th>Table 2: Parameters for one-dimensional transport problem with decay</th>
</tr>
</thead>
<tbody>
<tr>
<td>Parameter</td>
</tr>
<tr>
<td>---------------------------------------------</td>
</tr>
<tr>
<td>$u$, the pore water velocity</td>
</tr>
<tr>
<td>$D$, the dispersion coefficient</td>
</tr>
<tr>
<td>$\Delta t$, time step</td>
</tr>
<tr>
<td>$\Delta x$, the mesh spacing</td>
</tr>
<tr>
<td>Simulation Time</td>
</tr>
<tr>
<td>Reactor Length</td>
</tr>
<tr>
<td>$C_{feed}$</td>
</tr>
<tr>
<td>$k_{for}$, decay constant</td>
</tr>
</tbody>
</table>

Figure 11 shows that the numerical solutions closely match the analytical solution.

### 3.2.3 Verification of Newton's Method

The test problems shown in Sections 3.2.1 and 3.2.2 result in a set of linear finite difference equations. Recall from Chapter 2 that only the reaction rate term can cause the finite difference form of the solute transport equation to become nonlinear. For linear problems, Newton’s method converges after one iteration. However, chemical reactions of order greater than one result in nonlinear rate laws, and for these cases, the Jacobian will contain terms which are dependent on concentration. Since the concentrations in the Jacobian matrix must be evaluated at the previous Newton iteration, Newton’s method requires more than one iteration to solve the equation set. Since FCA, SSIA, and SNIA all employ Newton’s method, a second order reaction was simulated to check the Newton-Raphson iterative scheme. The reaction:

$$A \xrightarrow{k_{for}} \text{Products}$$

is again used. However, the kinetics of the reaction is second order and so the rate law is given by:

$$r_A = -\frac{\partial C_A}{\partial t} = k_{for}C_A^2$$

(20)

where the rate constant, $k_{for}$, has units of day$^{-2}$. All parameters used in this simulation are identical to those given in Table 2. An analytical solution which accounts for dispersion was not found for
this test problem. However, the steady state concentration at the exit can be calculated for a case that assumes no dispersion. Separating variables and integrating equation (20) yields:

\[
\frac{1}{C_{A,\text{exit}}} - \frac{1}{C_{A0}} = k_{\text{for} \tau}
\]  

(21)

where \( \tau \) is the mean residence time of the solute and is equal to \( L/u=200 \) days. Solving equation (21) for \( C_A \) gives:

\[
C_{A,\text{exit}} = \frac{C_{A0}}{C_{A0} k_{\text{for} \tau} + 1}
\]  

(22)
With $C_{A0} = 1$, $k_{for} = 0.005$ /day, $C_A$ should equal 0.5 moles/liters at steady state. The simulations were run out to 600 days to ensure that the system reached steady state. The numerical solution algorithms reached a steady state concentration of 0.51 at the exit. As expected, FCA, SSIA, and SNIA took an average of 3 to 4 Newton iterations per time step to converge due to the nonlinearity of the problem.

3.3 Benchmarking of the Solution Strategies

The problems in Sections 3.2.1–3.2.3 confirm the numerical accuracy of the solution algorithms for one chemical species undergoing transport and reaction. For multiple chemical species undergoing transport and reaction among one another, the solution strategies employ different iterative schemes. Each strategy will still provide a numerically accurate solution. However, the computer time required for convergence will be dependent on the solution algorithm and the particular problem.

Each solution algorithm varies in its computational and memory requirements for several reasons. Each solution algorithm sends different equation sets into the solver. FCA sends the full equation set into solver, whereas SSIA and SNIA send reduced equation sets. Both SSIA and SNIA neglect certain terms to achieve the reduced equation sets and therefore require an outer iteration to ensure the entire equation set is solved accurately. Therefore, the time spent in the solver per iteration is no longer the same and the number of calls to the equation solver will be different for each strategy. In addition, the time required to formulate the coefficients to send into the solver will also be different. FCA requires the calculation of all of the Jacobian derivative terms, whereas SNIA and SSIA do not have to calculate some Jacobian cross derivative terms.

In this section, a benchmarking study is performed to evaluate the solution strategies. The test problems have been chosen to highlight the advantages and disadvantages of each solution algorithm. Section 3.4 will describe the construction of two mixed algorithms which attempt to incorporate the advantages of each method by combining the FCA, SSIA, and SNIA techniques. The solution algorithms were tested on a Sun Sparc 20 Workstation. The CPU times were obtained by using
the UNIX command GPROF. In order to obtain CPU times, 10,000 node test problems were used in the benchmarking tests. A 10,000 node problem allowed the time spent in each solution algorithm to be "significant." The GPROF routine gave CPU times that were accurate to within 10% for these 10,000 node problems. It should be noted that for problems containing less than 1000 nodes, the GPROF routine provided times with errors up to 25%. The inaccuracy was due to the minimal time spent in the solution algorithm for the 1000 node simulations.

In order to simulate these 10,000 node problems, the time step, the pore water velocity, and hydrodynamic dispersion coefficients were adjusted accordingly to obtain a grid Peclet number of 1 and a Courant number of 0.1. The transport parameters used in the following simulations are given in Table 3. The test problems discussed in 3.2.1–3.2.3 were rerun with these new parameters.

Table 3: Parameters for 10,000 node benchmarking studies

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>u, pore water velocity</td>
<td>0.01 m/day</td>
</tr>
<tr>
<td>D, the dispersion coefficient</td>
<td>$1.0 \times 10^{-6}$ m$^2$/day</td>
</tr>
<tr>
<td>$\Delta t$, time step</td>
<td>0.001 days</td>
</tr>
<tr>
<td>$\Delta x$, the mesh spacing</td>
<td>0.0001 m</td>
</tr>
<tr>
<td>Grid Peclet No., $u\Delta x/D$</td>
<td>1</td>
</tr>
<tr>
<td>Courant No., $u\Delta t/\Delta x$</td>
<td>0.1</td>
</tr>
<tr>
<td>L, the reactor length</td>
<td>1 m</td>
</tr>
<tr>
<td>Simulation Time</td>
<td>1 day</td>
</tr>
</tbody>
</table>

**3.3.1 Transport of Multiple Conservative Species**

In this section, the transport problem described in Section 3.2.1 is run with multiple conservative species transporting simultaneously. This example will be used to study the relationship between the computational cost of each strategy and the number of species in the simulation.

Table 4 shows the relationship between the number of conservative species simulated and the CPU time per time step. It should be noted that each algorithm required only one Newton iteration per time step to achieve convergence.
Table 4: Performance of the algorithms for conservative transport problem

<table>
<thead>
<tr>
<th>Number of species</th>
<th>FCA</th>
<th>SSIA</th>
<th>SNIA</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>CPU time per time step (seconds)</td>
<td># Outer Iterations</td>
<td>CPU time per time step (seconds)</td>
</tr>
<tr>
<td>1</td>
<td>1.1</td>
<td>1</td>
<td>1.1</td>
</tr>
<tr>
<td>2</td>
<td>3.5</td>
<td>1</td>
<td>2.4</td>
</tr>
<tr>
<td>3</td>
<td>11.6</td>
<td>1</td>
<td>3.9</td>
</tr>
<tr>
<td>4</td>
<td>14.9</td>
<td>1</td>
<td>5.6</td>
</tr>
<tr>
<td>6</td>
<td>67.5</td>
<td>1</td>
<td>8.8</td>
</tr>
<tr>
<td>8</td>
<td>296.3</td>
<td>1</td>
<td>12.0</td>
</tr>
</tbody>
</table>

These trials were designed to show the extreme case in which SSIA outperforms FCA and SNIA. The SSIA coupling bands are nonexistent for this test problem, SSIA converges after performing one outer iteration. Recall that the approximation made by SSIA is that the reaction cross derivative terms are neglected. Since there is no reaction in these trials, these derivatives are equal to zero. Since SSIA solves reduced equation sets and does not have to perform any additional outer iterations, SSIA runs faster than FCA. For this problem the SNIA coupling bands are significant, therefore SNIA requires several outer iterations for convergence. Therefore, SSIA runs faster than SNIA for this problem.

The trends shown in Table 4 can be explained by examining the equation sets solved by each algorithm (Figure 12). FCA is slower than SSIA because it sends a larger problem to the linear equation solver. For example, when simulating three species, FCA must solve one large equation set of dimension 3N by 3N. SSIA solves three reduced equation sets of dimension N by N. It is clear that the FCA equation set is nine times larger than each of the three reduced systems solved by SSIA. For this same three species case, SNIA solves N reduced equation sets of dimension three by three. However, Table 4 shows that SNIA requires additional outer iterations to achieve convergence for this problem. Therefore, even though SNIA sends reduced equation sets to the solver, the additional outer iterations result in slow convergence compared to SSIA. The structure of the equation sets solved by FCA, SSIA and SNIA for a problem with three species and five spatial nodes (N=5) is
shown in Figure 12. A more detailed explanation of these matrix structures can be found in Chapter 2.

From this first benchmarking study, it is clear that the number of additional outer iterations will be a major factor in determining whether SSIA and SNIA will outperform FCA. As seen from the flowcharts in Chapter 2, an outer iteration returns to the beginning of the solution algorithm with new guesses for the concentration vector. All the calculations in the algorithm are carried out again. In effect, the solution algorithm is called again for every additional outer iteration.

Another major factor in performance will be the solver type used by the algorithms. FCA and SSIA both use GZSOLVE (Zyvoloski, 1995b) which utilizes the GMRES algorithm (Barrett et al., 1994; Dongarra et al., 1991) to solve the banded equation sets. SNIA uses a direct solver to solve the small, dense equation sets. The direct solver employs LU Decomposition followed by back substitution to solve each equation set (e.g. Press et al., 1992). For a problem with many species and many nodes, the different solvers could have a significant effect on the performance of the algorithms for simulations with a large number of nodes and chemical species.

Plotting the results of Table 4 produces some trends which effectively explain the behavior of the solution algorithms. Figure 13 shows a plot of CPU time/time step versus the number of conservative species in the simulation.

For this problem, SSIA’s time for convergence increases linearly with the number of species. The SSIA reduced equation sets are the same size whether one or more species are simulated. Therefore, the increase in overall CPU time is simply due to the number of times the solver is called. For example, the solver is called once per outer iteration for the one species case, whereas, the solver is called three times per outer iteration for the three species case.

The convergence time behavior for SNIA is more complex. SNIA’s convergence time increases at a much greater rate as the number of species increases. The reduced equation sets solved by SNIA increase in dimension as the number of species increase. The direct solver which solves the reduced equation sets uses LU decomposition followed by back substitution. For this procedure, approxi-
Figure 12: Comparison of the equation sets for three conservative species undergoing transport (assume five node problem)
mately $N^3/3$ operations are necessary to solve each reduced equation set (Press et al., 1986). The CPU time required to solve the equation set is directly proportional to the number of operations. Therefore, the overall time for convergence for SNIA greatly increases with the number of species. In fact, the CPU time per outer iteration increases by an approximate factor of $N^3$ for SNIA. For example, if the number of chemical species is doubled, the CPU time per outer iteration approximately increases by a factor of 8.

The FCA curve shows that the time for convergence for FCA increases exponentially with the number of species. Although FCA has no real upper limit on the number of species being modeled, solving for number species simultaneously will be very computationally intensive.

This test problem was used to examine the extreme case in which no coupling exists between any of the chemical species and was therefore ideal for the SSIA algorithm. FCA and SNIA clearly become increasingly inefficient as the number species in the simulation increases, whereas, SSIA's convergence time per time step increases linearly. This example was used to study the relationship
between the computational cost of each strategy and the number species in the simulation. Based on this analysis, one should never solve for the transport of multiple conservative species using any of these algorithms because the most cost effective approach would be to solve for each species independently. However, the real purpose of these algorithms is to simulate the transport of chemical species which interact with one another. The behavior of the solution strategies for multiple reacting species will be shown in the next section.

3.3.2 Transport of Multiple Reacting Species

In this section, the three reaction strategies are used to simulate reversible reactions in which the transporting species interact with one another. Therefore, the SSIA coupling bands become significant in these problems.

The first reaction to be simulated is given below.

$$A \xleftarrow{k_{\text{rev}}} \overset{k_{\text{for}}}{\longrightarrow} B$$

The rate law of the reaction is given by:

$$r_A = -r_B = k_{\text{for}} C_A - k_{\text{rev}} C_B$$  \hspace{1cm} (23)

Species A and B transport from the inlet to the outlet of the reactor. Both species start with concentrations of zero within the reactor. Species A is injected into the inlet node with a concentration of 1 M. As A enters the reactor it reacts to form species B according the reaction given above. The forward and reverse rate constants are chosen to be equal for each simulation. If the rate constants are high enough to simulate equilibrium conditions, the concentration of A and B will be equal to each other at every spatial node. At steady state, the concentration of species A and B should equal 0.5 M.

For this reaction, the SSIA coupling bands (returning to Chapter 2 notation) are given by:

$$J_{AB,i,j} = \lambda_k \Delta t$$ and $$J_{BA,i,j} = \lambda_k \Delta t$$
Examining these coupling bands, it is clear that as the kinetics of the reaction increase, the coupling bands increase in value. Therefore, one would expect the efficiency of the SSIA algorithm to decrease as the kinetics of the reaction increases.

Table 5 compares the performance of the three algorithms for various rate constants. It is clear that kinetic rate constants do not affect the time for convergence for SNIA and FCA. However, SSIA takes more outer iterations as the kinetics of the reaction increases. Therefore, the time for convergence for SSIA is greatly affected.

Table 5: Performance of the algorithms over a range of kinetic rate constants

<table>
<thead>
<tr>
<th>Rate Constants $k_{for}=k_{rev}$ (day$^{-1}$)</th>
<th>FCA</th>
<th>SSIA</th>
<th>SNIA</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>CPU time per time step (seconds)</td>
<td># Outer Iterations</td>
<td>CPU time per time step (seconds)</td>
</tr>
<tr>
<td>1</td>
<td>3.6</td>
<td>1</td>
<td>2.4</td>
</tr>
<tr>
<td>$1\times10^1$</td>
<td>3.5</td>
<td>2</td>
<td>4.6</td>
</tr>
<tr>
<td>$1\times10^2$</td>
<td>3.7</td>
<td>3</td>
<td>7.2</td>
</tr>
<tr>
<td>$1\times10^3$</td>
<td>3.6</td>
<td>7</td>
<td>16.8</td>
</tr>
<tr>
<td>$1\times10^4$</td>
<td>3.5</td>
<td>37</td>
<td>85.1</td>
</tr>
<tr>
<td>$1\times10^5$</td>
<td>3.6</td>
<td>120</td>
<td>312</td>
</tr>
<tr>
<td>$1\times10^6$</td>
<td>3.6</td>
<td>–</td>
<td>no convergence</td>
</tr>
</tbody>
</table>

Figure 14 shows these trends graphically. Table 5 and Figure 14 indicate that the kinetics of the reaction has no effect on FCA and SNIA. There is no effect because these methods include all of the reaction cross derivatives when solving the equation set. On the other hand, the SSIA coupling bands become increasingly important as the rate constants increase. Therefore, SSIA’s approximation of neglecting the coupling bands becomes worse as the rate constants increase in value. For SSIA, the time spent in the solver per outer iteration is not dependent on the kinetics of the reaction. However, the number of outer iterations greatly increases for fast kinetic reactions. Therefore, the amount of time for convergence greatly increases with the kinetics of the reaction.

This test problems brings into question SSIA’s ability to model an equilibrium reaction. Table 5 shows that kinetic constants higher than 100 day$^{-1}$ result in relatively slow convergence for SSIA. However, if kinetic constants 100 day$^{-1}$ are sufficiently fast enough to simulate local equilibrium
for this problem, SSIA would still be an acceptable scheme to model both equilibrium and kinetic reactions. For this reaction, Valocchi (1985) found that the local equilibrium assumption is valid when:

\[ k_{\text{rev}} \frac{\Delta x}{u} \geq 100 \]  

where the dimensionless quantity, \( k_{\text{rev}} \Delta x/u \), is a dimensionless rate parameter also known as the Damköhler number. For this simulation, \( u = 0.01 \) meters/day and \( \Delta x = 0.0001 \) meters. Therefore, \( k_{\text{rev}} \) should be greater than 10,000 day\(^{-1}\) for local equilibrium conditions to be simulated at each spatial node. Table 5 shows that for a \( k_{\text{rev}} = 10,000 \) day\(^{-1}\), SSIA requires 312 outer iterations to converge. Upon convergence, equilibrium conditions are simulated at each spatial node. However, SSIA is clearly an impractical solution technique for simulating equilibrium reactions and is only an efficient algorithm for simulating slow kinetic reactions.
3.3.3 The effect of varying the Courant Number and Grid Peclet Number

Unlike SSIA which neglects coupling bands which contain reaction terms, SNIA neglects coupling bands which describe the advective and dispersive transport between a node and its neighbors. Therefore, the number of SNIA outer iterations should be sensitive to transport parameters rather than chemical kinetic parameters. For the one-dimensional case, transport parameters such as the Courant number \( (u\Delta t/\Delta x) \) and grid Peclet number \( (u\Delta x/D) \) are the primary factors which control the number of outer iterations necessary for SNIA to achieve convergence.

The nonreactive transport problem shown in Section 3.3.1 was rerun. Two sets of simulations were run in which \( \Delta x \) was kept constant. In the first set, the Courant number was varied by adjusting the pore water velocity. The grid Peclet number was kept constant by adjusting the hydrodynamic dispersion coefficient. In the second set, the grid Peclet number was varied while keeping the Courant number constant. The "rules of thumb" to guarantee an accurate numerical solution for one-dimensional transport require that the Courant number be less than 1 and the grid Peclet number less than 2 (Pinder and Gray, 1977). Therefore, the parameters in the tables were kept within these limits. Table 6 shows the first set of trials and Table 7 shows the second set.

**Table 6: Performance of the algorithms over a range of Courant numbers (grid Peclet No. = 1)**

<table>
<thead>
<tr>
<th>Courant No.</th>
<th>FCA</th>
<th>SSIA</th>
<th>SNIA</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>CPU time per time step (seconds)</td>
<td># Outer Iterations</td>
<td>CPU time per time step (seconds)</td>
</tr>
<tr>
<td>0.001</td>
<td>15.1</td>
<td>1</td>
<td>5.6</td>
</tr>
<tr>
<td>0.01</td>
<td>14.0</td>
<td>1</td>
<td>5.8</td>
</tr>
<tr>
<td>0.1</td>
<td>14.8</td>
<td>1</td>
<td>5.6</td>
</tr>
<tr>
<td>0.5</td>
<td>14.4</td>
<td>1</td>
<td>5.8</td>
</tr>
<tr>
<td>1</td>
<td>14.7</td>
<td>1</td>
<td>5.6</td>
</tr>
</tbody>
</table>
Table 7: Performance of the algorithms over a range of grid Peclet numbers (Courant No. = 0.1)

<table>
<thead>
<tr>
<th>Grid Peclet No.</th>
<th>FCA</th>
<th>SSIA</th>
<th>SNIA</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>CPU time per time step (seconds)</td>
<td># Outer Iterations</td>
<td>CPU time per time step (seconds)</td>
</tr>
<tr>
<td>0.1</td>
<td>14.8</td>
<td>1</td>
<td>5.6</td>
</tr>
<tr>
<td>1</td>
<td>14.7</td>
<td>1</td>
<td>5.6</td>
</tr>
<tr>
<td>2</td>
<td>14.4</td>
<td>1</td>
<td>5.6</td>
</tr>
</tbody>
</table>

As expected, FCA is not sensitive to changes in the Courant number and grid Peclet number as long as Δx is kept constant. Since this is a conservative transport problem, no conclusions can be drawn from the performance on SSIA. Recall that SSIA requires only one outer iteration to converge for conservative transport problems. SNIA requires additional outer iterations for convergence as the Courant number increases and as the grid Peclet number decreases. Higher Courant numbers result in a solute front which moves faster from node to node. The SNIA coupling bands become more significant as the solute front speed increases. The grid Peclet number controls the spreading of the front. Low grid Peclet numbers signify a more disperse solute front. The solute front will spread faster throughout the domain for a lower grid Peclet number, again making the SNIA coupling bands more significant.

The limits on the grid Peclet number and Courant number bring into question SNIA's flexibility. SNIA is very sensitive to these transport parameters. For these one-dimensional simulations, it has been shown that SNIA performs efficiently if the grid Peclet number and Courant number are chosen carefully. However, SNIA has not been examined for two or three dimensional problems. Since FEHMN is a finite element code capable modeling three dimensional geometries, the main bands shown in Figure 1 would contain 27 bands for the three-dimensional case rather than 3 bands for the one-dimensional case. Therefore, SNIA would neglect 26 coupling bands for a three-dimensional simulation rather than the 2 coupling bands neglected in the one-dimensional case. Restrictions on the Courant number and grid Peclet number will most certainly be more stringent for two and three dimensional problems.
Incorporating SNIA into FEHMN would simply not be practical. FEHMN is capable of using three-dimensional unstructured grids and variable time stepping. Therefore, the Courant and grid Peclet numbers are not easily controlled over the entire domain or the over the entire simulation time for an FEHMN simulation. SNIA simply does not have the necessary robustness to be able to model a wide variety of FEHMN reactive transport problems.

3.4 Combinations of FCA/SSIA and SSIA/SNIA

The benchmarking tests showed that each solution algorithm has certain advantages and disadvantages. FCA’s performance was independent of the transport or reaction parameters of the problem. However, FCA has a practical limit of modeling four chemical species simultaneously. Simulations with more than four chemical species require a large amount of memory and CPU time. Specifically, a Sparc 20 Workstation is not capable of modeling more than four species simultaneously for simulations with more than one thousand nodes. SSIA is extremely efficient for simulating multi-species, slow kinetic reactions but cannot simulate fast kinetic or equilibrium reactions. SNIA is better than FCA and SSIA for a problem with relatively slow transport and fast reactions. However, SNIA is extremely sensitive to the grid Peclet number and Courant number. This section describes the construction of two mixed algorithms which attempt to take advantage of each method by combining the FCA, SSIA, and SNIA techniques. In particular, combinations of SSIA-SNIA and FCA-SSIA were constructed.

3.4.1 SSIA-SNIA

SSIA and SNIA attempt to solve several reduced equation sets to cut down on the time spent in the linear equation solver in exchange for performing additional outer iterations. Both algorithms neglect coupling bands in order to solve the reduced equation sets, SSIA neglecting the reaction coupling among species at a given node and SNIA neglecting the transport coupling between adjacent nodes. SSIA-SNIA alternates between solving the SNIA and SSIA equation sets. The goal of SSIA-SNIA is to allow for SSIA to accurately describe the transport processes and for SNIA to accurately solve for the reaction processes. In doing so, the objective is to reduce the number of outer iterations necessary for convergence while still only solving reduced equation sets. Combining the
two algorithms is quite straightforward in that the same outer iteration loop can be used to check for overall convergence equation set. The schematic of SSIA and SNIA can be merged to generate the schematic for SSIA-SNIA (Figure 15).

**Figure 15:** Combination of SSIA and SNIA

The reactive transport problem discussed in Section 3.3.2 is also a good test for the SSIA-SNIA algorithm. Recall that as the kinetics of the reaction increases SSIA begins to take additional outer iterations for convergence (see Table 5). SNIA was not affected by the kinetics of the reaction but only by the Courant and Grid Peclet numbers. For this problem the Courant number was 0.1 and the Grid Peclet Number was 1. The problem was rerun to study the performance of SSIA-SNIA.

Table 8 shows that combining the two algorithms results in an overall performance which is between the performance of SSIA and SNIA. The SSIA-SNIA algorithm never outperforms SNIA.
for this example. At higher kinetics, the SSIA iterations hinder the SNIA iterations from converging upon a solution. The purpose of SSIA-SNIA was to achieve convergence with fewer outer iterations than SSIA or SNIA. Unfortunately, alternating methods does not achieve this goal. Therefore, the SSIA-SNIA method is not an effective scheme for FEHMN.

Table 8: Evaluation of the mixed SSIA-SNIA algorithm over a range of kinetic rate constants

<table>
<thead>
<tr>
<th>Rate Constants $k_{for}=k_{rev}$ (day$^{-1}$)</th>
<th>SSIA</th>
<th>SNIA</th>
<th>SSIA-SNIA</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td># Outer Iterations</td>
<td>CPU time per time step (seconds)</td>
<td># Outer Iterations</td>
</tr>
<tr>
<td>1</td>
<td>1</td>
<td>2.4</td>
<td>3</td>
</tr>
<tr>
<td>$1x10^2$</td>
<td>3</td>
<td>7.2</td>
<td>3</td>
</tr>
<tr>
<td>$1x10^3$</td>
<td>7</td>
<td>16.8</td>
<td>3</td>
</tr>
<tr>
<td>$1x10^4$</td>
<td>37</td>
<td>85.1</td>
<td>3</td>
</tr>
<tr>
<td>$1x10^6$</td>
<td>no convergence</td>
<td>3</td>
<td>2.9</td>
</tr>
</tbody>
</table>

3.4.2 FCA-SSIA

FCA-SSIA was designed to take advantage of the computationally efficient properties of FCA and SSIA. The mixed algorithm allows the user the place highly coupled species into groupings. For example, all species in an equilibrium reaction are strongly coupled to one another and should be placed in a grouping. In FCA-SSIA, all species in a particular grouping are solved by the FCA method. Since each grouping is not strongly coupled to the other groupings, an outer loop using the SSIA method is used to solve the entire equation set by sequentially looping through each grouping. For FCA-SSIA to work properly, the user must choose groupings which are not strongly coupled to one another. Figure 16 shows the basic schematic of the FCA-SSIA algorithm.

The performance of the FCA-SSIA algorithm can be shown by studying the following set of reversible reactions in series:
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Figure 16: Combination of FCA and SSIA
Reaction 1: $A \xrightleftharpoons[k_{\text{rev}}]{k_{\text{for}}} B$

Reaction 2: $B \xrightleftharpoons[k_{\text{rev}}]{k_{\text{for}}} C$

Reaction 3: $C \xrightleftharpoons[k_{\text{rev}}]{k_{\text{for}}} D$

Reaction 4: $D \xrightleftharpoons[k_{\text{rev}}]{k_{\text{for}}} E$

In this example, reactions 1, 3 and 4 are equilibrium reactions and reaction 2 is a kinetic reaction. Since reaction 2 is kinetically limited, it is the rate limiting step in the reaction sequence. The equilibrium reactions are simulated by using rate constants that are high enough to achieve local equilibrium throughout the domain. Recall that a kinetic formulation has been chosen to model both equilibrium and kinetic reactions. Each reaction is of the same form as the reaction shown in Section 3.3.2. Therefore, forward and reverse rate constants greater than $1 \times 10^4 \text{ day}^{-1}$ will result in equilibrium conditions. For this set of simulations, the rate constants for reaction 2 are varied to study the behavior of the FCA-SSIA algorithm (the rate constants for reactions 1, 3 and 4 are kept constant at 10,000 day$^{-1}$ to ensure equilibrium conditions for this reaction).

In this test problem, FCA-SSIA will be compared to the FCA algorithm. SSIA cannot be used in the comparison since reactions 1, 3 and 4 are equilibrium reactions which cannot be handled by SSIA. To use the FCA-SSIA algorithm, the user must place the strongly coupled chemical species into groupings. Since reaction 2 is the rate limiting step of the reaction sequence, the two logical groupings for this problem are: A-B, and C-D-E. The kinetic parameters for reaction 2 will control the number of outer iterations required by FCA-SSIA to attain convergence. Table 9 shows the compares the performance of FCA-SSIA against FCA for this reaction sequence.
Table 9: Evaluation of the mixed FCA-SSIA algorithm over a range of kinetic rate constants

<table>
<thead>
<tr>
<th>Rate Constants $k_{for2} = k_{rev2}$ (day$^{-1}$)</th>
<th>FCA-SSIA</th>
<th>FCA</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td># Outer Iterations</td>
<td>CPU time per time step (seconds)</td>
</tr>
<tr>
<td>$1x10^{-3}$</td>
<td>1</td>
<td>37.3</td>
</tr>
<tr>
<td>$1x10^{-2}$</td>
<td>1</td>
<td>37.3</td>
</tr>
<tr>
<td>$1x10^{-1}$</td>
<td>3</td>
<td>102.6</td>
</tr>
<tr>
<td>$1x10^0$</td>
<td>5</td>
<td>169.0</td>
</tr>
<tr>
<td>$1x10^1$</td>
<td>17</td>
<td>632.4</td>
</tr>
<tr>
<td>$1x10^2$</td>
<td>137</td>
<td>4986.8</td>
</tr>
</tbody>
</table>

This problem illustrates that FCA-SSIA groupings take advantage of the properties of FCA and SSIA. FCA-SSIA outperforms FCA for kinetic rate constants lower than $1x10^{-2}$ day$^{-1}$. For these trials, the groupings are weakly coupled. However, as the kinetic constants are increased, the groupings become strongly coupled and FCA-SSIA requires additional outer iterations making it inefficient. It is clear that if the chemical species in the system can be placed into groupings which are weakly coupled to one another, then the FCA-SSIA algorithm will be much more efficient than the FCA algorithm. If no weakly coupled groupings can be found, FCA-SSIA can still be used to solve for all species simultaneously by simply placing all the species together into one grouping. Under these conditions, FCA-SSIA reduces down to the FCA algorithm.

The FCA-SSIA algorithm is better than either the FCA or the SSIA algorithm. In the worst of circumstances FCA-SSIA will reduce down to the FCA algorithm. In many circumstances in which appropriate groupings can be found, FCA-SSIA will out perform the FCA algorithm.

3.4.3 The Most Efficient Algorithm for FEHMN

Except for FCA-SSIA, each of the algorithms described in the preceding sections have major limitations which make them inappropriate algorithms for the FEHMN reactive transport model. In summary, the major limitations to these schemes are:

1. SSIA cannot model equilibrium reactions.
2. SNIA is too sensitive to the grid Peclet number and the Courant number.
3. SSIA-SNIA proved to be less efficient than SSIA or SNIA.

4. FCA-SSIA can always be reduced down to FCA.

FCA-SSIA proved to be a flexible algorithm since it is capable of modeling mixed kinetic-equilibrium problems. In addition, FCA-SSIA has no theoretical upper limit on the number of species which can be modeled. However, FCA-SSIA does have a major practical limitation. The major limitation of FCA-SSIA is that numerous strongly coupled species (i.e. numerous equilibrium reactions) cannot be modeled simultaneously since the SSIA portion of the algorithm cannot be used to simplify the problem. For these problems, the FCA portion of the algorithm must solve the entire transport and chemical system simultaneously resulting in computationally inefficient behavior. However, this scenario should rarely occur since FEHMN will be used to model relatively small chemical systems (i.e. less than 10 species). The only way to avoid this computationally inefficient behavior would be to completely restructure FEHMN so that a mixed kinetic-equilibrium formulation would be used rather than fully kinetic formulation.

The FCA-SSIA algorithm should be adequate for the FEHMN reactive transport model. The chemical processes that are to be studied by FEHMN will be very specific. Information from large geochemical codes will be distilled down to 10 or fewer species which can then be modeled by FEHMN. The reactions modeled by FEHMN will be used to refine transport calculations which assumed an equivalent $K_d$ to simulate retardation effects. Yeh and Tripathi (1991) showed that it may be inappropriate to use an equivalent $K_d$ to simulate retardation effects due to nonlinear effects caused by the chemical equations. Therefore, simplifying assumptions using an equivalent $K_d$ should be supported by performing more rigorous chemical transport calculations. The FCA-SSIA algorithm should be sufficient for these small chemical simulations (e.g. less than 10 species) coupled to large scale heat and flow simulations (10,000 spatial node problems).
4. MODIFICATION AND VERIFICATION OF THE FEHMN REACTIVE TRANSPORT MODEL

4.1 Overview

In this chapter, the FCA-SSIA algorithm will be incorporated into FEHMN. In addition, a technique will be developed to allow the user to simulate an equilibrium reaction by entering the equilibrium constant for the reaction. This method will prevent the user from having to manually adjust the kinetic rate constants for each problem in which equilibrium conditions are to be simulated. The last sections of this chapter consider verification of the FEHMN reactive transport model.

4.2 Incorporating FCA-SSIA into FEHMN

The one-dimensional transport codes discussed in Chapter 3 were developed to mimic the reaction module of FEHMN while leaving out many of the other features which were not necessary in evaluating the performance of the reactive transport model. The first version of the FEHMN reaction module used the SSIA algorithm. Chapter 3 showed that the SSIA algorithm cannot model equilibrium reactions. After evaluating the algorithms in Chapter 3, the FCA-SSIA algorithm was shown to be the best solution scheme for FEHMN.

Incorporating the FCA-SSIA algorithm to FEHMN is a straightforward procedure. Figure 17 shows a very general schematic of how the FEHMN reactive transport model utilizes the FEHMN flow solution. Figure 18 shows the schematic for the FEHMN reactive transport model after FCA-SSIA algorithm has been incorporated.

![Figure 17: Schematic of the flow and transport models.](image-url)
Figure 18: The FEHMN solute transport module
4.3 Simulating Equilibrium Reactions with a Kinetic Formulation

Some of the geochemical reactions required in the FEHMN simulations of Yucca Mountain are often modeled with the local equilibrium assumption because the transport time scale is slower than the reaction time scale. Since FEHMN uses a fully kinetic formulation, an automatic method was developed to select kinetic rate constants high enough to simulate equilibrium reactions. With this technique, the user enters equilibrium coefficients and the code calculates the appropriate kinetic rate constants to model equilibrium conditions.

The method uses the kinetic view of equilibrium in order to simulate an equilibrium reaction. FEHMN can model reactions of the general form:

\[ a_1 C_1 + a_2 C_2 + \ldots + a_m C_m \xrightleftharpoons{k_{for}} k_{rev} a_{m+1} C_{m+1} + a_{m+2} C_{m+2} + \ldots + a_n C_n \]  

(25)

The rate of disappearance of \( C_1 \) by the forward reaction is:

\[ r_{C_1,\text{forward}} = -a_1 \left\{ k_{for} \prod_{j=1}^{j=m} \left[ C_j \right]^{\eta(j)} \right\} \]  

(26)

and the rate of formation of \( C_1 \) by the reverse reaction is:

\[ r_{C_1,\text{reverse}} = a_1 \left\{ k_{rev} \prod_{j=m+1}^{j=n} \left[ C_j \right]^{\eta(j)} \right\} \]  

(27)

At equilibrium there is no net formation of \( C_1 \), hence:

\[ r_{C_1,\text{forward}} + r_{C_1,\text{reverse}} = 0 \]  

(28)

Equations (26)-(28) can be used to develop an equation which can be used to check for equilibrium conditions. For simplicity two ratios can be defined:

\[ \frac{k_{for}}{k_{rev}} = K_{eq} \]

\[ Q = \frac{\prod_{j=m+1}^{j=n} \left[ C_j \right]^{\eta(j)}}{\prod_{j=m}^{j=n} \left[ C_j \right]^{\eta(j)}} \]
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When the system is in equilibrium, \( Q = K_{eq} \). Similarly, if \( Q \neq K_{eq} \), the system is not in equilibrium (Levenspiel, 1972).

When a user specifies an equilibrium reaction in FEHMN, the reaction should be at equilibrium at every node in the domain at each time step. For each equilibrium reaction in the system, the following expression is used to check for equilibrium conditions at each time step for node point \( p \):

\[
\max(\gamma_{\text{rxn}})_p < \gamma_{\text{tol}}
\]

where \( \gamma_{\text{rxn}} = 1 - \frac{Q}{K_{eq}} \)  \( \text{(29)} \)

The variable \( \gamma_{\text{tol}} \) is a specified tolerance (e.g. 1.0x10^{-4}). As \( Q \) approaches \( K_{eq} \), the reaction approaches equilibrium and \( \max(\gamma_{\text{rxn}})_p \) approaches zero. If equation (29) is not satisfied within the specified tolerance, the following relationships can be used to estimate the increased rate constants necessary for equilibrium conditions:

\[
k_{\text{for,new}} = \left( 1 - \frac{Q}{K_{eq}} \right) \frac{k_{\text{for,old}}}{\text{rate_factor}}
\]  \( \text{(30)} \)

The variable \( \text{rate_factor} \) is an acceleration parameter entered by the user which controls the increase in the rate constants. A value of \( \text{rate_factor} \) of 1x10^{-3} was found to result in equilibrium conditions for most problems. The adjusted forward rate constant, \( k_{\text{for,new}} \) is used to calculate the reverse rate constant, \( k_{\text{rev,new}} \) using equation (31).

\[
k_{\text{rev,new}} = \frac{k_{\text{for,new}}}{K_{eq}}
\]  \( \text{(31)} \)

The adjusted rate constants given by equations (30) and (31) estimate the increase in the rate constants required to achieve equilibrium. However, these equations do not necessarily guarantee equilibrium. Therefore, an equilibrium iteration is introduced into FEHMN. For each equilibrium reaction, FEHMN reads in a temperature dependent equilibrium constant. Since FEHMN simulations of Yucca Mountain geochemical transport are often nonisothermal, the equilibrium constant can vary spatially by over an order of magnitude. FEHMN calculates \( k_{\text{for}} \) and \( k_{\text{rev}} \) such that \( k_{\text{for}}/k_{\text{rev}} = K_{eq} \) at all locations. In the subroutine \text{REACT}, equation (29) is used to flag nodes for which the kinetic constants do not meet the equilibrium criteria throughout the domain. Before taking another
time step, the subroutine CSOLVE checks the equilibrium flag for each equilibrium reaction to determine whether the rate constants must be increased in order to achieve equilibrium conditions. If the rate constants require adjustment, FEHMN again solves the equation set with the adjusted rate constants. This sequence comprises an FEHMN equilibrium iteration.

Redoing all of the calculations starting with CSOLVE is very computer intensive. However, equilibrium iterations are often only necessary for the first few time steps. For the first time step, the rate constants are started at values which are usually high enough to guarantee equilibrium for many problems. At each new time step, the rate constants from the previous time steps are used. Equation (29) is again used to flag nodes for which the kinetic constants do not meet the equilibrium criteria throughout the domain. For many FEHMN simulations, the rate constants are adjusted at the first time step and these rate constants are usually high enough to maintain equilibrium conditions for the rest of the simulation. For these simulations, very few equilibrium iterations are necessary. However simulations exist in which transport and flow time scales are time variant requiring equilibrium iterations at many time steps throughout the simulation.

4.4 Verification of the FEHMN Reactive Transport Model

FEHMN has been thoroughly tested against analytical solutions and against other well-documented porous flow codes. These verification runs are documented in the V&V Report (Dash, 1995b) for the FEHMN Application and the V&V Plan and Procedures for the FEHMN Application (Dash, 1995a). After the new reactive transport was added to FEHMN, these verification runs were rerun to confirm that FEHMN was still working properly after the numerous code revisions. The verification runs presented in this section were used check the new reactive features of FEHMN. First, the test problems used to validate the one-dimensional algorithms of Chapter 3 were used to check that the FCA-SSIA algorithm was properly incorporated into FEHMN. As expected, the FEHMN reactive transport model behaved similarly to the FCA-SSIA algorithm for these test problems. These test problems are not presented in this thesis to prevent unnecessary repetition. The next three sections will confirm that FEHMN is working properly for more complicated and realistic reaction sequences.
4.4.1 Kinetic Nonlinear Adsorption and the Langmuir Isotherm

The Langmuir isotherm commonly used to model adsorption data from a column experiment or tracer test. By definition, an isotherm assumes that the adsorbed phase concentration is in equilibrium with the aqueous phase concentration. Frequently column studies are kinetically limited because the aqueous concentration and the adsorbent concentration do not have time to reach equilibrium over the duration of the study. For these cases, a kinetic Langmuir model (bilinear adsorption model) is often used to model data (Fetter, 1993).

In this test problem, a nonlinear kinetic Langmuir adsorption reaction is introduced into a one-dimensional transport simulation. The kinetic Langmuir model should reduce down to the Langmuir isotherm if the kinetics of the reaction are much faster than the time scale of transport. The kinetic Langmuir model can be incorporated into the FEHMN reactive transport model. In addition, FEHMN has a special option for modeling the Langmuir isotherm. These models will be compared for kinetic rate constants with different magnitudes.

The following reaction is modeled:

$$C_1 + \text{sorbet} \xrightarrow{k_{for}} S_1 \xleftarrow{k_{rev}}$$

The rate law is given by:

$$\frac{\partial C_1}{\partial t} = k_{for}C_1(S_{max} - S_1) - k_{rev}S_1 \quad (32)$$

where $S_1$ is the adsorbed concentration, $C_1$ is the aqueous phase concentration, $S_{max}$ is the maximum possible adsorbed concentration. This example introduces a solid-aqueous phase reaction. All solid phase concentrations in FEHMN are expressed in moles per kilogram of rock and aqueous phase concentrations are in moles per kilogram of water. Equation (32) simplifies to the Langmuir isotherm for fast reaction kinetics (Fetter, 1993). As $k_{for} \rightarrow \infty$ and $k_{rev} \rightarrow \infty$, the Langmuir isotherm results and the dissolved phase can be related to the adsorbed phase by the simple expression:
where \( K_{eq} = \frac{k_{for}}{k_{rev}} \) and \( (S_1)_{eq} \) is the equilibrium concentration of the adsorbed phase. The kinetic formulation is compared to the Langmuir isotherm for different values of \( k_{for} \) and \( k_{rev} \). To make a valid comparison, the Langmuir isotherm parameters must be related to the rate constants. FEHMN requires two input parameters to model a Langmuir isotherm. The parameters, \( a_1 \) and \( a_2 \), fit into the model as follows:

\[
(S_1)_{eq} = \frac{a_1 C_1}{1 + a_2 C_1}
\]  

(34)

where \( a_1 = \frac{k_{for} S_{max}}{k_{rev}} \) and \( a_2 = \frac{k_{for}}{k_{rev}} \). Table 10 shows the parameters used that are shared by the kinetic and equilibrium simulations.

**Table 10: Parameters common to the kinetic and equilibrium Langmuir model simulations**

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>reactor length</td>
<td>1 m</td>
</tr>
<tr>
<td>reactor cross sectional area</td>
<td>1 m²</td>
</tr>
<tr>
<td>( \theta_b ), fluid density</td>
<td>1000 kg/m³</td>
</tr>
<tr>
<td>( \theta_b ), bulk rock density</td>
<td>2500 kg/m³</td>
</tr>
<tr>
<td>( \theta ), porosity</td>
<td>0.3</td>
</tr>
<tr>
<td>( u ), pore water velocity</td>
<td>0.075 m/s</td>
</tr>
<tr>
<td>( \alpha_L ), dispersivity</td>
<td>0.033 m</td>
</tr>
<tr>
<td>( \Delta t ), maximum time step</td>
<td>0.1 s</td>
</tr>
<tr>
<td>( \Delta x ), mesh spacing</td>
<td>0.005 m</td>
</tr>
<tr>
<td>simulation time</td>
<td>100 s</td>
</tr>
<tr>
<td>mean residence time, ( \tau )</td>
<td>13.3 s</td>
</tr>
<tr>
<td>( C_{inj} ), inlet concentration</td>
<td>1.0 mole/kg H₂O</td>
</tr>
</tbody>
</table>

A \( S_{max} \) of 0.12 mole/kg rock was chosen for the kinetic simulations. Three kinetic simulations were carried out with rate constants of varying magnitudes while fixing the ratio between the rate constants. Table 11 shows the parameters used in the four trials.
Table 11: Kinetic and equilibrium parameters

<table>
<thead>
<tr>
<th>Trial</th>
<th>Reaction</th>
<th>Parameters</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>equilibrium</td>
<td>$a_1 = 0.12$ kg H$_2$O/kg rock, $a_2 = 1$ kg H$_2$O/mole</td>
</tr>
<tr>
<td>2</td>
<td>kinetic</td>
<td>$k_{for} = 1 \times 10^{-6}$ kg H$<em>2$O/(mole*s), $k</em>{rev} = 1 \times 10^{-6}$ s$^{-1}$</td>
</tr>
<tr>
<td>3</td>
<td>kinetic</td>
<td>$k_{for} = 1 \times 10^{-5}$ kg H$<em>2$O/(mole*s), $k</em>{rev} = 1 \times 10^{-5}$ s$^{-1}$</td>
</tr>
<tr>
<td>4</td>
<td>kinetic</td>
<td>$k_{for} = 1 \times 10^{-4}$ kg H$<em>2$O/(mole*s), $k</em>{rev} = 1 \times 10^{-4}$ s$^{-1}$</td>
</tr>
</tbody>
</table>

As expected, as the magnitude of the kinetic rate constants increase, the kinetic Langmuir model approaches the Langmuir isotherm. The breakthrough curves of the exit concentration are shown in Figure 19.

Figure 19: Comparison of kinetic and equilibrium Langmuir models
This test problem confirms that FEHMN correctly models a nonlinear adsorption reaction. The next problem will examine a more complicated reaction sequence to prove that the FEHMN reactive transport model is working properly for multiple kinetic and equilibrium reactions.

4.4.2 Multiple Complexation, Kinetic Adsorption and Surface Exchange Reactions

This example shows a real scenario for which the FEHMN reactive transport model can be used to gain insight into a complex problem. Over the past 40 years soils and groundwaters at DOE facilities have been contaminated by complex mixtures of radioactive, inorganic and organic chemical wastes. Cobalt, as $^{60}$Co, is an important radioactive contaminant found migrating in the subsurface at several DOE facilities. The migration of $^{60}$Co has been greater than anticipated due to complexation of divalent cobalt with organic ligands such as EDTA. EDTA is a decontaminating agent also found in the subsurface at these DOE facilities. Experimental studies have shown that the complexation of EDTA with cobalt greatly increases the mobility of the cobalt. Specifically, complexed cobalt does not adsorb as much as free metal cobalt thereby allowing for greater migration of the toxic metal. The subsurface chemistry of these DOE sites is complex making prediction of contaminant migration difficult (Szecsody et al., 1994).

At Pacific Northwest Laboratories, several column experiments on CoEDTA transport through iron-oxide coded sand have been performed. Valocchi et al. (1994) have developed a two-dimensional multicomponent reactive transport code, PDREACT, which has been used to model the physical and chemical processes of the column experiments. The most important reactions targeted for initial study were:

\[
\begin{align*}
\text{Co(aq)} + \text{EDTA(aq)} & \rightleftharpoons \text{CoEDTA(aq)} ; \text{Keq}_1 = 1 \times 10^{18} \text{ kg/mole} \\
\text{Fe(aq)} + \text{EDTA(aq)} & \rightleftharpoons \text{FeEDTA(aq)} ; \text{Keq}_2 = 6.31 \times 10^{24} \text{ kg/mole} \\
\frac{k_{\text{for}3}}{k_{\text{rev}3}} \text{Co(aq)} & \rightleftharpoons \text{Co(s)} ; k_{\text{for}3} = 2.7 \times 10^{-4} \text{ s}^{-1}, k_{\text{rev}3} = 5.48 \times 10^{-5} \text{ s}^{-1} \\
\frac{k_{\text{for}4}}{k_{\text{rev}4}} \text{CoEDTA(aq)} & \rightleftharpoons \text{CoEDTA(s)} ; k_{\text{for}4} = 2.7 \times 10^{-4} \text{ s}^{-1}, k_{\text{rev}4} = 5.21 \times 10^{-4} \text{ s}^{-1}
\end{align*}
\]
In the reactive system, EDTA(aq) complexes with both Fe(aq) and Co(aq). Each of the aqueous components also adsorb to the iron oxide sand which fills the column. A kinetic linear model was chosen to model the adsorption. An irreversible surface exchange reaction between the solid species in the system also takes place as the contaminants migrate through the column. All of these reactions coupled to the transport result in complex nonlinear behavior which cannot be accurately modeled with a simple effective $K_d$.

PDREACT was thoroughly tested and matched against experimental data for this reactive system. Specifically, PDREACT showed reasonable agreement with the experimentally determined breakthrough curve. The agreement was only possible if the sorption kinetics were kinetically controlled and if the surface exchange reaction proceeds at a much faster rate than that estimated experimentally at Pacific Northwest Laboratory. These column experiments are an example of when the local equilibrium assumption cannot be assumed for all of the reactions. The FEHMN reactive transport model is also capable modeling this reactive transport problem. Since this simulation contains eight species (Fe(OH)$_3$(s) exists in abundance and is not modeled), the species must be grouped to obtain optimum computational efficiency. Many possible sets of group are possible to obtain efficient convergence. However, the best set of groups for this problem is given by:

- **Group 1**: Co(aq), EDTA(aq), CoEDTA(aq)
- **Group 2**: Fe(aq), EDTA(aq), FeEDTA(aq)
- **Group 3**: Co(s)
- **Group 4**: CoEDTA(s)
- **Group 5**: FeEDTA(s)

In this example, the species in the first two equilibrium reactions are placed in groups 1 and 2 since these species are strongly coupled to one another. Groups 3, 4 and 5 simply contain the remaining
species in the simulation since all species must be present in at least one group. This set of groups results in efficient convergence since the strongly coupled species are grouped together and the groups are weakly coupled to one another. Specifically, FEHMN took an average of 2-3 outer iterations per time step and only required 8 equilibrium iterations at the first time step for this simulation.

The comparison of the two codes provides a check of FEHMN's reactive transport model for a complicated realistic system. FEHMN and PDREACT solve the reactive transport problem using completely different methods. FEHMN uses a fully kinetic formulation to model relatively small chemical systems. FEHMN is intended for large scale simulations in which coupled processes such as heat, unsaturated and saturated flow, and geochemical processes are important. On the other hand, PDREACT contains a mixed kinetic-equilibrium formulation. PDREACT was developed to model complex chemical problems under isothermal and saturated flow conditions.

The key assumption made by PDREACT which is not made by FEHMN is that chemical systems in porous media can be represented accurately by assuming that all aqueous-phase reactions go to equilibrium, while all solid-phase reactions are kinetically controlled. This assumption is commonly made in reactive transport codes and is widely accepted to be valid (Lasaga and Steefel, 1994). FEHMN does not make this assumption for practical reasons. Specifically, it would have required major software restructuring to introduce a mixed kinetic-equilibrium formulation into FEHMN (see discussion in Section 2.2 for further discussion on the choice of formulation). In summary, the different approaches taken in the codes are a result of the different applications for which they are to be used.

A one-dimensional FEHMN simulation was constructed to match the results obtained by PDREACT. The simulation involved a pulse containing a mixture of $^{60}$Co, Fe, and EDTA which was injected for 76 hours. The parameters used by both FEHMN and PDREACT are provided in Table 12.
Table 12: FEHMN parameters used in PDREACT comparison problem

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>reactor length</td>
<td>10 m</td>
</tr>
<tr>
<td>reactor cross sectional area</td>
<td>1 m²</td>
</tr>
<tr>
<td>( Q_f ), fluid density</td>
<td>1000 kg/m³</td>
</tr>
<tr>
<td>( Q_b ), bulk rock density</td>
<td>1500 kg/m³</td>
</tr>
<tr>
<td>( \theta ), porosity</td>
<td>0.4</td>
</tr>
<tr>
<td>( u ), pore water velocity</td>
<td>1 m/hr</td>
</tr>
<tr>
<td>( \alpha_L ), dispersivity</td>
<td>0.05 m</td>
</tr>
<tr>
<td>( \Delta t ), maximum time step</td>
<td>0.1 hr</td>
</tr>
<tr>
<td>( \Delta x ), mesh spacing</td>
<td>0.1 m</td>
</tr>
<tr>
<td>simulation time</td>
<td>150 hr</td>
</tr>
<tr>
<td>Co inlet concentration</td>
<td>3.162x10⁻⁵ moles/kg H₂O</td>
</tr>
<tr>
<td>Fe inlet concentration</td>
<td>1x10⁻¹⁰ moles/kg H₂O</td>
</tr>
<tr>
<td>EDTA inlet concentration</td>
<td>3.162x10⁻⁵ moles/kg H₂O</td>
</tr>
</tbody>
</table>

Figure 20 shows the time history of both the aqueous and solid species concentrations at the exit of the column. FEHMN and PDREACT produce nearly identical results. Both codes accurately model the complex chemistry that takes place in this reactive system. The aqueous species time history plot shows that Co(aq) and EDTA(aq) complex to form CoEDTA(aq). Although Fe(aq) is injected into the column at an extremely low concentration, FeEDTA(aq) shows up at significant concentrations due to the surface exchange reaction and the desorption of FeEDTA(s) to FeEDTA(aq). Co(aq) is retarded by the complex chemistry but begins to build as the simulation progresses showing that the Co(aq) is effectively mobilized.

Figure 20 shows that the solid species all display complex behavior also. The surface exchange reaction results in Co(s) adsorbing in significant quantities. Co(s) then desorbs resulting in the mobile aqueous cobalt, Co(aq). In summary, the EDTA is shown to greatly increase the mobility of Co(aq), CoEDTA(aq) and FeEDTA(aq). The increase mobility could not be accurately predicted without accounting for the complex chemistry which takes place in the column.

The fact that both codes produce nearly identical results for this problem is a very promising result. This result proves that the fully kinetic formulation used by FEHMN reduces down to the mixed equilibrium-kinetic formulation used by PDREACT for a complicated chemical system.
Figure 20: Time history of species at column outlet (x=10 m)
4.4.3 Sharp Dissolution Front

The analytical solution for the movement of a sharp moving, equilibrium mineral front has been used to verify numerical simulations of precipitation-dissolution reactions in the past (e.g. Engesgaard, 1991, Schweich and Sardin, 1985, Walsh et al., 1984). In this example, the analytical solution is used to check FEHMN's ability to model a precipitation-dissolution reaction. The analytical solution neglects dispersion and is given by:

\[ u_{\text{mineral}} = \frac{u \Delta C_{\text{aq}}}{\Delta C_{\text{aq}} + \frac{\rho_b}{\theta} \Delta C_{\text{solid}}} \]  

(35)

where \( u \) is the pore water velocity, \( u_m \) is the velocity of the mineral front, \( \rho_b \) is the bulk rock density, \( \theta \) is the porosity, \( \Delta C_s \) is the change in solid concentration across the front and \( \Delta C_{\text{aq}} \) is the change in aqueous concentration across the front. Figure 21 illustrates the mineral front described by the analytical solution. Referring to the figure, concentrations to the right of the front represent locations in the column where mineral is still present, whereas concentrations preceding the front represent locations in the column where the mineral has dissolved away.

![Diagram of aqueous and mineral front profiles modeled by the analytical solution](image)

**Figure 21:** Aqueous and mineral front profiles modeled by the analytical solution

A one dimensional numerical simulation was constructed to simulate the dissolution of calcite (\( \text{CaCO}_3(\text{s}) \)). In this example, \( \text{Ca}^{2+}, \text{CO}_3^{2-} \) and \( \text{CaCO}_3 \) are the only species in the system. The column initially is in equilibrium with calcite. Inlet concentrations were \([\text{Ca}^{2+}] = [\text{CO}_3^{2-}] = 0 \text{ moles/}
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kg water. A FEHMN simulation was configured in which the dispersivity was set to a very low value.

The parameters used in the simulation are shown in Table 13.

<table>
<thead>
<tr>
<th>Table 13: FEHMN parameters used to model dissolution front</th>
</tr>
</thead>
<tbody>
<tr>
<td>Parameter (unit)</td>
</tr>
<tr>
<td>Reactor length</td>
</tr>
<tr>
<td>Reactor cross sectional area</td>
</tr>
<tr>
<td>( \rho_f ), fluid density</td>
</tr>
<tr>
<td>( \rho_b ), bulk rock density</td>
</tr>
<tr>
<td>( \theta ), porosity</td>
</tr>
<tr>
<td>( u ), pore water velocity</td>
</tr>
<tr>
<td>( \alpha_L ), dispersivity</td>
</tr>
<tr>
<td>( \Delta t ), maximum time step</td>
</tr>
<tr>
<td>( \Delta x ), mesh spacing</td>
</tr>
<tr>
<td>Simulation time</td>
</tr>
<tr>
<td>( Ca^{2+} ) initial concentration</td>
</tr>
<tr>
<td>( CO_3^{2−} ) initial concentration</td>
</tr>
<tr>
<td>( CaCO_3 ) initial concentration</td>
</tr>
<tr>
<td>( Ca^{2+} ) inlet concentration</td>
</tr>
<tr>
<td>( CO_3^{2−} ) inlet concentration</td>
</tr>
</tbody>
</table>

Figure 22 shows that the analytical solution and FEHMN compare closely in predicting the location of the mineral front. FEHMN’s numerical solutions exhibit a very slight spreading of the

![Graph](image_url)  
**Figure 22**: Comparison of FEHMN and the analytical solution for the position of the dissolved mineral front
front due to the small, but nonnegligible dispersivity. Nonetheless, the position of the front agrees with the predicted value with a maximum error of 2.4%.

4.5 Summary

The test problems presented in this Chapter ensure that the solution algorithm of FEHMN is capable of modeling multiple kinetic and equilibrium reactions for one-dimensional saturated flow problems. Additional reactive test problems are documented in the V&V Report for the FEHMN Application (Dash, 1995b) and the V&V Plan and Procedures for the FEHMN Application (Dash, 1995a). Although numerous verification tests have been conducted, FEHMN is simply too complex for complete and unambiguous verification and validation. However, the reactive transport model appears to be working properly over a wide variety of problems. Therefore, the next logical step is to begin using the enhanced reaction capabilities of FEHMN to refine the Los Alamos National Laboratory’s site scale model of the Yucca Mountain Site. In Chapter 5, LANL’s site scale model of Yucca Mountain is used to model unsaturated zone $^{14}$C transport at Yucca Mountain.
5. APPLICATION OF THE FEHMN REACTION MODEL TO TRANSPORT STUDIES AT YUCCA MOUNTAIN

5.1 Overview

Scientists at Los Alamos National Laboratory (LANL) have been developing hydrologic flow and transport models of the Yucca Mountain site using FEHMN. The FEHMN solute transport model has been used to conduct simulations of the transport of environmental isotopes to provide data to calibrate the hydrologic flow models. Simulations of $^{14}$C and $^{36}$Cl transport have already been conducted with LANL. Transport studies for these species have been carried out using a simple half life model to simulate decay. However, more complex chemical interactions with $^{14}$C and $^{36}$Cl have not yet been examined. The enhancements of the FEHMN reactive transport model now make it possible to include more complicated reaction sequences into the transport models for $^{14}$C and $^{36}$Cl. By treating the chemical system more rigorously, more representative predictions of transport should be possible. In addition, the equivalent $K_d$ approach of modeling solute transport used in previous transport studies can be buttressed by these more rigorous calculations.

A good introductory application for the reactive transport model is to model the significant reactions which influence the transport of $^{14}$C at Yucca Mountain. The following sections will detail the steps taken to develop a chemical model for $^{14}$C. Sections 5.2.1–5.2.3 develop and verify that the multiphase carbonate chemistry is working properly in FEHMN for a batch system. Next, Section 5.3.1 models one-dimensional transport of CO$_2$(g) in an unsaturated column to examine the effect of temperature and pH on CO$_2$(g) retardation. The chapter concludes with Sections 5.3.2-5.3.3 which discuss the incorporation of the $^{14}$C chemical equations into LANL’s site scale model.

5.2 Carbonate Chemistry Batch Simulations

To simulate the most basic reactions in the carbonate system, the FEHMN reaction module is given the following reactions:
\[
\begin{align*}
\text{CO}_2(\text{g}) & \rightleftharpoons \text{CO}_2(\text{aq}); & K_H(T) \\
\text{H}_2\text{CO}_3^* & \rightleftharpoons \text{H}^+ + \text{HCO}_3^-; & K_{a,1}(T) \\
\text{HCO}_3^- & \rightleftharpoons \text{H}^+ + \text{CO}_3^{2-}; & K_{a,2}(T)
\end{align*}
\]

where \( K_H, K_{a,1} \) and \( K_{a,2} \) are functions of temperature. These polynomial functions were obtained from Plummer et al. (1982) and can be directly incorporated into FEHMN. In the above reactions, the equilibrium between aqueous and vapor carbon dioxide is given by Henry’s law. In addition, \( \text{H}_2\text{CO}_3 \) and \( \text{CO}_2(\text{aq}) \) are combined into a hypothetical species \( \text{H}_2\text{CO}_3^* \) to represent the sum of \( \text{H}_2\text{CO}_3 \) and \( \text{CO}_2(\text{aq}) \). This is a common technique since \( \text{H}_2\text{CO}_3 \) and \( \text{CO}_2(\text{aq}) \) are difficult to distinguish between in analytical procedures (Snoeyink and Jenkins, 1980). The equilibrium reactions for these reactions are given by:

\[
K_H(T) = \frac{[\text{CO}_2(\text{aq})]}{[\text{CO}_2(\text{g})]} 
\]

\[
K_{a,1}(T) = \frac{[\text{H}^+][\text{HCO}_3^-]}{[\text{H}_2\text{CO}_3^*]} 
\]

\[
K_{a,2}(T) = \frac{[\text{CO}_3^{2-}][\text{H}^+]}{[\text{HCO}_3^-]} 
\]

More complexity can be added to the reaction sequence if other chemical reactions are to be considered. For example, Section 5.2.3 includes the calcite dissolution reaction into the model.

A common assumption in \(^{14}\text{C}\) studies is to assume that the concentrations of \(^{14}\text{C}\) are proportional to those of \(^{12}\text{C}\) (Ross et al., 1992). Therefore, equations (36)–(38) hold for \(^{14}\text{C}\). In addition, activity coefficients are assumed to be unity for these simulations. This assumption holds for solutions with low ionic strength. Ionic strength data of Yucca Mountain groundwater is necessary to check this assumption. For these preliminary studies, the assumption will be made for convenience.
Before any work began on incorporating the $^{14}$C transport into the site scale model, several tests on FEHMN's carbonate chemistry calculations need to be performed. In this section, we verify that the aqueous carbonate species are partitioning correctly for a given $C_{T,CO_3}$ at a fixed pH in a closed system (Figure 23). $C_{T,CO_3}$ is defined by equation (39).

$$C_{T,CO_3} = [H_2CO_3] + [HCO_3^-] + [CO_3^{2-}]$$ (39)

By fixing $C_{T,CO_3}$, the constraint that the system be in equilibrium with a partial pressure of carbon dioxide has been removed. Therefore, equation (36) is not necessary in this simulation. By eliminating this equation, the problem is reduced to a one phase batch simulation and $H_2CO_3^+$ can be treated as a nonvolatile diprotic acid. This reaction sequence contains three chemical equations (37)-(39) and four chemical species ($H^+$, $H_2CO_3^+$, $HCO_3^-$ and $CO_3^{2-}$). Fixing the pH fully constrains the chemical system.

In order to check the partitioning of the aqueous carbonate species, a simple four node problem with no flow or transport was formulated. Equations (37) and (38) were entered into the reaction module of FEHMN as equilibrium reactions. The simulation started with initial concentrations of $[H_2CO_3^+] = 10^{-5} M$, $[HCO_3^-] = 0 M$ and $[CO_3^{2-}] = 0 M$. FEHMN then calculates the equilibrium concentrations of each species. The concentrations of the carbonate species for a $[C_{T,CO_3}] = 10^{-5}$ at 25 °C for a closed system are documented by Snoeyink and Jenkins (1980). Table 14 shows that the FEHMN results are identical to those presented by Snoeyink and Jenkins. The simulation results were also checked by back substituting the species concentrations into equations (37) and (38) con-
firming that these equations were satisfied. This simulation confirmed that the aqueous carbonate species are partitioning correctly.

**Table 14:** Comparison of FEHMN and Snoeyink & Jenkins for a closed carbonate system

<table>
<thead>
<tr>
<th>pH</th>
<th>H$_2$CO$_3$ *</th>
<th>HCO$_3^-$</th>
<th>CO$_3^{2-}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>5.7</td>
<td>10$^{-5.1}$</td>
<td>10$^{-5.7}$</td>
<td>10$^{-10.4}$</td>
</tr>
<tr>
<td>Snoeyink &amp; Jenkins</td>
<td>10$^{-5.1}$</td>
<td>10$^{-5.7}$</td>
<td>10$^{-10.4}$</td>
</tr>
<tr>
<td>FEHMN</td>
<td>10$^{-5.1}$</td>
<td>10$^{-5.7}$</td>
<td>10$^{-10.4}$</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>pH</th>
<th>H$_2$CO$_3$ *</th>
<th>HCO$_3^-$</th>
<th>CO$_3^{2-}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>7.6</td>
<td>10$^{-6.4}$</td>
<td>10$^{-5}$</td>
<td>10$^{-7.6}$</td>
</tr>
<tr>
<td>Snoeyink &amp; Jenkins</td>
<td>10$^{-6.4}$</td>
<td>10$^{-5}$</td>
<td>10$^{-7.6}$</td>
</tr>
<tr>
<td>FEHMN</td>
<td>10$^{-6.4}$</td>
<td>10$^{-5}$</td>
<td>10$^{-7.6}$</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>pH</th>
<th>H$_2$CO$_3$ *</th>
<th>HCO$_3^-$</th>
<th>CO$_3^{2-}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>9.0</td>
<td>10$^{-7.6}$</td>
<td>10$^{-5}$</td>
<td>10$^{-6.3}$</td>
</tr>
<tr>
<td>Snoeyink &amp; Jenkins</td>
<td>10$^{-7.6}$</td>
<td>10$^{-5}$</td>
<td>10$^{-6.3}$</td>
</tr>
<tr>
<td>FEHMN</td>
<td>10$^{-7.6}$</td>
<td>10$^{-5}$</td>
<td>10$^{-6.3}$</td>
</tr>
</tbody>
</table>

5.2.2 Carbonate System Chemistry in an Open System

![Conceptual model of carbonate chemistry in an open system](image)

**Figure 24:** Conceptual model of carbonate chemistry in an open system

The next logical step is to simulate carbonate system chemistry in an air-water system (Figure 24). The two phase model capability for FEHMN is necessary for this simulation. Equation (36) is used along with equations (37) and (38) to model an open system. Equation (36) is used to control the concentration of CO$_2$(aq) in equilibrium with CO$_2$(g). One additional variable, CO$_2$(g), is added to the system but equation (36) is also added. Therefore, the problem is again fully constrained by fixing pH and the concentration CO$_2$(g). Fixing the concentration CO$_2$(g) is equivalent to fixing the partial pressure of CO$_2$ which is an accurate assumption in an open system. As in the previous example, a simple four node problem with no flow and transport was constructed.

Light et al. (1989) define the gas-liquid distribution coefficient for inorganic carbon to be:
At a pH of 7 and a temperature of 50 °C, they report a $K_D = 3 \text{ m}^3 \text{ air/m}^3 \text{ water}$. FEHMN should obtain this same distribution coefficient under these conditions. To simulate this problem with FEHMN, a fixed concentration of $\text{CO}_2(\text{g})$ is input along with a fixed $H^+$ concentration of $1 \times 10^{-7}$ moles/kg water. The FEHMN reaction module then calculates the appropriate equilibrium concentrations. The concentrations of each species are output by FEHMN. Substituting the FEHMN species concentrations into equation (40) results in a $K_D$ of 3.1, proving that FEHMN is properly simulating this air-water system.

5.2.3 Carbonate System Chemistry in an Open Batch System with Calcite

![Figure 25: Conceptual model of an open system in equilibrium with calcite](image)

Minerals play an important role in controlling pH and alkalinity in most geochemical systems. Calcite is present in Yucca Mountain core samples from the unsaturated zone. In addition, calcite precipitation-dissolution kinetics are fast relative to the groundwater flow suggesting that equilibrium saturation with calcite is a reasonable assumption in the unsaturated zone of Yucca Mountain (Ross, 1992, Meijer, 1993). In this simulation, FEHMN will be used to model and open system in equilibrium with calcite (Figure 25). In order to simulate saturation with respect to calcite, the solubility product expression for calcite must be included in the reaction sequence. The expression is given by:

$$
\text{CaCO}_3(\text{s}) \rightleftharpoons \text{Ca}^{2+} + \text{CO}_3^{2-}; \quad K_{sp}(T)
$$

This reaction results in the following solubility product:
Adding equation (41) to the reaction sequence introduces \( \text{Ca}^{2+} \) as a variable. It should be noted that solid species dissolution is a zero order process, solid species activity is unity, and that \( \text{CaCO}_3 \) is not an additional variable in the system. Therefore, fixing the partial pressure of \( \text{CO}_2(g) \) and the pH would appear to constrain the chemical system with five equations and five unknowns. However, equation (39) no longer holds for the chemical system. The total amount of carbonate in the system is now affected by the presence of calcite. Therefore, one more constraint must be added to the system. The electroneutrality expression can be used to fully constrain the chemical system. The expression is given by:

\[
2[\text{Ca}^{2+}] + [\text{H}^+] = [\text{HCO}_3^-] + 2[\text{CO}_3^{2-}] + [\text{OH}^-]
\]  

(42)

For the range of partial pressure of \( \text{CO}_2(g) \) found in groundwater, equation (42) simplifies to:

\[
2[\text{Ca}^{2+}] \approx [\text{HCO}_3^-]
\]  

(43)

since all the other species exist at low concentrations.

In these simulations, for a fixed concentration of \( \text{CO}_2(g) \) (equivalent to a fixed partial pressure of \( \text{CO}_2 \)), FEHMN calculates the pH of the system along with the concentrations of each species in equilibrium with calcite. MINTEQA2 (Allison, 1991), a well known batch geochemical equilibrium code, was used verify that the FEHMN simulated this chemical system properly. MINTEQA2 is capable of modeling activity corrections unlike FEHMN. Therefore, the ionic strength for the MINTEQA2 simulations was held at zero. In addition, the exact same equilibrium coefficients were used in both codes. Therefore, both codes should produce nearly identical results.

Figure 26 shows simulated dissolved species concentrations as a function of the partial pressure of carbon dioxide. MINTEQA2 was run for the two partial pressure values indicated in Figure 26. As seen in Figure 26 and Table 15, FEHMN and MINTEQA2 produced nearly identical results. The slight discrepancies are most likely due to numerical errors. FEHMN uses a fully kinetic formulation with high rate constants to simulate the equilibrium behavior, whereas, MINTEQA2 is strictly
an equilibrium code. This problem shows that FEHMN correctly models the geochemistry of the system when a mineral is present.

![Graph showing concentrations of various ions](image)

**Figure 26:** Simulated FEHMN and MINTEQ2A concentrations in equilibrium with calcite as a function of the partial pressure of carbon dioxide.

**Table 15:** Comparison of FEHMN and MINTEQ2A for an open system in equilibrium with calcite

<table>
<thead>
<tr>
<th>Partial pressure CO₂(g) = 10⁻² bars</th>
<th>H₂CO₃⁺ (molality)</th>
<th>HCO₃⁻ (molality)</th>
<th>CO₃²⁻ (molality)</th>
<th>Ca²⁺ (molality)</th>
<th>pH</th>
</tr>
</thead>
<tbody>
<tr>
<td>MINTEQ2A</td>
<td>3.32x10⁻⁴</td>
<td>2.76x10⁻³</td>
<td>2.42x10⁻⁶</td>
<td>1.38x10⁻³</td>
<td>7.27</td>
</tr>
<tr>
<td>FEHMN</td>
<td>3.32x10⁻⁴</td>
<td>2.76x10⁻³</td>
<td>2.41x10⁻⁶</td>
<td>1.38x10⁻³</td>
<td>7.27</td>
</tr>
<tr>
<td>MINTEQ2A</td>
<td>3.32x10⁻⁶</td>
<td>5.87x10⁻⁴</td>
<td>1.09x10⁻⁵</td>
<td>3.07x10⁻⁴</td>
<td>8.60</td>
</tr>
<tr>
<td>FEHMN</td>
<td>3.32x10⁻⁶</td>
<td>5.87x10⁻⁴</td>
<td>1.09x10⁻⁵</td>
<td>3.07x10⁻⁴</td>
<td>8.60</td>
</tr>
</tbody>
</table>

FEHMN can now be used to check the assumption that the Yucca Mountain groundwater is in equilibrium with calcite. The partial pressure of CO₂(g) was measured in gas samples at intervals to a depth of 1200 feet in Yucca Mountain (Yang, 1994). A characteristic value from these measurements is 0.0011 bars. FEHMN indicates that the pH of a water in equilibrium with calcite at this partial pressure is about 8.0. Measurements of unsaturated zone water near Rainier Mesa (near Yucca Mountain) yield pH values between 7 and 8 (Ross, 1992). Benson et al. (1983) found pH values...
between 7 and 8.0 in the Yucca Mountain area. Values of pH below 8 indicate that either the water is not in equilibrium with calcite throughout the mountain or the partial pressure of carbon dioxide must vary from about 0.5 to 0.0075 bars throughout the mountain. Another possible explanation for the range of pH values could be due to measurement errors.

At this time the calcite reaction cannot be used to gain additional insight about the carbonate chemistry at Yucca Mountain since the spatial distributions of calcite and other minerals are not known. Therefore, for these preliminary studies, the chemical properties are assumed homogeneous. The calcite reaction could still be included, making the assumption that the Yucca Mountain groundwater is in equilibrium with calcite throughout the mountain. The partial pressure of CO$_2$(g) could then be varied in each simulation to obtain a characteristic pH. However, since spatial distributions are not known, the pH of the simulations can be simply fixed numerically to a characteristic value instead of using the calcite reaction to buffer the pH. This will reduce the number of species from six to four thereby reducing the computational effort required to solve the problem.

For the preliminary runs discussed in the next section, equations (36)–(38) will be used to simulate the carbonate chemistry. Therefore, the simulations that will be conducted in this thesis are not more chemically sophisticated than those that use an equivalent $K_d$ (equation (40)). It is clear that an equivalent $K_d$ approach is the computationally better option if only equations (36)–(38) are necessary to accurately model the carbonate chemistry at Yucca Mountain. However, an equivalent $K_d$ model cannot be further refined as more geochemical information becomes available. In the future more information on the mineral assemblage will allow for spatial distributions of various minerals to be incorporated into the site scale model. In addition, aqueous phase chemical reactions other than equations (36)–(38) may also be shown to be important in describing carbonate chemistry at Yucca Mountain. As additional experimental data becomes available, more chemically sophisticated models for the carbonate chemistry at Yucca Mountain can be simulated using the FEHMN reactive transport model. Equations (36)–(38) can be thought of as the "base" reactions for the carbonate model. These "base" reactions will serve to confirm that the reactive transport model is working properly when used in conjunction with the site scale model.
5.3 Carbonate Chemistry Transport Simulations

The previous simulations tested the carbonate chemistry in a batch system. Section 5.3.1 will test the carbonate chemistry by simulating CO$_2$(g) transport in a one-dimensional unsaturated column. Sections 5.3.2-5.3.3 will discuss the $^{14}$C transport simulations with the Los Alamos National Laboratory site scale model.

5.3.1 One Dimensional CO$_2$(g) Transport Simulations

The next set of tests will study CO$_2$(g) transport in a one-dimensional transport simulation. It is assumed that a constant concentration of CO$_2$(g) is injected with the incoming air into the unsaturated column. The air is mobile and the water is stagnant in these simulations. Therefore, as CO$_2$(g) dissolves in the water, it will be retarded by the immobile water. The amount of CO$_2$(g) that can dissolve in water is governed by equations (36)-(38), and therefore these chemical equations describe CO$_2$(g) retardation for this problem. It is clear from the chemical equations that the $\text{H}^+$ concentration is a factor in the amount of CO$_2$(g) retardation. Also, these reactions are controlled by the temperature dependent equilibrium constants. Therefore, the amount of retardation is also dependent on temperature. In these simulations, the effect of pH and temperature on CO$_2$(g) transport will be studied. The parameters used in the one-dimensional simulations are given in Table 16.

Table 16: Parameters for the one-dimensional CO$_2$(g) transport simulations

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Reactor length</td>
<td>1 m</td>
</tr>
<tr>
<td>$\rho_f$, fluid density</td>
<td>1000 kg/m$^3$</td>
</tr>
<tr>
<td>$\theta$, porosity</td>
<td>0.3</td>
</tr>
<tr>
<td>$\phi$, liquid saturation</td>
<td>0.2</td>
</tr>
<tr>
<td>$u$, pore air velocity</td>
<td>0.01 m/day</td>
</tr>
<tr>
<td>$\alpha_L$, dispersivity</td>
<td>0.033 m</td>
</tr>
<tr>
<td>$\Delta t$, maximum time step</td>
<td>2 days</td>
</tr>
<tr>
<td>$\Delta x$, mesh spacing</td>
<td>0.05 m</td>
</tr>
<tr>
<td>Simulation time</td>
<td>1000 days</td>
</tr>
<tr>
<td>$C_i$, inlet concentration</td>
<td>1.0 mole CO$_2$(g)/kg air</td>
</tr>
</tbody>
</table>

In order to analyze these simulations, it is useful to define an effective retardation factor given by:
\[ R = 1 + K_d \left[ \frac{s}{1 - s} \right] \]  \hspace{1cm} (44)

where \( s \) is the liquid saturation, \( R \) is the effective retardation factor and \( K_d \) is the gas-liquid distribution coefficient defined in equation (40). For this chemical system, the effective retardation factor can be used to check that FEHMN is correctly modeling the full chemical system.

Figure 27 shows that carbon retardation increases with pH. As pH increases, equations (35)-(37) produce more bicarbonate and carbonate allowing for more \( \text{CO}_2(\text{g}) \) to be dissolved into the immobile water. The controlling reaction for \( \text{CO}_2(\text{g}) \) retardation is equation (37). As the pH increases above \( K_{a,1} \) (\( K_{a,1} = 10^{-6.3} \) at 25 °C), the retardation increases significantly. The previous section showed that Yucca Mountain pH can vary between 7 and 8.0. Therefore, the retardation of \( \text{CO}_2(\text{g}) \) is very sensitive to pH over the pH range of interest to the Yucca Mountain project.

As expected, the results of these simulations with the full chemical system matched the simulations with the effective retardation factor for all of the cases. Figure 27 shows that the effective retardation factor given in equation (44) matches the full chemical model for the pH=8.0 case. The additional cases were not shown on Figure 27 to prevent cluttering of the graph.

Figure 28 shows that temperature also affects \( \text{CO}_2(\text{g}) \) retardation. \( \text{CO}_2(\text{g}) \) retardation decreases with temperature as consequence of the temperature dependent equilibrium constants. For the \(^{14}\text{C}\) environmental isotope transport calculations that will be performed in the next section, the temperature gradient only varies from 18-28 °C. Therefore, the effects on retardation due to temperature will appear to be minimal for these environmental isotope transport calculations. However, the next sections will show that temperature effects are an important factor in the two dimensional Yucca Mountain hydrological flow model. Temperature and pressure gradients are the driving forces for air movement throughout the unsaturated zone.

5.3.2 Background on \(^{14}\text{C}\) Transport Studies

Prior to above ground nuclear testing in 1953, \(^{14}\text{C}\) in the atmosphere was produced solely from nitrogen transmutation caused by the bombardment of cosmic rays (Freeze and Cherry, 1979). Any \(^{14}\text{C}\) in the atmosphere is quickly oxidized to form carbon dioxide and thereby enters the carbonate
Figure 27: The effect of pH on $^{14}\text{CO}_2(g)$ retardation (for these simulations, temperature = $25^\circ$C and liquid saturation = 0.2)
Figure 28: The effect of temperature on $^{14}\text{CO}_2(g)$ breakthrough curves (for these simulations, pH=7 and liquid saturation = 0.2)
system. $^{14}$C is radioactive and decays with a half life of 5730 years (CRC, 1981). Two types of $^{14}$C transport are of interest to the Yucca Mountain Mountain Project: natural $^{14}$C background studies and $^{14}$C repository breach simulations. The study conducted in this thesis will only be concerned with conducting studies on natural $^{14}$C background concentrations.

Natural $^{14}$C background concentrations can in principal be used to date infiltrating groundwater at different depths throughout the mountain since the only source of $^{14}$C is from the surface of the mountain. The half life of 5730 years, allows for apparent ages between $\sim 1,000$ to 40,000 years to be measured accurately. Apparent groundwater ages should provide insight on the hydrologic flow and the time scales of transport at Yucca Mountain. In the unsaturated zone, gas phase transport of $^{14}$C could greatly affect the concentration of $^{14}$C present in the water, thereby affecting the $^{14}$C apparent age.

The initial focus of the $^{14}$C studies is to aid in calibrating the hydrological flow model of the site. $^{14}$C, $^{36}$Cl, and tritium data have been collected from numerous boreholes at Yucca Mountain. These radioisotopes are being used in attempts to identify the travel time of precipitating water from the ground surface to points where the measurements are taken. Since the surface is the only source of the radioisotopes, the radiometric analysis yields the apparent ages of the water. Apparent ages of sampled water based on $^{36}$Cl analysis are about two orders of magnitude older than the $^{14}$C apparent ages (Liu et al., 1995). One possible explanation for the discrepancy between $^{14}$C and $^{36}$Cl ages is that they transport via different mechanisms. $^{14}$C transports in both the vapor and aqueous phase, whereas, $^{36}$Cl travels solely in the aqueous phase. Thus one hypothesis is that $^{14}$C travels more quickly in the gas phase than in the aqueous phase and gives water samples a younger age signature via partitioning of $CO_2$ from the gas to the aqueous phase.

To examine the possibility of $^{14}$C transport in the gas phase, we take a hypothetical case in which the vapor and liquid fluxes are about equal in magnitude. The transport velocity of the vapor solute would be greater than the liquid velocity by a factor of:
\[
\frac{Q_1 S_1}{Q_v S_v}
\]

where \( Q_1 \) is the liquid density, \( S_1 \) is the liquid saturation, \( Q_v \) is the vapor density and \( S_v \) is the vapor saturation. Under most conditions the ratio between the densities is the major factor in determining the difference between the vapor and liquid velocities. Specifically, the ratio of liquid density to vapor density is approximately a factor of 1000, whereas, the ratio of saturations is typically closer to unity. Therefore, under typical unsaturated zone conditions, the gas velocity is about three orders of magnitude faster than the liquid velocity. Therefore, the \(^{36}\text{Cl} \) ages may be more representative of the groundwater age, whereas, \(^{14}\text{C} \) ages may reflect the transport time of a species that partitions between the air and water in the unsaturated zone of the mountain. In order to study this hypothesis, FEHNN will be used to model two-dimensional, multi-phase, temperature dependent \(^{14}\text{C} \) transport.

Transport studies of \(^{14}\text{C} \) that have already been conducted within the Yucca Mountain Project take an "equivalent \( K_d \)" approach to simulate the partitioning of \(^{14}\text{C} \) between the liquid and vapor phases (Ross, 1992). The equivalent \( K_d \) is a function of pH and temperature and is often obtained from using equilibrium geochemical codes to simulate the complex chemistry (equation (40)). In addition \(^{14}\text{C} \) retardation is a strong function of saturation (equation (44)). This approach does not directly couple the chemistry to the heat and unsaturated flow problem but rather applies average time-invariant values of pH, temperature and saturation throughout the simulation. The enhancements to FEHNN now make it possible to simulate the carbonate system reactions directly. The chemistry calculations can be directly coupled to the thermohydrologic calculations. More representative predictions of \(^{14}\text{C} \) transport should be possible due to the more rigorous treatment of the chemical and physical system (Robinson, 1995).

5.3.3 Two Dimensional \(^{14}\text{C} \) Transport Simulations with LANL’s Site Scale Model

The previous sections confirmed that the carbonate system chemistry is being simulated correctly by the FEHNN reactive transport model. The carbonate chemistry can now be incorporated with confidence into LANL’s site scale model. The primary goal of this investigation is to examine the hypothesis that gas phase transport of \(^{14}\text{C} \) is an important process at Yucca Mountain. The effect
of fracture permeability, pH, and diffusion on $^{14}$C ages and retardation will be studied. These parameters were chosen because: 1) they can significantly affect $^{14}$C transport 2) they are not known with a great deal of accuracy.

A typical simulation consists of a two step process. First FEHMN is used to establish a steady state hydrologic flow field across a two dimensional cross section of the mountain. The second step is to conduct the $^{14}$C transport simulation using the steady state flow field. An East-West cross section taken from the three dimensional site scale model was used for these simulations. This cross section represents an area that cuts through the repository horizon and was generated from Sandia’s CALMA Model (Robinson, 1995). The cross section shown in Figure 29 is discretized into an approximately 1000 node unstructured grid which distinguishes between 11 stratigraphic units. The landform is composed of alternating layers of interbedded and welded tuffs that have been uplifted, tilted, fractured and faulted (Liu et al., 1995). The units labeled with "w" are welded tuffs and the units labeled with "n" are nonwelded tuffs. Further details on the stratigraphy used in these simulations can be found in Three-Dimensional Model of Reference Thermal/Mechanical and Hydrological Stratigraphy at Yucca Mountain (Ortiz et al., 1985).

5.3.3.1 The FEHMN Hydrological Flow Model

Model Description

The flow field is solved by FEHMN using coupled flow and energy transport equations. The processes which are simulated include: two phase (water and air/water vapor) flow, heat and mass transfer with pressure and temperature dependent fluid and gas properties. The document, Model and Methods Summary for the FEHMN Application, details these processes (Zyvoloski et al., 1995). A great deal of work has gone into constructing LANL’s site scale model. The purpose of this thesis is not to discuss the intricacies of the model but to discuss the chemical transport modeling. Therefore, only a brief summary of the assumptions and processes simulated by the flow model will be discussed. Sources for more information will be provided which discuss each individual process in greater detail.
Figure 29: The Yucca Mountain stratigraphy and the site scale model finite element mesh
The $^{14}$C simulations use LANL's Equivalent Continuum Model (ECM) instead of LANL's more complex Dual Permeability Model (DPM). The ECM uses a weighted average between fracture and matrix permeability to calculate the saturated permeability, whereas, the DPM models both fracture and rock matrix permeabilities separately. The ECM assumes local thermodynamic equilibrium between the rock matrix and fractures. Specifically, the rock and fractures are in capillary pressure equilibrium. Where applicable, the model provides a major simplification in modeling fluid and heat flow in fractured porous media. The literature has indicated that gas flow tends to transport primarily through fractures and that advective and diffusive transport between the fractures and the matrix is rapid enough to use the ECM for these $^{14}$C simulations (Pruess et al., 1990).

Unsaturated zone flow is modeled through the use of relative permeabilities. Relative permeability can be thought of as an ”effective” unsaturated zone permeability and is defined as:

$$k_i = r_i k_{\text{sat}}$$  \hspace{1cm} (46)

where $k_i$ is the relative permeability, and $k_{\text{sat}}$ is the saturated permeability. The variable $r_i$ results from the van Genuchten equations and is used to calculate the relative permeability as a function of saturation (van Genuchten, 1980). Measurements for the van Genuchten relative permeability as a function of stratigraphy were obtained and were used in LANL's Equivalent Continuum Model.

The temperature boundary conditions as well as the permeability and porosity of the geological units were obtained from Total-System Performance Assessment for Yucca Mountain-SNL Second Iteration (Wilson et al., 1993). The temperature along the water table (bottom boundary) is set to 27 °C and the surface temperature was set using equations which account for topographic effects and the surface air temperature. Further details are given by Wilson et al. (1993). FEHMN is then used to calculate a steady state temperature field throughout the cross section. The permeability and porosity are highly variable among the geologic units. The general trend is that the nonwelded tuffs have higher matrix permeabilities and porosities but lower fracture permeabilities and porosities than the welded tuffs.
The pressure boundary conditions were obtained from Numerical Studies of Rock-Gas Flow in Yucca Mountain (Ross, 1992). The water table and the left and right boundaries are no flow boundaries for the gas and liquid flow. The gas pressure at the top boundary is set using equations derived by Ross et al. (1992). The equations use linear variation as a function of elevation and the ideal gas law to solve for pressure as a function of elevation. The temperature and pressure gradients are the predominant factors in driving the gas flow through the mountain.

**Establishing a pseudo-steady state flow field**

The FEHMN transport simulations conducted in this thesis use a steady state flow field. A two step process is used to obtain the pseudo-steady state flow field necessary for the $^{14}$C transport simulations. First, FEHMN performs an isothermal flow simulation with constant infiltration to obtain a saturation field representative of the Yucca Mountain cross section. In the second step, the infiltration is turned off and the temperature and pressure boundary conditions are imposed on the flow field. Recall that the goal of these simulations was to study the effect of gas flow on $^{14}$C transport, therefore the water flow (infiltration) is turned off. This second step is used to achieve a steady state temperature and gas velocity field. It should be noted that the saturation field never attains steady state once the gas flow begins. The gas flow acts to slowly dry out the mountain and slowly changes the saturation field obtained from the first step. However, this is a very slow process and the saturation field can be considered in pseudo-steady state condition. The flow field can now be used to conduct the $^{14}$C transport studies.

The key assumptions made to obtain the steady state flow field are:

1. The water infiltration rate is assumed to be equal to the rate of evaporation (no infiltration, no evaporation). Specifically, the capillary forces at each spatial location are balanced by the gravitational forces.

2. The boundary conditions are not time variant. Daily and seasonal changes in temperature or barometric pressure are not taken into account.
Figure 30 shows the saturation, temperature, and velocity flow fields from an example simulation. The saturation field clearly reflects the parameters in the various geologic units. Most notably, the nonwelded tuff units such as the PTn and and CHn's (Figure 29) are much lower in saturation than the welded tuffs. This is an expected trend since the matrix permeabilities of the nonwelded units are much higher than the welded tuff. These high matrix permeabilities allow the PTn and CHn to transmit more water flow but less gas flow than the other units. Since only gas flows in these simulations, the nonwelded tuffs act as barriers to transport. The stratigraphic effects of the PTn can also be seen in the gas velocity field. The velocity field indicates that gas flow enters the valleys and exits out of the peaks due the pressure and temperature gradients which form due to the elevation change. The PTn acts as a barrier to the gas flow. The velocity field appears to be conceptually correct and corresponds well to the velocity fields given in Numerical Studies of Rock-Gas Flow in Yucca Mountain (Ross, 1992). The temperature gradient is straightforward in that it varies linearly with elevation with the exception of the topographic effects near the mountain surface. The steady state conditions of the hydrological flow model are next used to simulate $^{14}$C transport.

5.3.3.2 The FEHMN Reactive Transport Model

*Model Description*

After establishing the steady state flow field, FEHMN is used to conduct the $^{14}$C transport studies. FEHMN's Reactive Transport Model is used to perform a sensitivity analysis to determine the effect of fracture permeability, pH, and CO$_2$ molecular diffusion coefficient on $^{14}$C retardation and $^{14}$C age distributions. These preliminary calculations will be used to refine the gas flow in the hydrological model.

The steady state flow field is used to model $^{14}$C transport and decay. Equations (36)–(38) are used to define the $^{14}$C chemical system. Each species with $^{14}$C ($H_2^{14}$CO$_3$(aq), $H^{14}$CO$_3^-$ (aq), $^{14}$CO$_3^{2-}$ (aq), $^{14}$CO$_2$(g)) decays with a half life of 5730 years. A normalized concentration of $^{14}$CO$_2$(g) is injected with the gas flow entering from the surface of the mountain. Since the only source of $^{14}$C is from the surface, the amount of $^{14}$C that has decayed at each spatial location in the
Figure 30: Steady state conditions from the FEHMN hydrologic flow model used as initial conditions for the FEHMN reactive transport model.
mesh can be used to calculate the $^{14}\text{C}$ age. Specifically, the $^{14}\text{C}$ age can be calculated by (Freeze and Cherry, 1979):

$$\text{age} = -\frac{T}{\ln(0.5)} \log\left(\frac{A_i}{A_o}\right)$$  \hspace{1cm} (47)

where age is the $^{14}\text{C}$ apparent age in years, $T$ is the half life of $^{14}\text{C}$ (5730 years), $A_i$ is the concentration of $^{14}\text{C}$ at a spatial location and $A_o$ is the surface concentration of $^{14}\text{C}$.

In these simulations, the pH, CO$_2$(g) dispersion and the fracture permeability will be varied to determine their effect on $^{14}\text{C}$ retardation. The pH is an important factor for the reasons discussed in Section 5.3.1. Specifically, the pH of the solution determines the amount of CO$_2$(g) that can dissolve into the immobile water. A reasonable pH range for Yucca Mountain is from 7 to 8 (Ross et al., 1992; Benson et al., 1983). Since water is stagnant in these simulations, molecular diffusion is the only mechanism that can transport $^{14}\text{C}$ into regions where there is no gas flow. The free molecular diffusion coefficient of CO$_2$(g) into air is $1.39 \times 10^{-5}$ m$^2$/s (CRC, 1981). A diffusion coefficient between $1 \times 10^{-5}$ m$^2$/s to $1 \times 10^{-6}$ m$^2$/s will be used in the sensitivity analysis to account for tortuosity effects that occur in porous media. The fracture permeability in the relative permeability model is a difficult parameter to determine experimentally. The fracture permeability varies a great deal between stratigraphic units. A characteristic set of high and low fracture permeabilities will be used in the sensitivity analysis. Specifically, the high set will contain fracture permeabilities that are one order of magnitude higher than the low permeabilities for each stratigraphic unit.

**Example $^{14}\text{C}$ Transport Simulation**

The results of a typical $^{14}\text{C}$ transport run can be postprocessed to obtain $^{14}\text{C}$ air-liquid distribution coefficients ($K_d$), retardation factors and ages as a function of spatial position (Figure 31). The simulation results shown in Figure 31 use a pH of 8, a CO$_2$(g) diffusion coefficient of $1 \times 10^{-5}$ m$^2$/s, and a characteristic set of fracture permeabilities.

The $K_d$ values vary from 79 to 87 m$^3$ air/ m$^3$ water. Recall from equation (40), that $K_d$ is a function of pH and temperature. Since pH is constant spatially in the simulation, the variation in $K_d$ is due solely to the temperature field.
Figure 31: Example output for a $^{14}$C transport simulation
The map of effective retardation factors is a function of saturation and $K_d$ (recall $K_d$ is a function of temperature and pH). Equation (44) illustrates that the retardation factor is much more sensitive to saturation than $K_d$ for the range of $K_d$ and saturation in this simulation. Therefore, the map of retardation factors greatly reflects the saturation profile shown in Figure 30. Low saturation regions exhibit little CO$_2$(g) retardation since there is not enough water to retard the CO$_2$(g). Regions with an extremely large retardation factor due to large saturations represent locations with very little gas flow. Any gas which does enter these locations is tied up by the large amount of water in these regions.

The map of $^{14}$C ages reflects the CO$_2$(g) velocity field. Young $^{14}$C ages result at locations close to where fresh $^{14}$C in the form of CO$_2$(g) enters from the surface. The oldest $^{14}$C ages result in areas where $^{14}$C can only transport via diffusion (e.g. locations with little or no gas flow). At a pH of 8.0, the age ranges from 0 to 36000 years.

5.3.3.3 $^{14}$C Transport Simulations: Sensitivity Analysis

In this section, the pH, CO$_2$(g) dispersion and the fracture permeability will be varied to determine their effect on $^{14}$C retardation. In each simulation, one parameter will be varied while holding the other parameters constant in order to isolate the processes which control $^{14}$C retardation.

$pH$ sensitivity

The first set of simulations was constructed to determine the effect of pH on $^{14}$C retardation. Simulations of pH = 7, 7.5 and 8 were run. These pH values reflect measurements taken at Yucca Mountain. A molecular diffusion coefficient of $1\times10^{-5}$ m$^2$/s and the set of high fracture permeabilities were used in the simulations. Figure 32 shows that as pH increases, the CO$_2$(g) retardation also increases. This result confirms the trend shown in the one-dimensional simulations of Section 5.3.1. The age distributions all follow the same pattern in that the young ages are near the valleys on the surface where fresh $^{14}$CO$_2$ enters the system, whereas, the old ages exist at locations where the CO$_2$(g) can only transport through diffusion. These simulations show that for a set of high fracture permeability and high CO$_2$(g) diffusion, pH values less than 7.5 allow for relatively rapid $^{14}$C vapor transport. Values of pH which are higher than 7.5 result in significant $^{14}$C retardation.
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Figure 32: The effect of pH on $^{14}$C apparent ages (high fracture permeabilities, CO$_2$(g) diffusion coefficient = $1 \times 10^{-5}$ m$^2$/s)
Measurements of pH as a function of spatial position at Yucca Mountain would be helpful in further calibrating the $^{14}$C transport model. Calcium concentration distributions could also be used to generate a pH map by making the assumption that the water is in equilibrium with calcite. If calcium concentrations are available along with measurements of CO$_2$(g) partial pressure, the reactive transport model could calculate pH by including the calcite solubility product expression (equation (41)) into the chemical model.

$CO_2(g)$ diffusion sensitivity

$CO_2(g)$ diffusion could be an important parameter which affects the modeling of $CO_2(g)$ transport. The free $CO_2(g)$ diffusion coefficient into air is 1.39x$10^{-5}$ m$^2$/s (CRC, 1981). However, this constant must be adjusted in porous media due to tortuosity effects. The tortuosity of the rocks at Yucca Mountain is parameter with a large amount uncertainty associated with it. In these simulations, the effect of varying $CO_2(g)$ diffusion is examined by performing simulations for a characteristically high and low values of $CO_2(g)$ diffusion. Specifically, the diffusion coefficient was varied from 1x$10^{-5}$ m$^2$/s to 1x$10^{-6}$ m$^2$/s. The simulations were run at a pH of 8.0 with a high set of fracture permeabilities.

Figure 33 shows $^{14}$C age profiles for a high and low set of $CO_2(g)$ diffusion. As the $CO_2(g)$ diffusion coefficient decreases, older $^{14}$C ages result in the regions where there is little or no advective transport of $CO_2(g)$. For this reason, the low diffusion simulation results in much sharper age contours. $CO_2(g)$ diffusion coefficient is most critical in modeling these regions in which there is little or no advective transport of gas.

Fracture permeability sensitivity

The fracture permeability in the relative permeability model is a difficult parameter to determine experimentally. Therefore, substantial uncertainty is associated with this parameter. Two simulations were run using a high and low set of fracture permeabilities. The first simulation contains high fracture permeability parameters, whereas the second set contained low fracture permeability parameters. The values represent high and low estimates for the fracture permeability at Yucca Mountain. In each simulation, the fracture permeability varies between each of the 11 stratigraphic
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Figure 33: The effect of the CO\textsubscript{2}(g) diffusion coefficient on $^{14}\text{C}$ apparent ages
(pH = 8.0, high fracture permeabilities)
units. Each stratigraphic unit in the high fracture permeability set is one order of magnitude higher than the corresponding unit in the lower set for these simulations. Both simulations used a CO$_2$(g) diffusion coefficient of $1 \times 10^{-5}$ m$^2$/s and were run at a pH of 8.

Figure 34 shows the $^{14}$C age distributions for a high and low set of fracture permeabilities. Gas flow transport primarily occurs in the fractures. Therefore, the high fracture permeability set transports CO$_2$(g) much faster than in the low set. For this reason, the $^{14}$C ages are much younger in the high permeability set. As with the pH studies, the pattern of the age profiles are similar with the only difference being the magnitude of the ages.

The effect of fixing the $^{14}$C age at the water table

All of the previous simulations have assumed that the only source of $^{14}$C is from the CO$_2$(g) entering with the gas flow at the surface of the mountain. This assumption was made since air flow is typically much faster than groundwater flow in the unsaturated zone. However, the water below the water table could travel much faster since saturated zone permeabilities are usually higher than unsaturated zone permeabilities. In fact, water in the unsaturated zone of Yucca Mountain has been measured to be extremely old at certain locations ($\sim 100,000$ years according to the $^{36}$Cl measurements), whereas, the saturated zone water may be much younger ($\sim 11,500$ years according to $^{14}$C ages) (Benson et al., 1983). Ages of 11,500 years are young enough for significant quantities of $^{14}$CO$_2$(g) to still be dissolved in the saturated zone water considering that the half life of $^{14}$C is 5730 years. Therefore, the water table can act as an additional source of $^{14}$C. This hypothesis is tested in the next simulation by fixing the apparent age of $^{14}$C at the bottom boundary. The assumption made by fixing the $^{14}$C apparent age at the bottom boundary is that $^{14}$C at the water table is in equilibrium with the CO$_2$(g) immediately above the water table.

The pH=7 and pH=8 simulations were rerun with the additional constraint of fixing the $^{14}$C age at the bottom boundary. The CO$_2$(g) diffusion coefficient was $1 \times 10^{-5}$ m$^2$/s and the high set of fracture permeabilities were used for both simulations. Figure 35 shows that adding this constraint results in much younger ages for the pH=7 and pH=8 simulations. Diffusion of CO$_2$(g) from directly
Figure 34: The effect of fracture permeability on $^{14}$C apparent ages
(pH = 8.0, CO$_2$(g) diffusion coefficient = 1x10$^{-5}$ m$^2$/s)
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Figure 35: The effect of pH on $^{14}$C apparent ages while fixing the $^{14}$C age at the water table to 11,500 years (high fracture permeabilities, $\text{CO}_2(g)$ diffusion coefficient = $1 \times 10^{-5}$ m$^2$/s)

Units: all ages are in years
above the water table acts to eliminate many of the old ages that occur in the previous simulations. This simulation shows that the oldest apparent $^{14}$C ages no longer exist due to the additional source of $^{14}$C.

**Conclusions from the Sensitivity Analysis**

These preliminary $^{14}$C transport simulations have shown that gas flow through the unsaturated zone of Yucca Mountain can be a very significant factor in $^{14}$C transport. In fact, simulations with no groundwater flow resulted in rather complex $^{14}$C age distributions. Therefore, gas flow should definitely be considered when interpreting $^{14}$C apparent ages. The only true conclusion which can be reached from these runs is that the discrepancy between $^{14}$C and $^{36}$Cl ages can be explained by gas transport through fractures at Yucca Mountain. However, more experimental data is required to determine whether this hypothesis is correct.

**5.4 Performance of the FEHMN Reactive Transport Model**

The background $^{14}$C transport simulations proved to be a good introductory application for the FEHMN reactive transport model. The simulations successfully used LANL's site scale model to model the retardation of CO$_2$(g) due to chemical reactions. The simulations proved that gas flow at Yucca Mountain could be a significant transport mechanism for $^{14}$C transport. However, many of the important capabilities of FEHMN were not brought out in this example.

The coupling of the flow and transport solutions was not used in the problem. Specifically, for natural $^{14}$C background simulations, the flow field is first allowed to reach steady state before the transport simulations begin. The next application of the reactive transport model, simulated $^{14}$C transport from a repository breach, will take advantage of the coupling between the flow and transport model. $^{14}$C transport from a breach of the potential repository can be simulated once a model of the repository is incorporated into the finite element mesh. Gas flow should be even more important for the repository calculations as heat from the repository gives rise to gas phase buoyant convection. The heating of the repository will produce time variant processes in temperature, flow, and saturation. These time variant processes will be directly coupled to the chemistry in these simulations which should result in some very interesting coupled processes.
The kinetic capability of the reactive transport solution was also not used in the $^{14}$C natural background studies. The reactive transport model was designed so that both equilibrium and kinetic reactions could be modeled. However, the $^{14}$C simulations conducted in this thesis assumed that all reactions were at local equilibrium since the natural background simulations are modeled for over 10,000 years. Therefore, kinetic limitations are not a consideration for these long simulations. In fact, this application could have been simulated more efficiently with a fully equilibrium formulation. However, many other FEHMN simulations will require the kinetic capabilities of the code. Kinetic limitations will play a role for the repository breach simulations. The time scales of transport will be much shorter for these simulations and kinetic sorption and precipitation/dissolution reactions may be necessary to describe the transport of contaminants such as $^{237}$Np. Therefore, the fully kinetic formulation used by FEHMN should prove to be useful in the future.

The example problems shown in Chapter 4 and the application problems shown in Chapter 5 tested the FEHMN reactive transport capabilities for a wide variety of conditions. The model is capable of simulating multi-dimensional transport of small chemical systems (less than 10 species) quite rigorously. The transport models of various radioisotopes and other contaminants can now be refined using the model. At this time, the need for modeling more complex chemical systems (more than 10 species) appears to be unnecessary.

Two options exist to increase the number of species that can be modeled by FEHMN. The first option is to refine the solver technology used by FEHMN. Specifically, the limit of 10 species arises due to CPU and memory limitations incurred by the linear equation solver GZSOLVE. Methods may be available to simplify the chemical equation sets within the solver to increase the capacity of the reactive transport model. An advantage of this option is that the code development would be conducted within the solver thereby leaving the software structure of FEHMN intact. In addition, the solver is also used for the flow equation sets. Therefore, better solver technology would increase both FEHMN's flow and chemical transport capability. The second option is to incorporate a mixed equilibrium-kinetic formulation into FEHMN. The mixed formulation would make use of the local equilibrium assumption to reduce the number of coupled PDEs in the chemical equation set. As
mentioned in Section 2.2, significant software restructuring would be necessary to incorporate a mixed formulation into FEHMN. An equilibrium speciation routine would need to be constructed or borrowed from another code. In addition, the solute transport model of FEHMN would have to be modified to transport chemical components rather than chemical species. However, the mixed formulation would greatly increase the capability of the reactive transport model. Both options may be explored in the future if additional geochemical modeling capability is necessary.
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