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1. Introduction

Purpose

The Chemical Structure and Dynamics program is a major component of Pacific Northwest National Laboratory's Environmental Molecular Sciences Laboratory (EMSL), providing a state-of-the-art collaborative facility for studies of chemical structure and dynamics. We respond to the need for a fundamental, molecular-level understanding of chemistry at a wide variety of environmentally important interfaces by (1) extending the experimental characterization and theoretical description of chemical reactions to encompass the effects of condensed media and interfaces; (2) developing a multidisciplinary capability for describing interfacial chemical processes within which the new knowledge generated can be brought to bear on complex phenomena in environmental chemistry and in nuclear waste processing and storage; and (3) developing state-of-the-art analytical methods for the characterization of waste tanks and pollutant distributions, and for detection and monitoring of trace atmospheric species.

This research effort was initiated in 1989 and will continue to evolve over the next few years into a program of rigorous studies of fundamental molecular processes in model systems, such as well-characterized surfaces, single-component solutions, clusters, and biological molecules; and studies of complex systems found in the environment (multispecies, multiphase solutions; solid/liquid, liquid/liquid, and gas/surface interfaces; colloidal dispersions; ultrafine aerosols; and functioning biological systems).

The success of this program will result in the achievement of a quantitative understanding of chemical reactions at interfaces, and more generally in condensed media, comparable to that currently available for gas-phase reactions. This understanding will form the basis for the development of a priori theories for predictions of macroscopic chemical behavior in condensed and heterogeneous media, adding significantly to the value of field-scale environmental models, the prediction of short- and long-term nuclear waste storage stabilities, and other areas related to the primary missions of the United States Department of Energy (DOE).

CS&D has developed research programs in the following areas:

- Chemical structures, reaction dynamics, and kinetics in solution and at interfaces, to support DOE needs for
  - characterization, processing, and storage of mixed wastes
  - remediation of contaminated soils and groundwater
  - understanding global change
  - insuring nuclear nonproliferation.

- Structure/function research on molecular systems, especially on problems associated with
  - surface chemistry and catalysis
  - bioremediation
  - high-energy processes.

- Establishment and operation of a portion of EMSL for the study of
  - surface/interface structure and reactions
  - chemical structure and reaction dynamics (clusters, reactive species, and model systems)
  - time-resolved spectroscopy.

- Development of state-of-the-art analytical methods for the characterization of tanks and plumes, and for detection and monitoring of trace atmospheric species.

Background

Studies of the surface chemistry at interfaces requires measurements of many chemical and physical properties within 5 to 10 Å of the interface boundary. An understanding of the interfacial chemistry can be achieved only by combining measured quantities, such as chemical dynamics, structure, and bonding, with theoretical analysis, to produce models consistent with the observations. This interdisciplinary approach is the heart of the EMSL concept, in which a wide variety of experimental and theoretical approaches are combined to address complex problems of importance to DOE.

We have targeted condensed-phase phenomena that are relevant to chemical processes in natural and contaminated systems, including those related specifically to environmental restoration and waste storage issues at DOE sites. For example,
systems have been selected to model the sorption and abiotic transformations of solutes on mineral surfaces in soil and ground water. Sorption and surface-catalyzed abiotic transformations are widely recognized contributors to the natural filtration capacity of soil and porous aquifers for contaminants, and are therefore of central importance in governing contaminant transport rates and persistence. Mechanistically valid models of such phenomena at the microscopic and macroscopic scales are critically needed to predict contaminant migration on DOE sites, but are unavailable because the responsible surface chemical reactions are not completely understood.

Chemical reactivity at environmental solid-liquid interfaces is controlled by the effects of substrate structure on the interactions between solvent and adsorbate solute molecules. In order to observe chemical changes at these interfaces, experimental methods are required to measure the changes in molecular structure and dynamics that are induced by natural and man-made surfaces. Reactions and thermodynamic properties that are enhanced at environmental interfaces include: (1) proton transfer reactions, such as solute hydrolysis and acid dissociation; (2) electron transfer transformations; and (3) stability constants for adsorbate-substrate complexes. These interfacial phenomena strongly impact contaminant dynamics in soil and groundwater. However, the responsible molecular phenomena are not well understood, thereby precluding development of rigorous descriptive models. We anticipate that targeted experiments, relevant to DOE sites, on model systems containing oxides, carbonates, and silicates in contact with solvent and solute molecules can resolve much of the scientific ambiguity regarding interfacial reactions in geochemical systems. Such studies of interfacial chemistry will also have obvious and perhaps far-reaching consequences for our understanding of processes that affect process waste chemistry and waste form integrity when combined with the specific studies of energetic reaction mechanisms contained in the scope of this work.

A quantitative understanding of chemical reaction dynamics at interfaces in condensed media is an important goal for chemical physics research, and a challenging and demanding scientific problem requiring an understanding of the solid substrate, the solvent, and their combined effect upon the chemical reaction dynamics. It is now possible to bring together diverse expertise and technology to study complex interfacial chemistry. Such a study requires integration of state-of-the-science experimental capabilities for the study of primary chemical processes, with advances in computational technology and sophisticated new theoretical models for predicting molecular structure and potential energy surfaces. Essential for the success of this program is the creation of a stimulating and interactive intellectual environment, where concepts and ideas from theoretical and experimental disciplines can be integrated to produce a comprehensive approach to the study of complex phenomena. The EMSL organization and laboratory structure are designed to provide the development of this environment through internal and external collaborations.

The CS&D group has particular expertise in the preparation and spectroscopic analysis of molecular clusters (S. D. Colson, W. P. Hess, D. Ray, S. W. Sharpe, and L. S. Wang); ultrafast and nonlinear optical spectroscopies (D. Ray, G. R. Holtom, and X. Xie); ultrahigh resolution spectroscopy for measurements of electronic and geometric structures and dynamics (S. W. Sharpe and R. S. McDowell); surface and interface structure, chemical reaction dynamics, and kinetics (J. P. Cowin, S. A. Joyce, B. D. Kay, and T. M. Orlando); and ion-molecule traps and storage technology (S. E. Barlow).

Approach

Experimental studies of molecular and supramolecular structures and thermodynamics are key to understanding the nature of matter, and lead to direct comparison with computational results. Kinetic and mechanistic measurements, combined with real-time dynamics measurements of atomic and molecular motions during chemical reactions, provide a molecular-level description of reaction processes. The anticipated results of this work are the achievement of a quantitative understanding of chemical processes at complex interfaces, the development of new techniques for the detection and measurement of species at such interfaces, and the interpretation and extrapolation of the observations in terms of models of interfacial chemistry.
Our methodology dissects complex interfacial problems into components that are subject to quantitative investigation and interpretation. Target solvent–reactant-surface systems have been selected for study because of their theoretical interest and applicability to DOE’s environmental problems. The theoretical basis for understanding such systems starts with the literature data base, augmented by new measurements on synthetic interfaces of controlled composition and structure. The interpretations are supported by the understanding of molecular processes obtained by molecular dynamics and structural measurements of gas-phase clusters, of macroscopic solid surfaces, and of solutions.

Structural and kinetics studies of phenomena at model oxide surfaces will elucidate mechanisms of the complex interfacial chemistry of the subsurface environment. This work focuses on the epitaxial growth of doped water (as amorphous ice) layers on metal-oxide surfaces, where direct measurements can be made of diffusion, dissolution, bimolecular reactions, and electrochemistry. Extrapolation of these findings to more complex natural systems is facilitated by theoretical models, and through the results of direct liquid-phase and liquid-solid interface measurements. Using the near-field optical microscope, for example, the fate of a single molecule in solution or at an interface can be probed without averaging over spatially- and temporally-inhomogeneous environments of all molecules in the sample.

Many of the interfacial chemistry problems facing the DOE involve mixed organic/inorganic/radioactive materials. Thus, we need to address high-energy processes unique to this type of waste form, including the primary molecular processes of ionization and dissociation, and resulting reactions of high-energy species. Particular attention is given to the complex mechanisms of radiolytic (gamma ray, X ray, and electron)-induced degradation of current and proposed future high-level nuclear waste forms: solidified waste, glasses, and ceramics. The emphasis here is on understanding the underlying physical and chemical mechanisms responsible for the formation of byproducts and loss of integrity in composite matrix materials.

Studies of the structure and bonding of organic ligands at oxide/water interfaces provides insight into geologically-important mineral surfaces and environmentally-significant ligand/complexant interactions. Isolated, gas-phase clusters of atoms that compose the actual surface are being synthesized to mimic surface structures. Spectroscopic determination of their structures is important to the evaluation of theoretical models of their chemical properties. Solvent–solvent and solvent–surface interactions are studied in a similar manner. Studies of both pure solvent and mixed solvent-substrate clusters help delineate the relative importance of the forces required to model the solvent effects. Likewise, reactant-substrate, reactant–solvent and solvent-reactant-substrate systems can be modeled as isolated clusters. Our approach to these very complex systems is to use the common practice of experimental extrapolation: small, simpler systems are subjected to quantitative theoretical and experimental analysis, which forms the basis for understanding more complex systems. For instance, while it may not be possible to obtain detailed structural data on solvent-reactant-substrate clusters, measurements of chemical reaction dynamics in these clusters can be modeled with approximate theories tested previously by their application to simpler systems. Furthermore, we can deposit selected chemical species (including clusters) designed to mimic reactive sites on inert substrates and study their chemical activity. This work also has the potential for producing designer surfaces that may be valuable as chemical sensors, or for development of unique materials for chemical separations.

Our activities in calendar year 1995 are summarized in this report.
2. Reaction Mechanisms at Interfaces

Single-Molecule Spectroscopy and Chemical Dynamics

H. P. Lu* and X. S. Xie

Supported by DOE Office of Basic Energy Sciences.
*Postdoctoral Research Associate.

Recent developments in fluorescence microscopy enable single-molecule spectroscopy at cryogenic temperature to be extended to the room-temperature regime. Time-resolved spectroscopic experiments on single-molecules dynamics on both the 10⁻² to 10³ sec time scale and the picosecond to nanosecond time scale have been demonstrated.²

Figure 2.1 shows a typical far-field fluorescence image of single molecules (sulforhodamine 101) dispersed on a glass surface, taken with an epifluorescence microscope. The different intensities of the peaks are due to the different molecular orientations and absorption spectra.

On the 10⁻² to 10³ second time scale, we can observe single events, such as orientational motions, spectral diffusion, and photobleaching. Single-molecule events are usually characterized by abrupt jumps in experimental observables. For example, we have observed intensity fluctuations in the emission from single sulforhodamine 101 molecules that are attributed to the spectral fluctuation (instead of rotational diffusion) of the molecules.³ We have recently conducted a detailed study of this phenomenon. Time-resolved single-molecule emission spectra are acquired with 100-ms time resolution (Fig. 2.2). Time correlation functions of the first moments of single-molecule spectra are obtained, with decay time constants inversely proportional to excitation intensities, demonstrating that the origin of the spectral fluctuation is in photo-induced conformational changes associated with nonradiative relaxations. Understanding the nature of spectral fluctuation is crucial to future single-molecule experiments.

On the picosecond to nanosecond time scale, we can study the dynamics of repetitive processes.

Figure 2.1. Far-field fluorescence image (17 μm x 17 μm) of single sulforhodamine 101 molecules dispersed on a glass surface. The different intensities of the peaks are due to the different molecular orientations and the different excitation spectra.

Figure 2.2. The emission spectrum of a single sulforhodamine 101 molecule fluctuates with time. Sequential spectra were taken at 100-ms collection intervals until the photobleaching occurred.
Thus, it is possible to study photoinduced chemical reactions of single molecules in specific local environments. Figure 2.3 shows the fluorescence decay of a single cresyl violet molecule adsorbed on an indium tin oxide (ITO) surface. This molecule undergoes an interfacial electron transfer reaction in its excited state, with a single exponential decay of 480 ps. Interestingly, we find a distribution of electron transfer rates for individual molecules at different sites. While experiments done on a large ensemble of molecules of this system exhibit dispersed kinetics, conducting time-resolved measurements on a single-molecule basis allows us to investigate chemical reactions at interfaces with much greater detail.

Recent advances in the near-field scanning optical microscope (NSOM) allow the imaging of single-molecule emission with nanometric resolution and single-molecule spectroscopy at room temperature. With NSOM, molecular fluorescence can be spectrally and temporally resolved, for detailed studies of molecular interactions and dynamics on a single-molecule basis with a spatial resolution beyond the diffraction limit.

In near-field scanning optical microscopy, the fluorescence lifetime of a single dye molecule can be changed, sensitively dependent on the relative positions of the molecule and the aluminum-coated fiber tip (Fig. 2.4). To extract useful information from NSOM experiments, perturbations to spectroscopic measurements induced by the NSOM tip must be characterized. We have experimentally determined and numerically computed single-molecule fluorescence lifetimes as a function of the relative position of the molecule and the NSOM tip. In addition, radiative rates, nonradiative rates, emission quantum yields, and spectral shifts are also computed. The computational results shown in Fig. 2.5 provide significant insight into the behavior of fluorescence lifetimes.

This computation was performed by incorporating a phenomenological model and solving the electromagnetic fields using the finite-difference time-domain (FDTD) approach. Our new methodology is capable of predicting molecular emission properties in front of a metal/dielectric interface of arbitrary geometry.

The FDTD computation also provides guidance for nonperturbative NSOM experiments. It allows us to predict the proper conditions under which spec-
Figure 2.4. Schematic of the NSOM tip with an aperture diameter of 100 nm. Emission properties of a single molecule are calculated as a function of the lateral displacement (d) and tip–molecule gap (h).

troscopic measurements with NSOM can be done with minimal perturbations. Effects on excitation and emission spectra are negligible at room temperature, given the broad spectral widths. Although radiative and nonradiative rates are significantly affected by the presence of the aluminum-coated tip, and are very sensitive to the tip morphology, for many intrinsically fast dynamical processes, such as photo-induced electron transfer reactions, population lifetimes can be measured essentially free from perturbation.

On the experimental front, we have significantly improved the quality of aluminum coating and developed a liquid cell for biological applications. To continue our effort on spectroscopic mapping of photosynthetic membranes, we have taken high-quality simultaneous shear-force and near-field images of photosynthetic membrane fragments, as well as of single proteins under water. Figure 2.6 shows such images of membrane fragments containing light-harvesting complexes provided by Professor Laurens Mets’ laboratory at the University of Chicago.

References
Figure 2.6 Simultaneous shear-force (top) and near-field (bottom) images taken under water for membrane fragments containing closely-packed light-harvesting complexes. Both single- (7–8 nm) and double-stacked (15 nm) membrane fragments are seen in the shear force image.

8. X. S. Xie et al., in Focus on Modern Microscopy, P. Cheng, ed. (World Scientific Publishing Co.), in press.

Structure and Reactivity of Ice Surfaces and Interfaces

C. Huang,* R. S. Smith, and B. D. Kay

Supported by DOE Office of Basic Energy Sciences.

*Postdoctoral Research Associate.

Molecular-beam scattering from surfaces is a powerful experimental tool for studying the dynamics and kinetics of the interaction of molecules with surfaces. The coupling of surface science, molecular beam, and laser technologies makes possible the measurement of total energy disposal and redistribution in gas-surface scattering. These experimental methods have been employed to acquire detailed surface kinetics and state-to-state scattering measurements of molecules interacting with metallic substrates. Such experiments have resulted in a fairly detailed understanding of surface chemistry on metals. Unfortunately, we currently do not have a similar understanding of the elementary dynamical and kinetic processes occurring on ice and oxide surfaces. Such interactions are clearly important from an environmental viewpoint, because they form the molecular-level basis for the complex physiochemical processes that occur on the surface of atmospheric aerosols, at the aqueous/mineral geochemical interface, and at the vapor/liquid interface. Our goal is to apply and extend molecular-beam surface scattering techniques to these systems in an effort to elucidate the relevant interactions.

In this project, the chemisorption and solvation kinetics and dynamics of polar molecules on multilayer ice surfaces are studied using molecular-beam-surface scattering, thermal desorption (TPD and isothermal), and laser spectroscopic techniques. These experiments will help unravel the mechanism by which a strongly polar neutral molecule dissolves into an aqueous solvent and ultimately forms solvated ions. Sticking coefficients of prototypical "electrolytes," such as HCl and NH₃, on ice surfaces will be determined as a function of incident energy, angle, and surface temperature. The branching ratio between molecular vs. dissociative ("solvation") chemisorption will be probed via isotope exchange between the hydrogens of the "electrolyte" and the "solvent" substrate. In related experiments, hydrophobic and hydrophilic interactions between water and various other materials will be probed using beam-generated thin films. Interlayer diffusion and phase separation will be probed using thermal desorption and surface analytic techniques.

Amorphous and glassy materials have important applications in many areas of physical, biological, and materials science. In particular, amorphous water ice has been the focus of considerable diverse and interdisciplinary research. The reasons include its applicability as a model for liquid water, its existence as a major component in cometary and interstellar ice, and the current debate over its physical and thermodynamic
properties. The work described here, although germane to all of these areas, is aimed at understanding the structure and molecular-level interactions of nanoscale thin films of water ice with the underlying substrate. A wealth of literature exists on water adsorption on surfaces, but despite its importance, the microscopic details of the structure and energetics are not fully understood. The prevailing interpretation is that water deposited on surfaces forms a smooth ice-like bilayer structure and evaporates with zero-order kinetics suggestive of layer-by-layer desorption. Zero-order kinetics are expected if sublimation occurs from a smooth film of constant exposed surface area. Surprisingly, we find that the desorption kinetics are not consistent with smooth layer-by-layer evaporation, and are strongly dependent on the hydrophilicity of the substrate. The kinetics for the amorphous-to-crystalline ice phase transformation are also studied. Our experimental results are completely explained by a quantitative kinetic model, and provide information about water-substrate interactions and fundamental data about phase transformation mechanisms in glasses and amorphous materials.

An effusive molecular beam was used to grow precise thicknesses of amorphous ice films on both Ru(001) and Au(111) single-crystal substrates at 85 K. After ice film growth, the substrates were resistively heated at a linear ramp rate of 0.6 K/s from 85 K to the desired desorption temperature, after which the temperature was held constant. A quadrupole mass spectrometer was used to measure the angle-integrated desorption rate as a function of time. Isothermal desorption spectra for \( D_2O \) ice thin films grown on Ru(001) and Au(111) are shown in Fig. 2.7. The dose on both substrates was 56 layers (1 layer \( \approx 10^{15} \) molecules/cm\(^2\)). Similar experiments with H\(_2O\) gave analogous results. The desorption rate exhibits an initial rapid increase due to ramping the temperature from 85 to 160 K. At 160 K, the desorption rate decreases rapidly to a value approximately half the initial rate, followed by a much slower decrease. The small oscillations in the experimental spectra are due to small fluctuations (\( \pm 0.05 \) K) in the isothermal temperature control.

Initially, desorption is from ice that is completely amorphous, but as the phase transition proceeds, the desorption rate rapidly decreases because the amorphous ice is being converted to the more stable crystalline phase. After the phase transition is complete, the decrease in the desorption rate slows. The time to complete the phase transition is labeled \( \tau \). Although \( \tau \) is the same for both the Ru(001) and Au(111) substrates, clear differences are seen in the slopes of the desorption rate after the phase transition. The non-zero slopes indicate that the desorption kinetics are non-zero order and suggest that the morphologies of films grown on the two substrates are different. These differences in the slopes persist for film thicknesses up to 150 layers (~500 Å). Above 150 layers, the Au(111) spectra begin to appear more like that of Ru(001). These differences can be understood by considering the strength of the water-substrate interaction. Water is known to wet the hydrophilic Ru(001) surface and form an ice-like bilayer structure. The water–Au(111) interaction is weaker than the water–water interaction, and leads to hydrophobic non-wetting. As a consequence, ice films grown on Ru(001) are expected to be smoother and the desorption kinetics will be closer to zero-order, whereas ice films grown on Au(111) may tend to form sphere-like, 3-dimensional nanoclusters, and the desorption kinetics will be markedly non-zero order.

Isothermal desorption spectra for various initial thicknesses of \( D_2O \) on Au(111) are displayed in Fig. 2.8, and clearly indicate that the crystallization kinetics are thickness-dependent; similar behavior
Figure 2.8. Isothermal desorption spectra for various thickness D₂O ice films deposited on Au(111). The crystallization time τ increases with increasing film thickness.

is observed for films grown on Ru(001). Figure 2.9A shows the observed crystallization time τ as a function of film thickness for Ru(001) and Au(111). The data show that τ increases with thickness to a saturation value independent of the substrate. Figure 2.9B shows the observed crystallization time τ as a function of substrate temperature for both Ru(001) and Au(111). The observed temperature dependence shows Arrhenius-like behavior, with a substrate-independent apparent activation energy of 20 kcal/mole.

The substrate-independent, nonlinear, saturable thickness dependence of τ argues against substrate-catalyzed crystallization. If the crystallization were catalyzed at the substrate/ice interface, τ would increase linearly with thickness independent of the substrate. Our data can be described by the equation shown in the caption to Fig. 2.9. L* can be interpreted as the average distance between embryos in the amorphous ice. When the thickness of the film is small compared to L*, τ will increase linearly with thickness because the volume of material a given nucleation embryo must crystallize increases linearly with thickness. When the films are thick compared to L*, then the volume of material a given nucleation embryo must crystallize is constant, and, as such, τ becomes independent of thickness. The thickness dependence data from both substrates give a similar value for L. Our interpretation that L is a measure of the spacing between nucleation embryos is consistent

Figure 2.9. (A) The dependence of the crystallization time τ upon initial ice film thickness for D₂O films deposited on both Ru(001) and Au(111) substrates. The solid line is a fit to the equation $\tau = \tau_0 (1 - \exp(-L/L^*))$, where $\tau_0$ and $L^*$ are fit parameters and L is the thickness in molecular layers. The same parameters describe the τ vs. thickness dependence for films grown on both Ru(001) and Au(111) substrates. The L* parameter is related to the average distance between nucleation embryos, and corresponds to a distance of about 15 molecular layers (~50 Å). (B) Arrhenius plot of τ versus substrate desorption temperature for 33-layer-thick films grown on Ru(001) and Au(111) substrates. The observed temperature dependence shows Arrhenius-like behavior with a substrate-independent apparent activation energy of 20 kcal/mole.

with these embryos located within the ice and independent of substrate.

The desorption time dependence can be simulated by a kinetic model that assumes the total desorp-
tion rate is the sum of the amorphous and crystalline desorption rates, weighted by their respective volume mole fractions. Because desorption occurs from the surface, this assumption means the surface mole fraction must equal the volume mole fraction. Such a situation can arise if the amorphous phase exhibits mobility on a length scale exceeding $L^*$ during crystallization. Experimental evidence for such mobility was presented in the CS&D 1994 Annual Report. The crystallization kinetics are contained in the time-dependence of the crystalline mole fraction, which is best described using a classical nucleation and growth kinetic model. The time-dependence of the crystalline mole fraction is given by the Avrami equation,

$$\chi(t) = (1 - \exp((-kt)^n)),$$

where $\chi$ is the mole fraction, $k$ is a phenomenological rate constant, and $n$ is a parameter dependent on the nucleation and growth mechanism of the crystalline phase. The best fit to the experimental data yields $n = 4$, which corresponds to a spatially-random constant nucleation rate and spatially-isotropic 3-dimensional growth. The kinetic parameters are all obtained directly from the experimental data.

Figure 2.10 shows a comparison of the experimental results and the kinetic model for three different desorption temperatures. The total desorption rate and the component desorption rates from the amorphous and crystalline phases are displayed. The results indicate that the model accurately describes the time- and temperature-dependence of the crystallization and desorption kinetics. The simulation provides a clear explanation for the overall time dependence of the desorption rate. The initial rapid decay in the desorption rate is the result of the transformation of the amorphous phase into the crystalline phase. The autocatalytic crystallization kinetics are clearly evident from the time evolution of the crystalline component, and reflect the increasing crystalline grain surface area as a function of time. Fitting the experimental data to the kinetic model yields 16 kcal/mole for the apparent crystallization activation energy, which is consistent with a prior infrared spectroscopic study on hyperquenched glassy water. The simulations show the higher value of 20 kcal/mole obtained from Fig. 2.9B arises from partial crystallization that occurs during the temperature ramp up to the isothermal desorption temperature.
50 Å. The substrate dependence of the desorption kinetics can be understood by considering the hydrophilic (Ru(001)) versus hydrophobic (Au(111)) nature of the substrate. The hydrophilic substrate yields smoother extended films, while the hydrophobic substrate yields 3-dimensional nanoclusters. The substrate-independence of the crystallization kinetics indicate that morphological differences responsible for the substrate-dependent desorption occur on length scales exceeding $L^*$, the mean distance between nucleation embryos. These findings reveal that interfacial ice-substrate interaction plays a critical role in determining the nanoscale morphology and macroscopic evaporation kinetics of ice films. These findings should have important applications in the diverse areas of astrophysics, atmospheric science, materials science, wetting phenomena, and the physics and chemistry of liquids.

Based upon the progress to date, we are now able to begin a detailed study of the interaction of various molecules with well-characterized ice substrates. Initial efforts will focus on the adsorption, desorption, and reaction kinetics of CH$_3$OH, NH$_3$, and HCIF with ultra-thin ice films. Concurrent with these studies of model hydrophilic interactions, we will continue to explore hydrophobic interactions by extending our studies of the interaction of chlorinated hydrocarbons with the ice substrates. After we demonstrate the utility of our approach to understanding solvation phenomena, we will extend the experiments to include quantum-resolved measurements of the nascent rovibrational distributions of the products which are scattered from the ice substrates. In related experiments, we will explore the applicability of using this thin-film chemistry to create chemically-tailored substrates that mimic the aqueous-mineral geochemical interface.

Chemisorption on Oxide Surfaces

M. J. Stirniman,* C. Huang,*
R. S. Smith, S. A. Joyce, and B. D. Kay

Supported by DOE Office of Basic Energy Sciences.
*Postdoctoral Research Associate.

We are examining chemical phenomena occurring at model oxide surfaces. Oxide interfaces are important in the subsurface environment. Specifically, molecular-level interactions at mineral surfaces are responsible for the transport and reactivity of subsurface contaminants at Hanford. Unfortunately, our molecular-level understanding of oxide surface chemistry is severely lacking. Initial experiments will focus on the dissociative chemisorption dynamics of halogenated hydrocarbons (e.g., CCl$_4$, CHCl$_3$, CH$_2$Cl$_2$, CH$_3$Cl), H$_2$O, CH$_3$OH, NH$_3$, and HCIF on model oxide surfaces (e.g., MgO, SiO$_2$, Al$_2$O$_3$). These studies will employ variable-energy supersonic molecular beams to determine energy-, angle-, and coverage-dependent trapping or dissociation probabilities. In addition to using bulk single-crystal samples, a variety of techniques, such as molecular beam epitaxy or chemical vapor deposition, will be explored to grow epitaxial thin oxide films on single-crystal metallic substrates. The successful synthesis of such crystalline thin oxide films will enable the entire arsenal of electron-based surface analytical techniques to be applied to the characterization of these nonconducting materials.

Magnesium oxide is often described as a model basic oxide, having a simple rocksalt structure, a single valence state, and only one stable low-index, [100], surface orientation. As such, it is well-suited to fundamental studies of adsorption and catalysis at oxide surfaces. The interaction of water with the surface of MgO has itself been the subject of many recent investigations, both experimental and theoretical. Despite considerable efforts, several important issues remain unresolved experimentally. For example, the adsorption mechanism (Langmuirian versus precursor-mediated), the saturation coverage, the chemical nature of the adsorbate, and the desorption kinetics are presently not fully understood. Equally germane and quantitatively unresolved is the effect surface morphology has on these questions, specifically the role of 5-fold coordinate terrace sites versus lower-coordinate defects, such as
steps, kinks, vacancies, and adatom sites. At present the general consensus experimentally is that MgO adsorbs water dissociatively to form surface hydroxyl groups, and, theoretically, that dissociation occurs at select defect sites. However, the nature of the water-terrace interaction is less certain. This uncertainty is partly due to the use of a wide variety of MgO samples in the previous experimental studies: MgO smokes, powdered MgO, thin films of MgO grown on a variety of substrates, and single-crystal MgO subjected to various cleaning procedures, all of which make direct comparison of the previous results difficult.

The interaction of water with single-crystal MgO(100) was studied by employing a combination of molecular-beam reflection and temperature-programmed desorption (TPD) techniques. Surface contamination and long-range surface order were monitored with Auger electron spectroscopy (AES) and low-energy electron diffraction (LEED), respectively. Surface defects were systematically controlled by a combination of Ar+ sputtering and thermal annealing in O2. Water, typically D2O, was dosed from a triply-differentially-pumped, quasi-effusive molecular beam source. The angle-integrated incident, scattered, and desorbed water fluxes were monitored with a quadrupole mass spectrometer situated to avoid line-of-sight detection.

Apparent sticking coefficients as a function of surface coverage and temperature were determined using the beam reflectivity method of King and Wells, and are displayed in Fig. 2.11. The data clearly demonstrate that the adsorption kinetics on this surface are markedly non-Langmuirian. The apparent sticking coefficient remains near unity up to the temperature-dependent saturation coverage, consistent with precursor-mediated adsorption. At temperatures below 150 K, extended dosing results in the formation of a nonsaturable multilayer ice film. Above 170 K, it is not possible to form multilayer ice with the beam fluxes employed. The maximum water coverage prior to the onset of ice formation is 1.3 ± 0.1 monolayers (ML), where we define 1 ML as the coverage necessary to occupy every surface unit cell on MgO(100) with a single water molecule (1.13 x 10^15 cm^-2). At temperatures above 300 K, the apparent sticking coefficient is close to zero. However, it has been shown that an apparent sticking coefficient that decreases with increasing surface temperature can result from the competition between adsorption and desorption, and we believe this to be the case in the present study. Note that at 175 K and above, the apparent sticking coefficients displayed in Fig. 2.11, while decreasing rapidly, do not go to zero. We believe this is due to the incipient stage of the hydration of bulk MgO (periclase) to form the thermodynamically-favored Mg(OH)2 (brucite). We are currently engaged in an examination of this phenomenon, and our results will be presented in the 1996 Annual Report. Finally, we note that the adsorption behavior is qualitatively similar for both sputtered and unsputtered samples: i.e., precursor-mediated adsorption, maximum surface coverages of 1.3 ± 0.1 ML, and small, but non-zero (-0.07 at 250 K) apparent sticking coefficients after surface saturation.

The results of the TPD experiments are shown in Fig. 2.12. Figure 2.12 (top) shows the TPD of varying initial coverages of D2O from the unsputtered surface. This surface was annealed in oxygen at 1100 K, contaminant-free (via AES), and exhibited a sharp (1x1) LEED pattern. The low-temperature desorption feature peaking near 160 K is due to the non-saturable adsorption of multilayer ice. The sharp, high-temperature feature near 235 K exhibits a peak whose temperature is nearly invariant with increasing initial coverage, and has a high-temperature tail that decays slowly with increasing temperature. This peak saturates
at a coverage of 1 ML (±10%). The broad feature between the multilayer and monolayer peaks has a saturable coverage of ~0.3 ML, and we postulate that it is due to a partial second layer adsorbed on top of the first monolayer. This intermediate layer could serve to bring the hexagonal multilayer ice into registry with the presumably square monolayer structure adsorbed directly on the oxide surface. The TPD from a surface sputtered and then annealed at 600 K is shown in Fig. 2.12 (middle). While free from contamination, no LEED pattern was observed for this surface. The ice peak and the broad feature between 170 and 220 K are similar to the unsputtered surface, but significant differences are apparent in the high-temperature feature. The sputtered sample exhibits a much broader high-temperature desorption, with a peak that shifts from 300 K to 240 K as the initial coverage is increased. This high-temperature feature also saturates at 1 ML (±10%), as in the unsputtered sample, Fig. 2.12 (top). The sputtered sample was then annealed in oxygen at 1100 K, yielding a contaminant-free surface exhibiting a sharp (1×1) LEED pattern visually indistinguishable from that of the unsputtered surface shown in Fig. 2.12 (top). The TPD for this surface is shown in Fig. 2.12 (bottom). The high-temperature feature appears to be essentially a linear combination of both the unsputtered and sputtered surfaces. Again, this feature has a saturation coverage of 1 ML (±10%). Both the TPD and LEED features of this sample remained essentially unchanged with repeated and prolonged high-temperature annealing cycles. We also examined thin-film MgO grown on a hexagonal Ru(0001) substrate by codeposition of Mg and O₂ vapors. The TPD, although not shown here, were essentially identical to those displayed in Fig. 2.12 (middle).

These TPD results show that the overall coverage of adsorbed water remains fairly constant as the concentration of surface defects is systematically varied. The line shape of the TPD spectrum and how the peak temperature shifts with increasing coverage are often used to infer the molecular nature of the adsorbate. TPD peaks yielding coverage-independent maxima are consistent with first-order kinetics, and suggest molecular adsorption. TPD peaks that shift to lower temperature with increasing coverage are often indicative of second-order kinetics, and are consistent with dissociative chemisorption. Based on these concepts, one could naively interpret the data presented in Figs. 2.12 as follows: water adsorption on the unsputtered surface, Fig. 2.12 (top), is predominately molecular in nature, while sputtering produces a highly-defective surface upon which water is predominately dissociated. Simple kinetic analyses based on the Polanyi-Wigner equation and using first- and second-order kinetics with normal prefactors [10¹³ sec⁻¹ (1st order) and 10¹³ (ML-sec)⁻¹ (2nd order)], yield a

![Figure 2.12. Desorption spectra of varying initial coverages of D₂O from Mg(100) for three different sample preparation procedures described in the text.](image-url)
desorption activation energy of \(-63\ \text{kJ/mole}\) for both states. For all the surfaces described, the extent of isotopic exchange with the predominately Mg\(^{16}\)O substrate was below the sensitivity limit of the experiment (less than 10% exchange), determined by exchange with the chamber walls. The lack of isotopic exchange is expected for molecular chemisorption, and further indicates that dissociative chemisorption, if present, produces oxygen-containing fragments chemically distinct from the lattice oxygen.

Although this interpretation is intuitively appealing, it is difficult to rationalize all of the data presented in Fig. 2.12 in this framework. Deconvolving the monolayer desorption feature into molecular and dissociated fractions yields dissociated fractions of \(-0.25, 1.0,\) and \(0.75\) for the unsputtered, sputtered damaged, and thermally annealed surfaces displayed in Figs. 2.12, respectively. Such levels of defect mole fractions seem physically improbable, and are inconsistent with the sharp and visually indistinguishable LEED patterns observed for the unsputtered (Fig. 2.12 (top)) and thoroughly annealed sample (Fig. 2.12 (bottom)). Additionally, it is physically unpalatable to contemplate a fully defected surface as required to fit the data in Fig. 2.12 (middle). On the other hand, a strong kinetic coupling between the terrace, defect, and bulk hydroxide sites could cause the desorption kinetics to be very sensitive to a relatively small concentration of defects, provided the defects are the kinetic pathway leading to bulk hydroxylation. We are presently engaged in an investigation of the nature of the kinetic coupling between the various sites.

The scanning tunneling microscope (STM) is capable of imaging solid surfaces and molecular adsorbates with atomic-scale resolution. As a real space probe, the STM can directly determine the role of surface structure, especially at defects such as steps, vacancies, etc., in the adsorption and heterogeneous chemistry of molecules on surfaces. Many surfaces of relevance to environmental chemistry are unsuitable for detailed studies due to the insulating nature of many materials; the lack of large, single-phase crystals; or difficulties associated with surface preparation. Our approach has been to use thin-film epitaxy to overcome these problems. In addition, thin films have the advantage that structures not stable in the bulk samples can be either kinetically or thermodynamically stabilized in thin films. We have previously studied the growth and structure of several oxide thin films, such as MgO on molybdenum and TiO on tungsten. The metal-oxide films were grown by vapor deposition of the metallic species either in an oxidizing ambient or by post-deposition oxidation. To gain a better understanding of these film growth processes, we have investigated the pure metal film system, specifically the growth of pure Mg metal on Mo(001).

The epitaxy of Mg, a hexagonal close-packed (hcp) metal in the bulk, onto a room-temperature body-centered cubic (bcc) Mo(001) substrate has been investigated by STM and low-energy electron diffraction (LEED). Growth initiates with the nucleation of two-dimensional Mg islands on the substrate terraces. Growth via island nucleation, as opposed to nucleation at substrate step edges, indicates that the diffusion of Mg on the molybdenum surface is relatively slow, i.e., Mg adatoms nucleate islands on the terraces before the individual adatoms can diffuse to the more highly-coordinated step edges. Following the completion of the initial layer, subsequent growth does proceed by nucleation at step edges (step flow), sug-
suggesting that Mg adatom diffusion is faster on Mg-covered surfaces. Figure 2.13 shows an STM image of the 3.5-layer-thick film. The growth of new terraces from existing step edges is clear. Lower-energy electron diffraction measurements show that the Mg film has adopted a square lattice with a primitive in-plane lattice constant \( a \) of \(-3.2 \text{ Å}\). The strong interaction of the film with the underlying substrate has stabilized a pseudomorphic form with respect to the normally hexagonal symmetry of bulk Mg. The step heights in the film as measured by STM are 2.1 Å. This is in contrast to 1.6-Å steps in the underlying Mo substrate. This difference indicates that the Mg film has adopted a face-centered cubic (fcc) structure. Single atomic steps on bcc(100) surfaces are \( a/2 \), whereas for fcc(100) surfaces they are \( \sqrt{2}a/2 \). We believe the Mg films adopt a fcc lattice to maintain the bulk coordination number. Both fcc and hcp lattices are 12-fold coordinated; bcc lattices are only 8-fold coordinated.

Layer-by-layer growth persists up to 4 monolayers (ML), after which a transition to 3-dimensional island growth occurs. The island shape as observed by STM and the evolution of new diffraction features observed by LEED are consistent with the growth of 3-dimensional hexagonal structures. LEED measurements show the presence of two domains, rotated by 30 degrees. These domains result from the two sets of inequivalent high-symmetry alignments of a hexagonal lattice on a square lattice. Above 12 equivalent layers of Mg, only the hexagonal symmetry is observed. Figure 2.14 shows an image of a thick Mg film. Highlighted in the image are emergent screw dislocations. Screw dislocations are extended bulk defects that intersect the surface and generate steps that emerge from an otherwise flat surface. In all cases, only two atomic-height steps emerge from the screws, allowing us to unambiguously determine the bulk structure for the thick films. From symmetry arguments, screw dislocations in a hcp material must result in steps in multiples of two atomic heights; fcc materials require steps in multiples of three atomic heights. The thick films are therefore hexagonal close-packed, as in bulk Mg.

The growth modes of magnesium on molybdenum surfaces can be explained in terms of the relative interactions of successive layers. Zhou and Cowin have previously shown in thermal desorption experiments that binding of Mg atoms to a molybdenum surface is nearly twice as strong as the interaction of magnesium with itself. This strong interfacial interaction leads to Mg adopting a cubic symmetry similar to the molybdenum, as well as a reduced mobility leading to 2-dimen-
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**Figure 2.13.** A 900×900-Å STM image of 3.5 layers of magnesium on Mo(001). Four step edges are seen running diagonally from the upper right to the lower left.

**Figure 2.14.** A 2000×2000-Å STM image of 12 layers of magnesium on Mo(001). Note the 120° intersection of the step edges, as expected for a hexagonal lattice.
sional island growth in the first layer. For the next several layers, the interaction weakens to allow for more rapid diffusion and step-edge nucleation and growth. Above five layers, the Mg film converts to its bulk hcp structure.
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The majority of contaminants at DOE sites are in ionic form, i.e., as “salts,” and their transport in soils, separations from tanks, or remediation, involve ionic reactions at surfaces of minerals or other materials. An approach has been developed to recreate these interfaces under laboratory control, to elucidate reaction mechanisms. A very low-energy ion beam, with high brightness, mass selection, and capability for both positive and negative molecular ions, has been built in collaboration with the University of Colorado. This, combined with ice-epitaxial methods now in wide use at PNNL, allows tailor-making water-solid interfaces with ions.

Ice interfaces have been demonstrated to be a good model for liquid water reactions, as most of the chemical interactions are much stronger than the melting/freezing energies of water, and transport is not a problem for the 10- to 1000-nm ice films used in these studies. The ion source must deliver 10 nA or more of ions at no more than a few eV of kinetic energy, to prevent high-energy damage to the ions or to the aqueous interface under construction. It must be mass-selected to pick out just the ions or isotopes desired for study. It must also supply important aqueous-type ions, such as hydronium (H₃O⁺), ammonium (NH₄⁺), simple metal ions such as cesium or sodium, anions like OH⁻, Cl⁻, OCl⁻, HCO₃⁻, NO₃⁻, and similar ions with waters of hydration attached. The ion source was developed in collaboration with Professor G. B. Ellison of the University of Colorado. A Wein mass filter was coupled to a novel short ion decelerator, and to a versatile supersonic jet electron-impact ion source, and provided with superb differential pumping. We have demonstrated hydronium and ammonium ions, and a similar source at the University of Colorado has produced bright molecular anion beams, including several of those previously listed.

Figure 2.15 shows the ion output at the sample at about 4 eV as the Wein mass filter selects ions produced for a pure D₂O feed gas. The 12 nA at D₂O⁺ provides ample hydronium ions for study (isotopically labeled here), while OD⁺ and D₃O⁺ are important radical ions for reactive studies. Figure 2.16 shows the result of a test of delivering the very reactive radical ion D₂O⁺ to a reactive, bare Pt surface. The solid curve gives the probability of the ion adsorbing intact instead of simply bouncing, and the dashed curve gives the probability of the ion dissociating on impact to eventually produce deuterium molecules. At 3 eV the probability of intact adsorption is 0.14, and the impact-induced damage is zero. By 10 eV, the ion intact adsorption probability drops dramatically, and damage (dissociation) commences. This simple demonstration shows that for controlled ion deposition, ion beams with at most a few eV of kinetic energy are crucial, and are delivered with this new apparatus.

The impact-induced dissociation of the water ion at the surface commencing above 10 eV is not accompanied by oxygen adsorption. We understand this in terms of an impulsive collision with the surface, whereby the oxygen atom bounces off...
the stiff Pt lattice with high probability, oblivious to the fate of the light deuteriums. Above 10 eV, enough internal energy is produced in the impulsive collision to break the deuterium–oxygen bonds and form new ones with the surface.

Studies in progress involve adding ions into and onto water ice films, to simulate the aqueous–ion interface. Projects include establishing absolute scales of surface acidity and potential, and studies of ion hydration and diffusion, using probes of contact potential, temperature-programmed desorption, and vibrational spectroscopy of adsorbed ions.
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The adsorption process for natural and anthropogenic organic ligands at the mineral–water interface is integral to many subsequent processes occurring in soil and subsurface environments, including contaminant transport, mineral formation and dissolution, and surface catalysis. Crucial to the influence of organic compound adsorption in these processes is the surface concentration of the adsorbed ligand and the molecular structure of the surface species. The molecular structures of inner-sphere complexes have been correlated to ligand-enhanced rates of mineral dissolution.

Often, structures of surface complexes have been inferred from macroscopic adsorption and potentiometric titration data, and the application of surface complexation models that characterize the sorbate–sorbent interaction as the formation of inner- and outer-sphere complexes. Inner-sphere ligand-exchange complexes result from the formation of polar-covalent bonds between oxide surface metals, exchanging structural OH, and sorbate ligands, e.g., organic acids. The formation of an outer-sphere complex is considered to be a purely electrostatic interaction between sorbate and oppositely-charged surface groups. Typically, the sorbate and surface metal of such an outer-sphere, ion-associated surface complex are separated by one or more waters of hydration. The sorbate may also accumulate in the ion swarm of the double layer.

Predictive relationships arising from the application of surface complexation models result from hypothesized molecular surface structures whose sole criterion for accuracy is goodness-of-fit to macroscopic data (titration, pH-dependent adsorption envelopes, etc.). Under these conditions, modeling efforts are little more than exercises in curve fitting. Models with vastly different and contradictory molecular hypotheses describe sorption data equally well, and therefore cannot yield an unambiguous description of adsorption. Hence, the ability of a model to simulate such experimental data does not guarantee insight into the physical nature of the interfacial molecular structure of a sorbate. In order to better understand and simulate important aqueous-mineral interfacial phenomena, it is crucial to obtain spectroscopic data concerning speciation, structures, and dynamics of organic ligands at the aqueous-mineral interface under controlled conditions that are still relevant to the natural environment.

The current investigations are performed using sodium salicylate as the organic acid anion sorbate and colloidal alumina as the mineral interface. Salicylate was chosen because it is a fluorophore and is reported in the literature as a model compound for the study of organic ligand-surface speciation, bonding, and structure as a function of important geochemical variables (pH, ionic strength, surface loading). Alumina was chosen...
because of its spectroscopically benign nature (IR and UV transmittance, weak Raman interference).

Fluorescence spectra of sodium salicylate is routinely measured in this study at levels of $10^{-8} \ M$ in 1 g/l alumina suspensions (70-nm particle size) using polarized UV laser excitation. At this low concentration, over 90% of the salicylate is sorbed to the alumina colloidal particles at a surface coverage of less than 2% of maximum (i.e., $\sim 40 \ \text{nm}^2$ per sorbed salicylate anion). Three types of surface complexes have been identified by fluorescence techniques: a bidentate ligand-exchange complex (the majority species), a monodentate ligand-exchange complex, and a small amount of ion-associated surface complex. Fluorescence polarization anisotropy demonstrates that all three types of surface complex are hindered from orientational diffusion.

Crucial to identifying these three surface complexes are (1) the assignment of the fluorescence band of free salicylate to emission from an excited-state intramolecular proton transfer (IPT) tautomer; (2) the recognition that the weak, temperature-dependent absorption band in the Stokes gap arises from a ground-state IPT tautomer; and (3) successful measurement of emission polarization anisotropy from turbid (light-scattering) suspensions. The majority species is a bidentate (ligand-exchanged) Al:salicylate complex (315 nm absorption). A somewhat smaller concentration of monodentate Al:salicylate complex at the surface (326 nm absorption) seems to have no intramolecular hydrogen bond (IHB) and spectroscopically resembles the ground-state IPT tautomer. Excited-state IPT (ESIPT) emission (415 nm) can occur only if the phenolic hydroxyl is protonated and H-bonded to the salicylate carboxyl group. In water the IHB is easily broken when the carboxylate negative charge is neutralized by binding to Al\textsuperscript{3+}. Therefore, the very small amount of polarized ESIPT emission seen in some suspensions is assigned to an ion-associated, outer-sphere complex that is structurally hindered from rotational diffusion on the time scale of fluorescence (4.5 ns). These results are the first direct spectroscopic evidence of an equilibrium between bidentate, monodentate, and outer-sphere alumina-salicylate complexes, and, for speciation studies, demonstrates the utility of combining polarized emission spectroscopy with knowledge of the photophysical properties of the organic ligand.

Time-resolved streak camera measurements of emission anisotropies of salicylate:alumina suspensions prove that sorbed salicylate ligands do not diffuse orientationally on the time scale of the fluorescence. Figure 2.17 illustrates how time-resolved anisotropy is used to distinguish free and sorbed salicylate. In suspensions containing $\leq 10^{-6} \ M$ total salicylate, no fast component of the anisotropy decay is observed, indicating that the majority of salicylate is bound to the alumina particles. This is consistent with radiolabel measurements that placed an upper limit on the concentration of free, solution-phase species of less than 10% of the $10^{-7} \ M$ total salicylate in suspension. Direct optical absorbance measurements indicate less than 2% of $10^{-6} \ M$ total salicylate is free.

A simple phenomenological model of extinction by light scattering was used to fit the decrease of fluorescence anisotropy with increasing suspension turbidity (Fig. 2.18). Small sample loadings of narrow size distribution (<1 g/l) result in a small degree of depolarization caused by light scattering. This indicates that the measured anisotropies can be extrapolated to the zero-scattering limit, and can be interpreted in terms of sorbate/solute distribution and rotational mobility of sorbed species. From the low-scattering, upper-limit anisotropy of $\sim 0.3$, we conclude that 95% of the excitation transition dipole moment is parallel to the molecular emission transition moment in the

![Figure 2.17. Decay of fluorescence anisotropy vs. time for aqueous suspensions consisting of $10^{-4}$ and $10^{-6} \ M$ sodium salicylate and 1 g/l alumina colloid (70-nm average diameter). At the higher concentration, the decay of anisotropy is due to rotational diffusion of the free salicylate fraction.](image-url)
salicylate-alumina complex. This same relationship of transition moment directions is observed in free salicylate in rigid ethanol glass at 80 K, confirming that excitation and emission bands originate in the same electronic excited state \( (S_\nu, \pi\pi^* \rightarrow \pi^* L_u) \) in both the normal and proton-transferred tautomers of salicylate.

**Figure 2.18.** Effect of alumina suspension loading on observed emission polarization anisotropy. Observed anisotropy values (dots) are fit to a simple phenomenological scattering model (solid line) in which turbidity \( \tau \) randomizes a fraction of the intrinsically polarized fluorescence components \( V_0 \) (vertical) and \( H_0 \) (horizontal).

\[
V = V_0 \exp(-\tau) + k(V_0 + H_0)[1 - \exp(-\tau)]
\]

\[
H = H_0 \exp(-\tau) + k(V_0 + H_0)[1 - \exp(-\tau)]
\]

For each polarization component, \( V \) and \( H \), the randomization coefficient \( k \) (here 0.4) is the fraction of scattered light that exits the cell in the direction of the detector. The amount of undetected (lost) scattered light is \( (1 - 2k) \).
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The goal of this project is the direct spectroscopic measurement of the thermochemistry and kinetics of mass transfer across liquid water/vapor interfaces. The detailed, molecular-level data obtained from these experiments, along with molecular-scale simulations performed by staff in the PNNL Theory, Modeling, and Simulation program, will provide improved understanding of the uptake of gases by aqueous solutions, and may provide an alternative method to measure mass accommodation coefficients of atmospherically-important species.

The basic experimental approach is to measure the orientation, the adsorption isotherm, and the solution kinetics of selected adsorbates on liquid water surfaces by surface second-harmonic-generation spectroscopy, using a high-repetition-rate femtosecond laser and a photon counting detection system.

The measured adsorption isotherm for dimethyl sulfoxide (DMSO) on DMSO/water solutions is shown in Fig. 2.19. DMSO was selected for these experiments because it plays a significant role in tropospheric chemistry (DMSO is an intermediate in the oxidation of dimethyl sulfide to methanesulfonic acid and \( \text{H}_2\text{SO}_4 \)), and because accurate values for the mass accommodation coefficient\(^2\) and Henry's Law constant\(^3\) of DMSO in water are available.

The measured adsorption isotherm can be fit to a Langmuir model, and a value of \(-18(3) \text{ kJ/mol}\) determined for \( \Delta G^\circ_{\text{ads}} \) at 298 K. This value, in conjunction with data obtained from the literature,\(^2\,^3\) provides the first complete set of thermodynamic data for the mechanism proposed for the uptake of nonreactive solutes by dilute aqueous solutions. A schematic potential energy surface, constructed from these thermodynamic data, describing the
uptake of DMSO by aqueous solutions is shown in Fig. 2.20.

At equilibrium (e.g., in the closed static cell used in these experiments), the partitioning of DMSO between the gas phase, the liquid phase, and the liquid/vapor interface is completely determined by the solvation energy and the adsorption energy. The kinetics of the transport of DMSO across the liquid/vapor interface is currently under study. Additional interface-specific measurements are also in progress that will allow critical examination of models proposed for the uptake of gases by liquid surfaces.
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Pulsed laser irradiation of solid samples produces plumes of gaseous material suitable for mass or chemical analysis. The combination of laser ablation and mass spectrometry techniques (LAMS) offers a method by which solid micro-samples can be analyzed for elemental and chemical composition. Such techniques are being developed to characterize a variety of solid samples, including soil and hazardous mixed wastes. The LAMS analysis of mixed wastes (radionuclide/chemical mixtures) involving molecular ionic compounds requires a detailed knowledge of the desorption properties of these components.* Calcium carbonate (CaCO₃) is of particular interest because it is a major constituent of the earth’s crust, often appears in routine soil sample analysis, and is a component in waste storage tanks at the Hanford site. In an attempt to develop LAMS as an analysis tool, we have initiated a study of pulsed ultraviolet (UV) laser desorption of carbon monoxide (CO) from the geologic calcite form of CaCO₃.

A sensitive method utilized by numerous researchers for the detection of final product-state CO in photochemical processes is (2+1) resonance enhanced multiphoton ionization (REMPI). The (2+1) process involves two-photon excitation of the B’Σ ← XΣ transition followed by one-photon ionization from the B state to the ion ground electronic state. Subsequent profile-fitting of the rotational bandhead then affords insight into the product state distribution.

We have recently compared the CO B ← X(0,0) Q-band spectra of neutral CO products desorbed from CaCO₃ following pulsed UV excitation with those obtained from bulk CO under similar conditions. As a result of this investigation, we have concluded that fitting the unresolved Q-band from CO may lead to consistently spurious results with “hotter” temperatures ΔT > 60 K assigned for product-state distributions. On the other hand, Doppler-limited spectra allow temperature assignments to within 10 K. This discrepancy may arise from line strength perturbation phenomena.

The experimental apparatus consists of an ultrahigh vacuum (UHV) chamber (base pressure 10⁻¹⁰ Torr) equipped with a time-of-flight mass spectrometer. Geologic samples of calcium carbonate are cleaved and the resulting chips are mounted with spring clips on the vacuum manipulator. The CaCO₃ crystals are irradiated with 5-ns pulses of 193-nm excimer light, incident on the sample at 40° to the crystal face. The desorbed CO is then probed 4 mm above the crystal surface by a second, tunable laser delayed by ~15 μs from the excitation pulse.

We measure state population distributions using probe laser powers of <35 μJ/pulse in a focused beam (f = 20 cm), or an estimated fluence of <3 × 10⁵ W/cm². To test the suitability of the 2+1 REMPI technique for determining product-state distributions, we obtained and analyzed REMPI spectra from gas-phase samples of room-temperature CO under chamber and probe laser conditions similar to those used for desorption studies of CaCO₃.

Figure 3.1 displays the partially-resolved Q-band spectra for CO obtained following pulsed laser desorption from CaCO₃. Although previously published spectra do not resolve and identify individual J-state transitions, the appearance of such structure is not unexpected because the difference between the X- and B-state rotational constant causes a splitting of Q-branch transitions that increases with J. This splitting is greater than the combined Doppler and laser bandwidths for J > 7 and approaches 1.0 cm⁻¹ for J = 20. The unresolved spectra reported to date have been attributed to both the broad bandwidth of the excitation laser used in some studies, or, for the case of a relatively narrow-band excitation laser, to the lifetime broadening of the B state due to rapid ionization. As individual J-state transitions could not be resolved, fitting routines were developed to fit unresolved CO B ← X Q-branch spectra to a
temperature, using line shape functions dominated by the laser bandwidth and line strengths based on the \((2J + 1)\) degeneracy.\(^4\) This method is still used today.\(^7\) Until now, no Doppler-limited and resolved spectrum of the \(Q\)-branch under UHV conditions has been available to explore the approximate nature of this approach. The spectra presented here are sufficiently well-resolved that such assumptions are not necessary, and individual rotational-state populations can be obtained directly for \(J > 7\).

To aid the analysis of the CO product-state distributions, we obtained spectra of room-temperature (295 K) gas-phase CO samples at low pressure. We then fit the spectra using standard routines to determine the accuracy of the \((2+1)\) REMPI approach. Figure 3.2 displays the \(Q\)-band spectrum of CO \((B'\Sigma \leftarrow X'\Sigma)\) obtained using the relatively low laser power of 0.64 mW. Superimposed upon this scan is a simulated spectrum calculated up to the \(J = 23\) level. At higher laser powers, we find that presence or lack of \(Q\)-branch structure in the room-temperature gas-phase samples is quite sensitive to laser fluence, and hence we have explicitly included a Lorentzian term in our simulation and fitting program to account for the intensity-dependent lifetime broadening. We fit the CO spectra without constraining the Voigt profiles generated from the measured laser bandwidth and Doppler components.

The parameters used to simulate the low-power spectra of Fig. 3.2 are a temperature of \(T = 295\) K, a two-photon bandwidth of 0.095 cm\(^{-1}\), and a Doppler width of 0.20 cm\(^{-1}\). The total Gaussian width \((GW)\) is then 0.22 cm\(^{-1}\), which is effectively Doppler-limited. The Lorentzian width of 0.02 cm\(^{-1}\) is consistent with the known lifetime of the B state, although it is negligible relative to the precision of the calculations. We consider the simulation in Fig. 3.2 to be a good fit to the spectrum; indeed, if this had been a CO product-state distribution, such fitting routines would have been serviceable enough to extract a rotational temperature, or to indicate the lack thereof. At the same time, we note that the simulation does not accurately model transitions nearer the bandhead. Specifically, the \(J = 4-7\) peaks appear stronger than anticipated. Higher-\(J\) transitions appear to be much more

---

Figure 3.1. Partly-resolved \(Q\)-branch \(B \leftarrow X\) spectrum of CO following laser desorption of freshly-cleaved CaCO\(_3\). The \((2+1)\) REMPI scheme through the B-state covers a range of only 20 cm\(^{-1}\). Wavelengths shown are of the dye fundamental, which is subsequently doubled to \(<230\) nm. Laser power at 230 nm is 2.0 mW; the background chamber pressure is 10–120 Torr at 295 K. Note that a number of high-energy \(J\)-level transitions are completely resolved.

Figure 3.2. Doppler-limited CO spectrum at \(10^{-8}\) Torr at 295 K. Dye laser power is 0.64 mW at 230 nm, with averaging of 10 shots/point at 20 Hz. The solid line is the recorded spectrum, with the simulated fit (dashed) superimposed. The plots are scaled against wavenumbers (0.0 cm\(^{-1}\) at \(J = 0\)). The beam width of the doubled dye laser is 0.085 cm\(^{-1}\). The Gaussian full-width-half-maximum (FWHM) is 0.219 cm\(^{-1}\) under these conditions; the Lorentzian line width (a variable parameter) gives a best fit at 0.02 cm\(^{-1}\). Higher-energy \(J\) levels are well-modeled, with some discrepancy occurring near the bandhead.
cleanly fit and in keeping with the degeneracy-based (2J+1)-ordered transition strength.

Figure 3.3 displays the Q-band spectrum of the CO (B′Σ ← X′Σ(0,0)) transition obtained under the same chamber conditions as Fig. 3.2, but at a laser intensity of 10 mW (−5 × 10⁶ W/cm²). This clearly exhibits the effects of power broadening on the unresolved bandhead region. Simulation of this spectrum requires a 10-fold increase in the Lorentzian linewidth, as expected for a shortened excited-state lifetime. Unexpectedly, a temperature of 295 K cannot be made to fit this feature under any Lorentzian linewidth variations. The best fit occurs with a 20% increase in this effective temperature (T = 355 K in Fig. 3.3). The greatest difficulty in fitting the unresolved spectrum appears in the vicinity of the J = 4–7 transitions. In producing unexpectedly large lifetime-broadened signals, they have dramatically pushed out the Q bandhead by a wavenumber or more.

Under these conditions, the ionization step is completely decoupled from the 2-photon process, and rotational transition strengths are unaffected by whether the ionization rate is greater than other B-state loss rates. Discrepancies between the simulation and the observed spectra must reflect subtleties in the 2-photon absorption transitions, and not statistics derived from kinetic decay processes.

Smyth et al. suggested that at 230 nm, the (2+1) REMPI technique utilizes a very non-resonant 2-photon absorption, which is dominated by molecular overlap integrals through the combination of at least two electronic states: A′Π and C′Σ⁺. Other intermediate states must be involved, such as E′Π and ΓΔ, but also virtual vibrational (i.e., Δν = ±1) and rotational (i.e., Δj = ±1, ±2) levels within the initial and final states.

Halpern et al. deduced approximate equations to determine the relative importance of transition rates, K, for 2-photon absorption pathways in NO and CO with integrated band averages that can be related to measured and calculated band f numbers. Using their approach, we estimate that the contribution to the total 2-photon transition rate from the final-state rotational intermediates, for example, is on the same order as that for the electronic intermediate state C′Σ⁺. So, in part, these virtual rotational levels account for the impressive strength of Q-band transitions, which the very nonresonant electronic intermediates alone cannot explain.

Compounding this situation, perturbation involving the low-energy rotational transitions in the R and P branches give rise to line shifts and possibly abnormal lifetime broadening behavior. For the R branch of the B ← X(0,0) transition, the energy spacings of J = 0 and J = 1 are −0.1 cm⁻¹ further apart than predicted, while those of J = 3 and J = 4 are −0.1 cm⁻¹ closer together. This phenomenon also appears in the P branch with −0.15 cm⁻¹ further separation than expected for J = 1–3 levels.

Within the Q branch, this pattern of 2-photon absorption and perturbation might appear as a weaker than (2J + 1) transition strength for J = 0–3, and a stronger than (2J + 1) transition strength for J = 4–5. This transition strength variation then obviously leads to an intensity-dependent perturbation of the spectra.

Despite taking full account of power broadening behavior, fitting the unresolved Q branch generally leads to higher temperature assignments at laser fluences greater than 10⁶ W/cm². On the
other hand, Doppler-limited spectra of CO allow temperature assignments within 10 K. The precision of future LAMS microsample analysis will be favorably impacted by application of this rigor to desorption studies of CO chemical product.
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Mechanisms of Radiolytic Decomposition of Complex Nuclear Waste Forms
K. Knutsen,* K. A. German,* Y. Su,* K. D. Keefer,† W. P. Hess, and T. M. Orlando

Nuclear waste glasses are subject to large radiation doses due to the beta and gamma decay of the embedded $^{137}$Cs and $^{90}$Sr. For a glass containing 1.25 weight percent $^{137}$Cs, the energy released is on the order of 20 W/l, which translates to a self-dose rate of approximately 800 rad/s or about $10^{10}$ rad/year. This large rate of irradiation could produce a significant steady-state concentration of highly-reactive, albeit short-lived, species that could react with water, air, or container materials, during waste processing and waste storage. Though there seem to be no official long-term performance criteria established for glass waste forms, fundamental research on the mechanisms of radiolytic degradation of complex nuclear waste is clearly needed to insure this storage option is implemented in a safe manner. Glass compositions containing relatively large loadings of Na and borosilicates have been proposed as final waste forms, and immobilization via the use of phosphate glasses is currently under consideration.

We have conducted a series of experiments designed specifically to probe the effects of radiation- and ionization-driven chemistry on/in composite solids (i.e., ionic materials, glasses, and ceramics). Our current emphasis is on understanding the underlying physical and chemical mechanisms responsible for radiation-induced damage and loss of composite integrity. It is known that damage from beta ($\beta$) and gamma ($\gamma$) radiation occurs via ionization-driven events and not displacement-driven processes typically observed during neutron irradiation. In fact, the damage caused by high-energy electrons (Compton electrons), X rays, and gamma rays results from both the primary particle and the copious number of low-energy (1–100 eV) secon-
Secondary electrons. We note that the primary electron energy-loss mechanisms involve inelastic scattering and coupling to the electron density (i.e., the electronic bands) of the amorphous target materials. Therefore, we determine which electronic excitations are involved in surface degradation via detailed quantum-state-resolved electron-stimulated desorption (ESD) studies and atomic-force surface microscopy (AFM) of nominally pristine and irradiated glasses.

In the ESD studies, we monitor cation, anion, and neutral desorption yields and velocity distributions as a function of incident electron energy. These experiments point to the importance of Auger-stimulated processes in electron-stimulated degradation, and show that damage cross-sections can be quite high. For example, we have demonstrated large electron-induced degradation cross sections ($\sim 10^{-15}$ to $10^{-16}$ cm$^2$) in NaNO$_3$, a wide-band-gap material typically found in Hanford wastes. The degradation involves primarily dissociation of the nitrate group via intermolecular Auger decay of Na excitons or holes in the Na 2p band. Intramolecular Auger decay of holes in the nitrate valence band, shallow valence excitations, and dissociative electron attachment processes also result in efficient destruction of the nitrate group. These energetic processes lead to efficient energy localization at the interface/surface, and are expected to contribute significantly to surface degradation. In the case of adsorbate-covered surfaces, which are typical of interfaces in waste containment environments, nonthermal reactions will occur in the overlayer. These reactions can easily produce some of the hazardous byproducts typically observed in underground waste storage tanks.

Although we expect smaller damage cross-sections ($10^{-18}$ to $10^{-20}$ cm$^2$) for the radiolytic degradation of soda glasses, iron phosphate glasses, and silicotitanates, we fully expect the general mechanisms to be similar to those leading to the degradation of ionic materials such as NaNO$_3$. It has been pointed out that material susceptibility to radiation-induced degradation scales with the strength of the effective hole correlation energies. Thus, damage cross-sections are expected to decrease as one progresses from salts $\rightarrow$ glasses $\rightarrow$ ceramics. We have begun quantitative studies of these electron-induced damage trends. Because it is likely the glasses used for the storage or immobilization of wastes will contain high concentra-

tions of Na, we have begun studies on low-flux, low-energy (5-500 eV) electron-beam-induced damage of glasses that contain varying amounts of Na. Previous work has shown that dominant thresholds for the desorption of Na$^+$, Si$^+$, and O$^+$ from soda glass occurred near the Si 2p band. This clearly indicates that damage involves Auger decay, probably from the O 2p band. Note that Auger decay leads to a reversal of the attractive Madelung potential, and efficient expulsion of charged species. This is very similar to the well-known Knotek-Feibelman mechanism which was developed to explain the ESD of cations from full-valency compounds, such as TiO$_2$. We are currently measuring the thresholds and quantum state-distributions of the O(3P$^1$) and O(3D) fragments using laser resonance-enhanced multiphoton ionization spectroscopy. It is relevant to note that these are very reactive species that can contribute significantly to corrosion of surrounding wall materials.

Surface damage induced by irradiating a 5×5×5-mm sample of soda glass (20% Na) with a 3-keV electron beam has been studied using AFM. The clean, unirradiated sample surfaces were imaged in room air, and the images indicated the surfaces were fairly smooth with several 200-nm-high columns. The sample was then placed in a high-vacuum chamber and irradiated with a low-flux 3-keV electron beam for approximately 10 minutes. The resulting surface damage was then probed in air by AFM. The AFM image clearly shows that surface damage was rather severe. Pits, craters, and canyons several microns deep were obvious. Stress release and damage were observed several minutes after irradiation, which suggests the buildup of charge, exciton transport, and possibly some local heating. These preliminary results clearly indicate that soda glass is susceptible to electron-induced degradation. The details of the damage mechanisms are systematically evaluated as a function of the amount of Na present. Damage cross sections will be reported and the question of the stability of glass over time scales necessary for long-term storage of nuclear wastes will be addressed.
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Low-Temperature Plasma Processing of Chlorinated Hydrocarbons
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Over the past several years, workers at PNNL have demonstrated the utility of atmospheric-pressure packed-bed corona reactors in the treatment of gaseous waste streams containing ≤1000 ppm of various contaminants. A main goal of this LDRD project was to improve our understanding of various fundamental chemical and physical processes important in low-temperature plasma destruction. Such an understanding is critical to improving the efficiency of the process technologies in a time- and cost-effective manner. We have therefore developed an atmospheric-pressure sampling mass spectrometer that was used to study the PNNL-designed dielectric-barrier packed-bed corona reactor. In particular, we have studied how the efficiency depends upon various parameters, such as carrier gas composition, humidity, packing material, input power, etc. We directly monitor in real time the gas delivered to and coming from the reactor, as well as the power input to the reactor. We provide enough control to present reproducible measurements that can be reliably compared with other work both at PNNL and elsewhere. Our investigations have given us insight into the characteristics of these types of reactors, chemical mechanisms in the discharge, information vital to accurate modeling of the discharge, and the scaling parameters.

We have developed a phenomenological model that incorporates the known, broad features of discharge chemistry. This model provides a consistent way of reporting results, and also allows us to express destruction efficiencies in universal terms that can be quantitatively compared to competing technologies.

The model led to experiments yielding the first measurements of electron (and by extension) ion densities in the discharge. (Standard techniques of plasma diagnostics are not suitable here.) We find the mean electron density averaged over the length of the discharge tube and over many cycles of the discharge (at 60 Hz) is ~2–10 × 106 cm–3. Estimating the electron energy ~3 eV, we find the Debye shielding length to be on the order of 1 mm, meaning the concentration of charged species is too low to provide effective shielding anywhere in the system. These results also place limits on the extent that ion- (or electron-)molecule chemistry plays in the observed chemistry.

Experiments with pure N2 as the carrier gas allowed us to investigate the role of the surface oxide as a possible chemical catalyst. We studied several packing materials such as glass, Cr2O3, ZrO2, etc., and did not observe incorporation of surface oxygen into the gas-phase products. However, other quasi- or non-traditional catalytic effects, e.g., enhanced secondary electron emission, may be important.

We have investigated a test matrix by examining the destruction of trichloroethylene (TCE) and carbon tetrachloride (CCl4) as functions of power, flow rate, carrier gas composition, humidity and packing material. Figure 3.4 shows a portion of the results for TCE, and Fig. 3.5 shows similar results for CCl4. Several trends are apparent from these figures: notably, TCE is far easier to destroy than CCl4. The rate of CCl4 loss is proportional to
the electron density, while TCE can be attacked by a variety of ions and radicals.
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Irradiation of Condensed-Phase Acetyl Chloride
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The release of chlorinated hydrocarbons into the environment is a potential threat to terrestrial ecosystems and ground water supplies. Chlorocompounds are present in the Hanford-site defense waste and in the soil subsurface, so energetic processes in chlorine-containing compounds impact the storage and processing of mixed waste and the disposition of contaminated soils. We have studied the photodissociation of acetyl chloride molecules within a molecular beam, and found that gas-phase photodissociation is described by sequential reactions

\[
\begin{align*}
\text{CH}_3\text{COCl} + \text{hv} & \rightarrow \text{CH}_3\text{CO} + \text{Cl}^* / \text{Cl} \\
\text{CH}_3\text{CO} & \rightarrow \text{CH}_3 + \text{CO}.
\end{align*}
\]

The initial step, following ultraviolet (UV) excitation, produces chlorine atoms with a near unity quantum yield (1). The present study of UV-irradiated condensed-phase amorphous and crystalline acetyl chloride samples extends the previous gas-phase work, and is more closely related to condensed-phase processes occurring in mixed-waste storage tanks.

Although few studies report the condensed-phase photochemistry of acetyl chloride, Kogure et al. have studied UV photolysis of matrix-isolated acetyl chloride molecules. Their results show the photolysis products are ketene and HCl molecules in a 1:1 dimer complex. The reason given for complex formation is that the chlorine radical, which is formed upon photolysis, cannot diffuse through the argon matrix, and therefore reacts with the geminate acetyl radical to produce the ketene+HCl complex. No concerted elimination reaction channel is proposed. In a related study, the dimer complex of ketene and HBr molecules was studied by ab initio calculations. The theoretical results showed that the elimination reaction of acetyl bromide to produce ketene and HBr is endothermic, with an enthalpy of 21.3 kcal/mol and an activation energy of 93.4 kcal/mol. Here we study the reactions of thin films of amorphous and crystalline acetyl chloride by Fourier transform infrared (FTIR) analysis of the trapped pho-
toproducts that are formed following UV irradiation.

Samples of acetyl chloride are deposited on an IR-transparent substrate held at 20 K by a closed-cycle cryocooler, to a thickness of ~4 μm within an ultra-high vacuum chamber. Amorphous samples are prepared by warming the freshly-deposited films to 100 K for 5 minutes (creating an amorphous sample of high density), and then cooling to 10 K. Crystalline samples are prepared by warming films to 100 K for ~1 hour and then recooling to 10 K. The longer warming period completely anneals the amorphous film.

Crystallization of acetyl chloride is monitored by FTIR spectroscopy. Figure 3.6 displays the IR spectra of amorphous and crystalline acetyl chloride samples. The IR bands of the crystalline sample are much sharper than the amorphous sample. The full-width-half-maximum of all the IR bands decreases by an average factor of ~2, and distinct doublets are observed for several IR bands. The relative IR peak heights also change drastically. Following the creation of crystalline and amorphous films, we irradiate the sample using the 4th harmonic of a Nd:YAG laser at 266 nm, collecting infrared spectra before and after irradiation.

By subtracting an IR spectrum of an irradiated sample from the spectrum of a non-irradiated sample, the reaction products that are formed by irradiation are exposed in the resulting difference spectra. An example of a difference spectrum is shown in Fig. 3.7. The HCl and ketene products are readily identified by the strong IR bands in the ~2750–2350 cm⁻¹ and 2130 cm⁻¹ regions of the difference spectrum. Other positive IR bands displayed in Fig. 3.7 are attributed to the vibrational modes of ketene. The negative IR bands are attributed to the vibrational modes of unperturbed acetyl chloride molecules, and the positive IR bands that are not assigned to the vibrational modes of HCl or ketene are attributed to the redshifted IR bands of acetyl chloride. The red shift of the vibrational modes of perturbed acetyl chloride molecules is caused by intermolecular coupling of acetyl chloride with neighboring ketene+HCl complexes.

The formation of the ketene+HCl complex from a parent acetyl chloride molecule is produced exclusively by an elimination reaction. We observe no evidence for intermolecular reaction channels, i.e., no irradiation products other than the ketene+HCl complexes are observed in the difference spectra. In addition, secondary products, which could be attributed to the reaction of UV-irradiated ketene molecules with HCl molecules, are not observed in our FTIR analysis of irradiated amorphous and crystalline samples.

Figure 3.6. The IR spectra of amorphous (a) and crystalline (b) acetyl chloride samples. The IR bands of the crystalline spectrum are much sharper than bands in the amorphous spectrum, and splitting can be observed in some of the higher-frequency bands.

Figure 3.7. The difference spectrum of an irradiated crystalline acetyl chloride sample. The positive IR bands that are attributed to vibrational modes of ketene and HCl are marked. Negative bands are due to the loss of acetyl chloride.
The IR bands associated with HCl and ketene disappear as the temperature of the sample is increased. Because the irradiated spectra approach the pre-irradiation spectra upon warming, we conclude that acetyl chloride molecules are reformed upon warming irradiated samples. Figure 3.8 displays the loss of the IR band intensities of the complex as an amorphous sample is heated from 10 K to 90 K. The reverse reaction of the ketene+HCl complexes to produce acetyl chloride molecules is also observed in the difference spectra of a crystalline sample. These observations are supported by the thermodynamics: the elimination reaction of acetyl chloride molecules to form ketene+HCl complexes is endothermic.

We are currently studying the intermolecular interactions within the ketene+HCl complex by FTIR observations and ab initio calculations. Kinetic information and the activation energy of the reverse reaction are being derived from time- and temperature-dependent spectra. The crystallization activation energy of acetyl chloride will also be obtained.
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1. Low-Energy Electron-Stimulated Reactions in Amorphous Ice

The formation of negative-ion resonances during scattering of low-energy electrons with atoms, molecules, surfaces, and interfaces is a process of fundamental importance in physics, materials science, chemistry, and radiation biology. In general, electron collisions with isolated molecules lead to negative-ion resonances via either dipole scattering, single-electron shape resonances, or multi-electron core-excited resonances. The core-excited resonances generally consist of an excess electron temporarily bound by attractive interactions with the excited (typically Rydberg) target molecule. These negative-ion resonances, which are generally 2-electron, 1-hole configurations (Feshbach or core-excited shape resonances), decay primarily via dissociative electron attachment (DEA) or electron autodetachment. The DEA process for simple diatomic or small polyatomic species consists of resonant electron capture into a relatively short-lived (~10^-14 sec) anion state that is dissociative in the Frank-Condon region. Because DEA leads to the production of both anion and neutral fragments, DEA is typically studied by measuring anion fragment yields as a function of incident electron energy (E). Resonances that decay via electron autodetachment produce excited (rotational, vibrational, and electronic) neutral states and are therefore often observed as intermediates in high-resolution, electron-energy loss and electron-transmission spectroscopy. Though extensive information concerning gas-phase shape
resonances exists, there is much less information on the formation and dissociation of negative-ion resonances in the condensed phase or at surfaces and interfaces.

We have studied core-excited negative-ion resonances in thin films of ice by time-of-flight (TOF) laser resonance-enhanced multiphoton ionization (REMPI) detection of the $D_2 (\Sigma_g^+)$ desorbates produced during low-energy (5-50 eV) electron-beam irradiation of amorphous ice (Fig. 3.9). The REMPI detection scheme allows us to monitor the vibrational and rotational states of the departing $D_2$ reaction product as a function of incident electron energy ($E_i$). Structure in the $D_2$ yield is observed for incident electron energies 8-16 eV and $18 < E_i < 32$ eV. We attribute this structure to 1-hole, 2-electron, core-excited shape resonances. The low-energy structure is assigned to excitation of the $3a_1$ and $1b_2$ bands, whereas the higher-energy feature is associated with excitation of the $2a_1$ level. These resonances, or the excited states produced after electron autodetachment, decay via molecular elimination to yield $D_2 (\Sigma_g^+)$ directly. $D_2$ is observed with $v = 0, 2$ and not $v = 1$, suggesting a symmetry propensity in the excited-state production probability and decay dynamics.

The onset of ionization of condensed water is believed to be at $\sim 6.5$ eV. We have determined that the excitons, which are energetically near the bottom of the conduction band, either autoionize or dissociate to yield $H(^5S) + OH(X,^1\Pi)$ or $H_2 (\Sigma_g^+) + O(^1P,^3D)$. The threshold for exciton production is $6.5 \pm 0.3$ eV, and the state distributions of the dissociation products indicate the exciton has triplet and singlet character. We have therefore begun studies to optically pump the $1b_2 \rightarrow 3s:4a_1$ transition directly with vacuum ultraviolet (VUV) photons. We generate VUV photons via nonlinear third harmonic generation in rare gas mixtures. Measurements of dissociation yields and product state distributions resulting from direct photoexcitation of this exciton are currently underway.

2. Production of $O(^3P)$ and $NO(X^2\Pi)$ from Low-Energy (5-100 eV) Electron Impact on Solution-Grown NaNO$_3$ Single Crystals

Neutral products of the low-energy (5-100 eV) electron-stimulated degradation of solution-grown NaNO$_3$ single crystals are identified via quadrupole and laser resonance enhanced multiphoton ionization (REMPI) spectroscopy. The yields, threshold energies, velocity distributions, and internal-state distributions are determined for the $O(^3P)$ and $NO(X^2\Pi_{3/2,1/2})$ products that result directly from electron impact. Other neutrals detected include $O_2$ and NO. These products are primarily produced from recombination of O atoms with O and NO. This work complements our earlier study of the ionic products of electron-stimulated degradation of NaNO$_3$, and provides an important step in establishing the role of radiolysis of NaNO$_3$ in the production of $N_2O$ in the Hanford mixed (radioactive/chemical) waste tanks.

The NaNO$_3$ crystal is heated to 423 K to maintain the surface stoichiometry and prevent charging during electron irradiation. A pulsed electron beam of well-defined energy strikes the NaNO$_3$ surface, releasing a plume of neutral products into the ultra-high-vacuum chamber. A few millimeters from the surface, a UV laser pulse crosses the plume, selectively ionizing the neutrals via resonance-enhanced multi-photon ionization. The resulting ions are then detected with a time-of-flight mass spectrometer.

The electron energy thresholds for O and NO production are both at $\sim 8$ eV. This energy corre-
responds to a charge-transfer band in NaNO₃. Removal of an electron from the NO₃⁻ valence band to the 3s orbital of Na⁺ results in the production of NO₃⁺, which then dissociates to the neutral products detected. The increase in the O and NO yields at ~15 eV corresponds to ionization of the 4a₁', level in NO₃⁺, but is also approximately the energy at which 2-hole states in the valence band can form. The velocity distributions of both O(⁵P) and NO(X²Π) correspond well to Maxwell-Boltzmann distributions at 423 K, so both of these products are translationally thermalized to the NaNO₃ surface temperature. The other J states of O, however, have non-thermal components, and the J-state distribution of O(⁵P) is 5:2:1 for J = 2,1,0, respectively. This is somewhat hotter than the thermal (423 K) distribution of 5:1.75:0.46. The NO product appears to be rotationally thermalized to the surface temperature, but is vibrationally very hot, with vibrational bands detected out to v = 5.

This experiment confirms that large amounts of O and NO are produced directly by low-energy electron impact on NaNO₃. Gas-phase reactions of NO with H atoms and organic radicals are known to produce HNO. Although ion yields from ESD of NaNO₃ are two to three orders of magnitude smaller than neutral yields, NO⁺ reacts at near the collision rate to produce HNO as well. In turn, HNO reacts with HNO to produce N₂O. Thus, radiolysis of NaNO₃ produces reactive radicals and ions that can react with organics at the solid/liquid interface to produce a precursor to N₂O. Future experiments involving electron-beam irradiation of NaNO₃/organic interfaces will determine the importance of this interfacial radiolysis to N₂O production in the waste tanks.

3. Photo-Induced Dissociation of NaNO₃

 Interfaces: Production of O(⁵P), O(⁵D), and NO(²Π) at 193 nm

The laser-induced degradation of solution-grown NaNO₃ single crystals is studied at 193 nm. The yields, velocity distributions, and 193-nm laser power dependence of the O and NO products of photon impact are measured via REMPI and time-of-flight mass spectrometry. The J-state distributions of the O(⁵P) are measured at the peak of the O velocity distribution.

The velocity distributions for the O(⁵P) and NO products again agree well with a 423-K Maxwell-Boltzmann distribution, which shows that the neutral fragments are translationally thermalized to the NaNO₃ surface temperature. In addition, at the peak of the velocity distribution, the O atom J-state populations are also thermalized. O(¹D) is a minor product, and appears to be translationally hot, suggesting that it is produced with little or no interaction with the NaNO₃ surface. The O(⁵P) and NO signals show a linear (1-photon) dependence upon the 193-nm laser power, at laser powers between 0.3 and 16 μJ/cm². This result is many orders of magnitude less than previous reported studies on laser ablation of NaNO₃, and suggests that degradation involves a self-trapped exciton. Self-trapped excitons are well-known to cause desorption in alkali-halide systems, and the mechanisms leading to desorption in more complex molecular crystals seem to be quite similar. The extremely low fluence supports the notion of dissociation (desorption) by exciton decay, as the yield is expected to depend on energy density with no observable threshold.
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4. Cluster Models of the Condensed Phase
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Oxides of Si, Al, Mg, and Ti are predominant components of the earth and are important environmental materials. Their surface chemistries play important roles in the storage and underground transport of wastes. At EMSL, a major effort is being directed to understanding their surface and interface properties. We have begun to study the structure and bonding of these oxide clusters with a combined experimental and theoretical approach using anion photoelectron spectroscopy (PES) and quantum calculations. The smaller, controlled sizes of these cluster systems provide atomic-level models to better understand the bulk surfaces and defect sites, and are also an excellent testing ground to validate theories that are intended for large and real-world systems.

A magnetic-bottle time-of-flight PES spectrometer with a laser vaporization cluster source has been used for these studies. This apparatus has a mass resolution (M/ΔM) of about 500 and an electron energy resolution of better than 30 meV at 1 eV kinetic energy, making it a powerful apparatus for the study of clusters. Several initial experiments have been completed on small silicon oxide clusters, germanium oxide clusters, and aluminum oxide clusters. Preliminary studies on titanium clusters have also been performed.

1. A Photoelectron Spectroscopic Study of Small Silicon Oxide Clusters: SiO2-, Si2O3-, and Si3O4-

We obtained the photoelectron spectra of SiO2-, Si2O3-, and Si3O4- anion clusters at 4.66-eV photon energy. All the spectra show broad photodetachment features, suggesting considerable geometry change between the anion and the neutral. The vertical detachment energies are 2.76(10), 2.75(10), and 3.63(10) eV for SiO2-, Si2O3-, and Si3O4-, respectively (Fig. 4.1). The spectrum of Si2O3- shows a weak feature at lower binding energy, suggesting existence of another isomer. The spectra of GeO2- and Ge2O3- were also obtained and compared to the silicon analogs. They are similar to the silicon oxide species, but both have higher detachment energies, 2.93(7) for GeO2- and 3.01(7) for Ge2O3-.

The Ge3O4- spectrum is consistent with only one isomer. The structure and bonding information for these small oxide clusters have been obtained.

2. Vibrationally-Resolved Photoelectron Spectroscopy of AlO- and AlO2-

Vibrationally-resolved photoelectron spectra of AlO- and AlO2- have been obtained at two photon energies, 3.49 and 4.66 eV (Fig. 4.2). Both the ground and first excited states are observed for AlO. The spectrum of AlO2- can be obtained only at the higher photon energy due to the high electron affinity (EA) of AlO2-. The electron affinities of AlO and AlO2 are 2.60(1) and 4.23(1) eV, respectively. The rather high EAs for both molecules are consistent with the fact that AlO- and AlO2- anions are closed-shell, isoelectronic with SiO and SiO2, respectively. The vibrational frequency of the
Figure 4.2. Vibrationally-resolved photoelectron spectra of AlO\(^-\) and AlO\(_2\)\(^-\). Vibrational features are indicated by the vertical lines. HB stands for hot-band transitions.

AlO\(^-\) anion is 900(50) cm\(^{-1}\). The vibrational frequencies and excitation energy obtained for AlO agree with previous optical measurements. The totally-symmetric vibrational frequency is 750(40) cm\(^{-1}\) for AlO\(_2\) and 680(60) cm\(^{-1}\) for AlO\(_2\)\(^-\). We conclude the AlO\(_2\) molecule, as well as AlO\(_2\)\(^-\), have linear O–Al–O structures.

3. Small Silicon Oxide Clusters, Si\(_y\)O\(_y\)\(^-\):
Models for Oxidation of Silicon Surfaces

A series of silicon oxide clusters, Si\(_y\)O\(_y\) (y = 1–6), are studied by anion photoelectron spectroscopy (PES) and \textit{ab initio} calculations. The PES spectra of Si\(_y\)O\(_y\)\(^-\) are taken at 3.49 and 4.66 eV photon energies (Fig. 4.3). The electron detachment energies (DE) and low-lying excited states are measured. The cluster structures are determined through \textit{ab initio} calculations by comparing the calculated and observed DEs of each cluster. Starting from the triangular Si\(_3\) cluster, each Si\(_3\)O\(_y\) cluster with increasing y can be viewed as a sequential oxidation. Each O atom is added to bridge two Si atoms from Si\(_3\)O to Si\(_3\)O\(_4\). From Si\(_3\)O to Si\(_3\)O\(_4\) each O atom is added to the edge of the Si\(_3\) cluster, resulting in ring-type cluster structures. At Si\(_3\)O\(_6\) the cluster begins to assume a more 3-dimensional type of structure. One Si atom in Si\(_3\)O\(_4\) is coordinated by the four O atoms in a distorted

Figure 4.3. Photoelectron spectra of Si\(_y\)O\(_y\)\(^-\) (for y = 1–6) at 266 nm. The cluster structures are also shown.
tetrahedral geometry. The other two Si atoms each bind to two O atoms, giving an overall $D_{3d}$ symmetry for Si$_3$O$_4$. For Si$_5$O$_8$ and Si$_7$O$_{16}$ each O atom is successively bonded to the two 2-coordinated Si atoms. At an atomic level, this sequence of structures is quite similar to the structural models for the oxidation of bulk silicon surfaces by O atoms.

### Photoelectron Spectroscopy and Electronic Structure of Metal Clusters and Chemisorbed Metal Cluster Complexes

**L. S. Wang and H. Wu**

Supported by the National Science Foundation.

*Department of Physics, Washington State University.

1. **Two Isomers of CuO$_2$: The Cu(O$_3$)$_2$ Complex and the Copper Dioxide**

Photoelectron spectroscopy of CuO$_2^-$ has been studied at three detachment wavelengths: 532 nm, 355 nm, and 266 nm. Vibrationally-resolved spectra for two distinct isomers are observed: the Cu(O$_3$)$_2$ complex and the copper dioxide molecule. The Cu(O$_3$)$_2$ complex has an electron affinity (EA) of 1.503(10) eV with a ground-state vibrational frequency of 530(50) cm$^{-1}$. Its first electronic excited state is 7,400(300) cm$^{-1}$ above the ground state. The Cu(O$_3$)$_2^-$ anion is also observed to undergo photodissociation to Cu$^-$ + O$_2$ at both 532-nm and 355-nm detachment wavelengths. The copper dioxide molecule is found to have a high EA of 3.46(4) eV. Three low-lying excited states are observed within 1 eV above the ground state. The first two excited states of the copper dioxide molecule both possess a totally-symmetric vibrational frequency of 640(60) cm$^{-1}$.

2. **Electronic Structure of Small Titanium Clusters: Emergence and Evolution of the 3d Band**

The electronic structure of titanium clusters (Ti$_n^-$ for $n = 3$–65) is probed by size-selected anion photoelectron spectroscopy (Fig. 4.4). It is observed that the 3d band emerges at the 8-atom cluster, beyond which the d-band broadens and evolves toward that of the bulk. The electronic structure of the titanium clusters is found to become bulk-like at relatively small cluster sizes. This point is discussed in terms of the delocalization of the titanium 3d orbitals and the implications for the cluster structures.

3. **Electronic Structure of Small Copper Oxide Clusters: From Cu$_2$O to Cu$_4$O$_4$**

We have studied the electronic structure of copper oxide clusters, Cu$_x$O$_y$ ($x = 1$–4), using anion photoelectron spectroscopy and density functional calculations. The experiment is used to success-
fully guide a computational search for the cluster geometries. The predicted electron affinities at the obtained cluster structures reproduce exactly the trend observed experimentally. The definitive determination of the cluster structures enables a detailed analysis of the chemical bonding and electronic structure involving Cu atoms in different oxidation states exhibited by these clusters.

4. Observation and Photoelectron Spectroscopic Study of Novel Mono- and Di-Iron Oxide Molecules: FeO$_y^-$ ($y = 1-4$) and Fe$_2$O$_y^-$ ($y = 1-5$)

We have studied novel iron oxide molecules involving one and two iron atoms by anion photoelectron spectroscopy at 3.49 and 4.66 eV photon energies. Vibrationally-resolved photoelectron spectra and low-lying excited states are obtained for FeO$_y^-$ ($y = 1-4$) (Fig. 4.5) and Fe$_2$O$_y^-$ ($y = 1-5$). In both series, the photoelectron spectra become particularly sharp and better resolved for the higher oxides, FeO$_3^-$, FeO$_4^-$, Fe$_2$O$_5^-$, and Fe$_2$O$_6^-$. The electron affinity of the neutral oxide molecules is observed to increase almost linearly with the number of oxygen atoms, suggesting a sequential oxidation behavior. For the mono-iron oxide series, an oxidation saturation is evidenced by the leveling-off of the electron affinity from FeO$_3$ to FeO$_4$. The structures and chemical bonding of these oxide molecules are discussed based on the sequential oxidation behavior. Isomers involving possibly O$_2$ or O$_3$ complexes are also observed for the di-iron oxides above Fe$_2$O.

5 Dimer Growth, Structural Transition, and Antiferromagnetic Ordering of Small Chromium Clusters

The evolution of structural and magnetic properties of small chromium clusters towards the bulk is elucidated through a systematic density-functional study. A tightly-bound Cr$_2$ dimer is found to play a key role in determining the cluster structures. A unique dimer growth route is discovered for clusters up to Cr$_{11}$, where a structural transition occurs from the dimer growth to a bulk-like body-centered-cubic structure (Fig. 4.6). All the clusters exhibit antiferromagnetic ordering with size-dependent magnetic moments.
Figure 4.6. The lowest-energy structures of small chromium clusters, $\text{Cr}_n$ ($n = 2$–$15$). The bond length is in Å. Note the dimer growth pattern from $\text{Cr}_2$ to $\text{Cr}_{11}$ and the structure change from the dimer growth to bulk-like body-centered cubic structures at $\text{Cr}_{12}$. The dark bonds are the dimer-like bonds. The arrows represent the direction of the local atomic spin.
High-Resolution Spectroscopy of Molecules and Clusters

S. W. Sharpe, T. A. Blake, R. L. Sams,* and R. S. McDowell

Supported by DOE Office of Basic Energy Sciences, and instrument development by Environmental Molecular Sciences Laboratory (EMSL).

*Associated Western Universities Fellow.

With the exception of homonuclear diatomics such as O₂, N₂, and Cl₂, all molecules possess infrared (IR)-active vibrational modes. Infrared spectroscopy is one of several powerful techniques the physical chemist can call upon for studying the behavior of matter on an atomic scale. In addition, infrared spectroscopy forms the basis for a suite of analytical techniques that are highly specific and extremely sensitive, and can be directly applied to monitoring problems.

High-resolution gas-phase infrared spectroscopic techniques have traditionally been plagued by several problems, including spectral congestion, Doppler broadening, and pressure broadening. Spectral congestion is related to the number of quantum states populated at a given temperature, and is dictated by Maxwell-Boltzmann statistics. Doppler broadening is related to temperature through the kinetic energy relationship, but also involves the random 3-dimensional motion of the gas molecules. Pressure broadening is related to the collisional frequency of the molecules, which in turn depends upon the density and temperature of the sample. By cooling and reducing the pressure of a gas in specially-designed cells, these three effects can be minimized, but at the expense of greatly reduced signal strength.

A technique that takes advantage of rapidly expanding a gaseous sample into a moderate vacuum has been used in our laboratory for the last 5 years. A gas sample is expanded through a slit orifice that measures 12 cm in length by 50 μm wide. The resulting ribbon of gas expands at supersonic velocities, and in the process molecules entrained in the gas are cooled to a few degrees above absolute zero. Also, the random 3-dimensional motion of the gas molecules is changed to a 2-dimensional flow with little velocity component transverse to the mass flow. If infrared light is used to interrogate the gas molecules through the plane of expansion, spectral congestion, Doppler broadening, and pressure broadening are reduced significantly.

In the past, we have made extensive use of tunable infrared lead-salt diode lasers to interrogate the expanding gas. While infrared lasers make ideal light sources in many respects (i.e., extremely high spectral brightness, low noise, narrow bandwidth, and rapid tunability), they are severely limited by narrow spectral coverage. Often an experiment will be determined by what laser coverage is available. Recently, we have succeeded in interfacing a high-resolution Fourier-transform infrared spectrometer (FTIRS) with a continuous slit expansion source. Fourier-transform infrared spectroscopy is an alternative to laser sources, and offers continuous spectral coverage from the near to far infrared (~15,000 to 10 cm⁻¹). Although FTIRS has been used by others to interrogate molecular beams, these setups utilized a round expansion orifice at moderate spectral resolution. The PNNL FTIRS/beam machine is capable of recording high resolution (Δν < 0.0015 cm⁻¹) spectra at rotational temperatures of 15 K anywhere in the near- to far-infrared spectral region. As a first test case, 5% nitrous oxide in argon:helium was studied in the new spectrometer, and the results are shown in Fig. 4.7. Note the broad spectral coverage and high signal-to-noise ratio. The features to the red of the prominent ν₃ fundamental are due to combination difference bands with one and two quanta of energy in the ν₂ bending modes. A Boltzmann temperature analysis of these three bands indicates a vibrational temperature of 773 K and a rotational temperature of 15 K. We are currently investigating the origin of the apparent vibrational heating.

This unique instrument has recently been used to complete an infrared spectral investigation of perfluoroethane, a Freon™ substitute. Diode lasers and the FTIRS spectrometer were used in this study. The laser study was of slightly higher resolution and had approximately 10 times the signal-to-noise of the FTIRS results, but despite this problem the FTIRS data are comprehensive, covering two entire bands and requiring a fraction of the time required by the diode lasers to acquire; this comparison is shown in Fig. 4.8. Analysis of these data is currently in progress.
Non-covalent interactions between ions and neutral molecules are of fundamental importance in molecular recognition phenomena occurring in complex chemical and biochemical systems. The study of a series of cation/ether complexes composed of different metal cations, and a selection of ligands ranging from simple, monodentate ethers to cyclic polyethers, provides an opportunity to examine the non-covalent interactions operative in simple ion-molecule complexes. Cation/ether complexes are also interesting from a practical point of view. Crown ethers have been proposed for use in new chemical separations technologies and in the development of advanced analytical methods. Computational models capable of reliably predicting ligand selectivity in a variety of condensed-phase environments would be valuable tools for the advancement of separations technologies. Such methods are currently under development; however, the development is hindered by a lack of suitable experimental data. One goal of the present work is to provide accurate experimental data to address this deficiency.

The principal challenge to quantitative theoretical descriptions of ion–molecule interactions arises from the need to reproduce accurately both the dominant classical electrostatic and quantum mechanical contributions to the interaction. The relative importance of these two effects varies from system to system, but two recent studies of Li⁺/ether complexes have demonstrated that both contributions are essential. Treating relatively large chemical systems with the requisite level of theory is technically very challenging. In general, small-basis-set Hartree-Fock (HF) theory is inca-
Pable of accurately describing such interactions. Because theory is ultimately called upon to model a wide variety of molecular systems, a successful method must exhibit a certain degree of balance in its treatment of possibly competitive interactions. For example, the selectivity of macrocyclic ligands, such as 18-crown-6, toward alkali cations in aqueous solution hinges on a subtle balance between ion-ligand, ion-water, ligand-water, and water-water interactions. We have previously identified second-order perturbation theory coupled with polarized basis sets as a good entry-level theoretical approach for cation/neutral systems.

Accurate measurement of the intrinsic properties of cation/ether complexes is the principal challenge from the experimental perspective. Studies of ion-molecule complexes in the gas phase can provide insight into the intrinsic aspects of the interactions, because the isolated complexes are unperturbed by solvent-induced phenomena. In the present study, collision-induced dissociation (CID) cross-section measurements are made with a guided-ion-beam mass spectrometer, an instrument specifically designed for measurements of the kinetic energy dependence of collision induced phenomena. For Li+[DXE]_, x = 1–2, the primary and lowest-energy dissociation channel observed experimentally is endothermic loss of one dimethoxyethane molecule. For Li+[12-crown-4], the primary dissociation channel is endothermic loss of the intact crown ether, although ligand fragmentation is also observed. The cross-section thresholds are interpreted to yield 0- and 298-K bond energies after accounting for the effects of multiple ion-molecule collisions, internal energy of the complexes, and unimolecular decay rates. The calculated and experimentally-derived bond energies are in good agreement for Li'[DME], reasonable agreement for Li'[12-crown-4], and differ by 32 ± 12 kJ/mol for Li'[DXE]_. On average, the experimental bond dissociation energies differ from theory by 9 ± 6 kJ/mol per metal-oxygen interaction. These results and the bond dissociation energies of Li+ complexes with dimethyl ether (DME) from our previous work are shown in Fig. 4.9.

The equilibrium structures are determined primarily by strong electrostatic and polarization interactions between Li+ and the ligands. Charge-transfer interactions are also important, as indicated by a natural energy decomposition analysis. Correlations between the bond dissociation ener-

---

**Figure 4.9.** Experimental (filled symbols) and computed (open symbols) incremental binding enthalpies for Li'(DME)_n, n = 1–4 (circles), Li'(DXE)_m, m = 1–2 (squares), and Li'12-crown-4 (diamonds) vs. number of Li+-O bonds.

---
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A. H. Bahnmaier, V. A. Venturo, A. G. Joly, J. M. Price,* and D. Ray
Supported by DOE Office of Basic Energy Sciences.
*Computing and Information Sciences.

The synthesis of clusters in molecular beams affords the opportunity to create model systems exhibiting a rich variety of chemical phenomena. The application of techniques of laser spectroscopy and mass spectrometry to size-selected cluster beams facilitates rigorous studies of fundamental properties (both static and dynamic) of these model systems. The goal of this project is to examine the relationships between cluster structure (geometric and electronic) and function (reaction dynamics and kinetics) in molecular and ionic clusters. Comparison of the experimental results with predictions of emerging theoretical models is an important component of this project.

We are currently developing and applying time-domain spectroscopic techniques to determine the geometric structures of clusters. All of the methods under development are implementations of rotational coherence spectroscopy (RCS), a high-resolution, time-domain spectroscopic method for the determination of the moments of inertia of molecular species isolated in the gas-phase. RCS yields the rotational constants of an absorber to an accuracy of 0.1–1%, without requiring precise measurement or detailed analysis of individual eigenstates. It has become an established technique, principally through the efforts of Felker and coworkers. In many cases, RCS is complementary to high-resolution spectroscopy in the frequency domain. It has great utility as a method providing gross structural data and is a particularly useful technique for species that have prohibitively dense or featureless spectra in the frequency domain.

A photoionization-based implementation of RCS, similar to that used by Ohline et al., has been implemented to study neutral clusters. In this approach, the rotational coherence transients are obtained via a psec pump-probe scheme by monitoring the production of photoions as a function of the time delay between the pump and probe pulses. A portion of the rotational coherence transient of Ar is shown in Fig. 4.12. There have been very few measurements of the rotational constants of ionic clusters due to the difficulty of generating a large enough sample; the RCS methods we are developing are sufficiently sensitive to measure rotational constants of extremely small numbers of ions and should, therefore, have wide applicability.

A photofragmentation-based implementation of RCS, similar to that described by Magnera et al., has been implemented to study ionic clusters. In this approach, the rotational coherence transients are obtained via a psec pump-probe scheme by monitoring the production of photofragments as a function of the time delay between the pump and probe pulses. A portion of the rotational coherence transient of Ar is shown in Fig. 4.12. There have been very few measurements of the rotational constants of ionic clusters due to the difficulty of generating a large enough sample; the RCS methods we are developing are sufficiently sensitive to measure rotational constants of extremely small numbers of ions and should, therefore, have wide applicability.

A photoionization-based implementation of RCS, similar to that used by Ohline et al., has been implemented to study neutral clusters. In this approach, the rotational coherence transients are obtained via a psec pump-probe scheme by monitoring the production of photoions as a function of the time delay between the pump and probe pulses. Fluorescence-based implementations of RCS have been used extensively by Felker and coworkers at UCLA and Topp and coworkers at the University of Pennsylvania to study the geometric structures of small clusters (dimers and trimers) that are amenable to size-selective photoexcitation. Fluorescence-based implementations of RCS depend upon the judicious choice of excitation energy to effect size selection, and are not suitable for species that do not fluoresce. Clearly, effective ionization-based implementations of RCS can overcome these limitations. In addition, ionization-based implementations may have improved sensitivity due to the efficient detection of photoions. Picosecond time-resolved rotational coherence transients of fluorene and fluorene–Ar obtained with a time-resolved ionization depletion method are shown in Figs. 4.10 and 4.11, respectively.

A photofragmentation-based implementation of RCS, similar to that described by Magnera et al., has been implemented to study ionic clusters. In this approach, the rotational coherence transients are obtained via a psec pump-probe scheme by monitoring the production of photofragments as a function of the time delay between the pump and probe pulses. A portion of the rotational coherence transient of Ar is shown in Fig. 4.12. There have been very few measurements of the rotational constants of ionic clusters due to the difficulty of generating a large enough sample; the RCS methods we are developing are sufficiently sensitive to measure rotational constants of extremely small numbers of ions and should, therefore, have wide applicability.

Figure 4.10. RCS trace of fluorene.
Figure 4.11. RCS trace of fluorene–Ar.

Figure 4.12. RCS trace of Ar$_3^+$.
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Characteristics of a Weakly-Ionized Nonneutral Plasma

A. J. Peurrung* and S. E. Barlow
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A new scheme that allows the stable confinement of a weakly-ionized nonneutral plasma (WINP) has been investigated. The method requires the forced rotation of the neutral gas within the trap about an axis that roughly coincides with the trap's magnetic and mechanical axes. The basic equilibrium and transport properties of the weakly-ionized nonneutral plasma can be readily calculated.

Recent advances in the understanding of trapped ions in Penning traps have allowed these ion traps to see service in a wide variety of roles. One of the most important and useful characteristics of Penning traps is their ability to store an ion cloud indefinitely at thermal equilibrium. The equilibrium properties of the stored ion cloud may be found by solving the force balance equations:

\[ \Gamma_B = -\frac{(\mu n \omega_B c)}{c} \hat{r}, \]
\[ \Gamma_E = n \mu E, \]
\[ \Gamma_D = -D \nabla n, \]
\[ \Gamma_M = \frac{(\delta n \mu \omega_B^2)}{q} \hat{r}, \]

where \( \mu \) is the mobility, \( \omega_n \) is the rotational frequency of the neutral gas, \( D \) is the diffusion constant, \( \Gamma_M \) is an additional (but generally small) inertial force, and

\[ \delta m = (m_i - m_n), \]

where \( m_i \) is the ion mass and \( m_n \) is the neutral mass. Note that with this definition, the last of Eqs. (2) can be of either sign. In this case, when the vector sum of the fluxes is zero, equilibrium is reached. The formal similarity of Eqs. (1) and (2) with respect to \( n \), the ion density distribution, means that the ion cloud shapes will be identical to those in a Penning trap. In particular, at its edge the WINP density profile will fall off over a characteristic distance on the order of the thermal Debye length, \( \lambda_D = \sqrt{k_B T / 4 \pi n q^2} \). We can also estimate the characteristic relaxation times, and we find two important time scales: an electrostatic time with \( \tau_f = c / 2 \mu \omega_B B \), and a slower thermal one given by \( \tau_s = \lambda_D^2 / D \). Note that \( \tau_s / \tau_f = 1/2 \).

The WINP contrasts in several important ways from the standard, fully-ionized nonneutral plasma. First, it is not subject to the rich diocotron mode structure found in Penning-trapped ion clouds. Second, no equivalent exists to the Brillouin limit. Third, we are not limited to only gaseous media; liquids and solids should work just as well, provided the ions or electrons have sufficient mobility.
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Ultrafast Infrared Pulse Generation and Measurement of Vibrational Decay in Water
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Water, a hydrogen-bonded liquid, has been much studied, but no direct measurements of the intramolecular forces have been performed. We have developed an ultrafast laser system to address this measurement. While a number of femtosecond-duration lasers have been made, our requirement for a source at a wavelength of 3 μm, with short pulses and the high energies required to do nonlinear spectroscopic measurements, demanded a new approach.

Ti:sapphire is the basis for our visible ultrafast laser oscillator and amplifier, and these devices are available commercially. Our contribution is designing and testing wavelength conversion devices based on optical parametric amplification. This method is stable, efficient, and with suitable nonlinear materials can reach the mid-infrared spectral region. Figure 5.1 shows the temporal and spectral width of our amplified pulses. These are generated at a repetition rate of 250 kHz, and have an energy of 400 nJ, giving us a unique experimental capability.

We are starting measurements on water and related liquids, using photon-echo and pump-probe methods. A fundamental question that we hope to answer involves the relative contributions of inhomogeneous and homogeneous broadening, which depend upon the lifetime of the vibrational excitations that are pumped directly. This result should also address the question of the intramolecular potential of water.

Figure 5.1. Traces of amplified pulses, demonstrating temporal width of 56.5 fs and spectral width at 3.1 μm.
Breath Analysis by Laser-Based Spectroscopy

S. W. Sharpe, T. A. Blake, and R. L. Sams*
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We are developing a portable near-infrared laser-based device for diagnosis of human pathologies by breath analysis. We are monitoring for specific biomarkers that appear only when the patient has a specific pathology or disease. These biomarkers could be a direct consequence of a pathology, such as the presence of elevated ketone concentrations in the breath of diabetics. Alternatively, a stable isotopically-tagged species could be introduced either by injection or ingestion. This tagged species would be metabolized only by a specific bacterium, giving a unique signature in the breath.

A case in point is the development of a non-invasive, rapid, and inexpensive diagnosis procedure for Helicobacter pylori, which is often associated with gastritis and stomach ulcers. Of the world's population, 60% has been estimated as being infected with H. pylori. While relatively easy to treat with conventional antibiotics, this disease is currently detected via examination of biopsy samples acquired by endoscopy, a most unpleasant, time-consuming, and expensive procedure, and not feasible for mass use. H. pylori is known to have an appetite for urea, breaking it down into ammonia and carbon dioxide. We propose tagging urea with $^{15}$N, having the patient ingest a small amount of the tagged material, and monitoring the breath for $^{15}$NH$_3$. We are currently collaborating with a local gastroenterologist and hope to start preliminary human studies in early 1996.

The instrument used for this analysis is an ultrasensitive, quantitative gas-phase analyzer called a Sniffer, based on a Herriot cell multi-pass design. Although the Sniffer is highly specific to a particular molecule, it can be configured for detection of almost any infrared-active molecular species. Extremely high sensitivity (i.e., ppb) and excellent speciation are obtained by combining a highly monochromatic laser source with a long optical path length, low-pressure, Doppler-limited sampling system. The device consists of a mid- or near-infrared tunable diode laser, which repeatedly ramps over a specific spectral region known to contain rotational-vibrational transitions of the target molecule. Sample is continuously admitted to the Sniffer absorption cell, which is maintained at a pressure of 30 Torr or less to remove pressure-broadening effects. Ultimate spectral resolution is limited by Doppler broadening, and will depend upon temperature and molecular weight of the effluent molecule, but will typically be on the order of 150 MHz (i.e., 0.005 cm$^{-1}$). The Sniffer cell contains a pair of spherical mirrors separated by 55 cm, which create a 100-m folded optical path for increased optical depth. Figure 5.2 shows typical signals for various ammonia sources.
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**Awards and Recognition**

The Coblentz Society, a professional organization that fosters the understanding and application of vibrational spectroscopy in the academic and industrial communities, announced that Sunney Xie is the 1996 winner of the Coblentz Award, presented annually since 1964 to an outstanding spectroscopist under the age of 36, for his work in near-field fluorescence spectroscopy on individual molecules in their natural biochemical environment.
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