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Abstract

The CDF and DØ Collaborations have measured the inclusive jet cross section using 1992-93 collider data at \( \sqrt{s} = 1800 \) GeV. The DØ measurement is higher than NLO QCD predictions, though within systematic uncertainties. The CDF measurement is in very good agreement with NLO QCD predictions for transverse energies \( E_T \) below 200 GeV. However, it is systemically higher than NLO QCD predictions for \( E_T \) above 200 GeV. The CDF measurement of two-jet mass and total transverse energy spectra also show a similar excess above QCD predictions at higher \( E_T \).

1 Introduction

The measurement of the inclusive jet cross section provides a conceptually very simple, but still fundamental test of QCD. The next-to-leading order \( \mathcal{O}(\alpha_s^3) \) calculations [1, 2, 3] have small theoretical uncertainty. The predicted cross section is not very sensitive to the choice of the renormalization/factorization scales except at very low \( E_T \) (\( E_T < 50 \) GeV). However, there is a large (\( \approx 30\% \)) uncertainty due to different choices of parton distribution function (PDF) and a precise measurement of the inclusive jet cross section can provide a useful tool to differentiate between them. Deviations from the standard model due to quark or gluon substructure are likely to be observed in large angle parton scattering, making studies of high \( E_T \) jets an attractive method of searching for hints of new physics [4, 5].

Jet production at the Tevatron is dominated by gluon-gluon scattering at low \( E_T \) whereas at high \( E_T \) the main contribution comes from quark-quark scattering. The gluon-quark scattering is \( \approx 25\% \) of the inclusive jet cross

\(^1\)Representing CDF and DØ collaborations
Figure 1: Inclusive jet cross section measured with DØ detector in four different $\eta$ regions. The bars are statistical errors and the band is the uncertainty from the energy scale corrections. The EKS predictions using CTEQ2M parton distribution functions are shown in solid lines.

section at low $E_T$, going up to 50% at 150 GeV and decreasing to 20% at 350 GeV.

The quark distributions derived from $F_2$, $F_3$ measured in Deep Inelastic Scattering (DIS) experiments[6, 7, 8] are known to a few percent, especially in the $0.01 > x > 0.5$ range. The new HERA[9] data along with fixed target DIS experiment constrains the gluon distribution at low $x$ whereas the fixed target direct photon experiments [10, 11] cover the range $0.3 \leq x \leq 0.5$. The inclusive jet production at $\sqrt{s} = 1800$ GeV covers the range $0.017 \leq x \leq 0.45$ and can be used to test these partons distribution functions.

2 DØ Inclusive Jet Cross Section

Based on a $13pb^{-1}$ data sample collected during the 1992-93 run, the DØ collaborations has measured inclusive jet cross section for three cone sizes and for four pseudo-rapidity ranges. The DØ detector is described elsewhere[12]. It has a uranium-liquid argon calorimeter with full coverage for a pseudo-rapidity range $|\eta| < 4.1$, for detection of final state jets. The calorimeters
are azimuthally symmetric and have electromagnetic and hadronic resolution of 15%/\sqrt{E} and 50%/\sqrt{E}, respectively. The jets are reconstructed with a fixed cone algorithm. The $E_T$ of the jet is calculated as a sum of $E_{T_i}$'s deposited in each tower $i$ inside the cone and the position $(\eta_0, \phi_0)$ is obtained from the $x$, $y$, $z$ components of the energy in each tower:

$$E_x = \sum_i E_{x_i} \quad E_y = \sum_i E_{y_i} \quad E_z = \sum_i E_{z_i} \quad \tan \phi_0 = \frac{E_y}{E_x} \quad \cos \theta_0 = \frac{E_z}{\sqrt{E_x^2 + E_y^2 + E_z^2}} \quad \eta_0 = -\ln \tan \frac{\theta_0}{2}$$

The noise and background is removed by requiring that $0.05<\text{EMF}<0.95$, HCF $>0.1$ and CHF $<0.4$ where EMF and CHF are the fraction of transverse energy deposited in electromagnetic and hadronic modules of calorimeters. HCF is the ratio of $E_T$ of second most energetic cell to most energetic cell in a jet. Moreover $E_T/E_{T_{Jet1}}$ is required to be less than 0.7 to remove electronic noise and cosmic showers. The overall efficiency of these cuts is greater than 90% and the noise rejection is greater than 98%. The jet energy scale is determined by $\gamma$ - jet balancing. The electromagnetic energy scale was calibrated using LEP results on $Z$ boson mass and DØ measurement on $Z \rightarrow e^+e^-$. The fractional jet $E_T$ resolution is approximately 85%/\sqrt{E_T}.

The jet $E_T$ spectrum is corrected for resolution smearing by assuming a hypothetical unsmeared cross section which is a function of $E_T$ and $\eta$. This function was smeared with the measured $E_T$ resolution and fit to the data. The data were corrected by the ratio of the hypothetical cross section to the smeared cross section. The uncertainty on the cross sections due to energy scale corrections and unsmearing procedure is $\approx 35\%$. Other uncertainties are acceptance corrections and background removal and contribute about 7%. The luminosity calculation has an uncertainty of $\approx 12\%$. The corrected cross section for the four $\eta$ ranges is compared with $\alpha_s$ predictions[1] using CTEQ2M[13] parton distribution functions in Fig1. There is good qualitative agreement between theory and experiment. Although theory predictions are systematically below the experimental results, they are well within the uncertainty band (dotted lines).

Figure 2 shows the inclusive jet cross section for cone size ($R$) 0.5 divided by the cross section for $R = 0.7$ in the central region ($-1 < \eta < 1$). The cross section for $R = 0.3$ divided by the cross section for $R = 0.7$ is also shown. By taking the ratio, the luminosity uncertainty is eliminated and
Figure 2: Ratio of the inclusive jet cross sections (0.5/0.7) and (0.3/0.7), respectively, compared to Jetrad theory predictions

the energy scale uncertainty is minimized. The data are compared with NLO QCD predictions [3] for two renormalization scale $\mu = E_T$ and $E_T/4$. As expected the cross section decreases with the jet cone size. The theory prediction [3] are constant as a function of $E_T$ whereas the data shows a small slope. Naively, one would have expected a small slope in theory ratio because the jet becomes more collimated as the $E_T$ of the jet increases. It should be noted that the data have not been unsmeared and this may be the cause of apparent disagreement between data and the theory. Further studies of the systematic effects are underway.

3 CDF Inclusive Jet Cross Section

CDF collected 19.3 $pb^{-1}$ of data during the 1992-93 collider run. The CDF detector has been described elsewhere [14]. CDF used four triggers with $E_T$ thresholds of 20, 50, 70 and 100 GeV with pre-scale factors of 500, 20, 6 and 1 respectively, for jet studies. These four triggers along with minimum bias events are used to measure the inclusive jet cross section in the $E_T$ range 15-440 GeV in the central region ($0.1 < |\eta| < 0.7$). The data are corrected for trigger efficiency. The cosmic rays, main ring splash and other...
Figure 3: Comparison of Jet Cross Section with NLO QCD predictions

detector backgrounds are rejected by requiring that the out-of-time energy in the hadron calorimeter is less than 8 GeV and $E_T/\Sigma E_T < 6.0$ where $E_T$ is the missing transverse energy and $\Sigma E_T$ is the total transverse energy in the event. The jets are reconstructed using a fixed cone algorithm [15] which is similar to the one used in the NLO theory [1, 3], with cone size, $R = \sqrt{\Delta \eta^2 + \Delta \phi^2}=0.7$. The data are corrected for detector effects using an unsmearing procedure [16]. The measured jet transverse energy is parameterized as a function of $E_T^{true}$. The $E_T^{true}$ is defined as the sum of $E_T$ of all particles in a cone $R$ around the jet direction. We call this parameterization the response function. The detector Monte Carlo calorimeter response was tuned using pion and electron test beam data from 10-223 GeV. Isolated tracks from collider data are used for lower momenta. A very large sample of di-jet events was generated and fragmented using the Feynman-Field fragmentation model which was tuned to CDF data. These simulated data were used to evaluate the response functions. A hypothetical cross section as a function of $E_T$ is smeared with resolution functions and fit to the data. The data are corrected by the ratio of the best fit hypothetical cross section to the smeared cross section. The corrected cross section, shown in Fig.3(a), is compared with the NLO QCD predictions using MRSD0 [17] parton distributions and renormalization/factorization scale $\mu = E_T/2$. There is an impressive agreement between data and NLO QCD predictions over seven orders of magnitude. However the data deviate from the theory predictions
for $E_T$ above 200 GeV as seen in the linear comparison of theory and data in Fig.3(b). The CDF measurement from 1988-89 data shows a similar excess at high $E_T$, though it is statistically less significant[19].

The possible explanations of excess in jet production at high $E_T$ include

- Input parameters in the theory
- Corrections to the NLO QCD predictions
- Jet energy scale and jet fragmentation functions

The NLO QCD has a very weak dependence on the choice of renormalization and factorization scales. For the sake of simplicity, these scales($\mu$) are generally set equal. The predicted cross sections for $\mu = E_T/4$, $E_T$ and $2E_T$ divided by cross section for $\mu = E_T/2$ are shown in Fig.3(b). Apart from normalization, the theory has a very small dependence on choice of $\mu$ scale except at very low $E_T$.

Although the modern parton distribution functions (PDF) are derived from the same experimental data, they differ because of the choice of the shape of the gluon distribution at very low $x$ and other assumptions in the fitting procedure. The CDF inclusive jet cross section is compared to NLO...
QCD predictions using various sets of partons distribution functions [17, 13] in Fig.4. Theory predictions using different PDF differ from each other in normalization by about 30%. Their shape is also similar except for $E_T$ below 80 GeV. After normalizing theory to the data below 150 GeV, the predictions from all the PDF’s shown underestimate the cross section. However, one should keep in mind that this comparison does not show the possible variations coming from systematic and statistical uncertainties of the input data to the parton distributions. This is important for the gluon distribution which at high $z$ is mainly constrained by direct photon experiments[18]. The direct photon experiments have relatively large uncertainties as compared to DIS experiments at high $z$.

The NNL and higher order calculations of inclusive jet production are not available yet. These correction may be able to explain the discrepancy between the data and theory at high $E_T$. It has been suggested that at high $E_T$, we are very close to edge of phase space as the parton density functions are steeply falling. This leads to corrections to the cross section at high $z$. No such corrections have been evaluated for inclusive jet production so far. These corrections have been calculated to the Drell-Yan process and are about 10% to NLO cross sections at $\tau = M_{e^+e^-}/\sqrt{s} = 720/1800 = 0.4$. As the soft gluon radiation is claimed to be universal, the corrections to inclusive jet production are expected to be similar in magnitude[20].

The systematic uncertainties arising from underlying event subtraction, fragmentation functions, modeling of jet energy resolution and calorimeter energy calibration to pions and electrons are shown in Fig.4(b). These plots show the change in cross section when the parameters are increased by 1σ from their nominal value. These systematic uncertainties are completely correlated. The sum in quadrature of these contributions along with a few other systematic uncertainties as a function of $E_T$ is shown in Fig.3(b) as the shaded region at the bottom of the plot.

CDF is looking for any experimental effect which may cause the excess at high $E_T$. The jet fragmentation, calorimeter energy scale at high $E_T$ and shape of the response functions at high $E_T$ are particularly under study.
4 Two-jet mass Distribution

The CDF collaboration has measured the two-jet mass spectrum using $\sim 70\,pb^{-1}$ from run 1A and 1B[21]. The two-jet mass is defined as

$$M_{JJ} = \sqrt{((E_1 + E_2)^2 - (P_1 + P_2)^2)}$$

where $(E_{(1,2)}, P_{(1,2)})$ are the 4-vectors of two leading jets in the events. Only the events in which two highest $E_T$ jets are in the pseudo-rapidity $|\eta| < 2.0$ are used. The events are required to have $|\cos \theta^*| = |\tanh (\eta_1 - \eta_2)/2| < 2/3$ where $\eta_{1,2}$ are the pseudo-rapidities of two leading jets in the event. The $\cos \theta^*$ and pseudorapidity cuts define the detector acceptance. The data is not corrected for these cuts, instead these cuts are applied to the theory predictions. The jet energies have been corrected for the non-uniformity in energy response of the CDF detector. However, they have not been corrected for smearing. The two-jet mass spectrum is shown in Fig. 5(a). The solid line is a best-fit parameterization of the measured spectrum. The data are well described by a smooth curve. The boxes are the leading-order QCD predictions using PYTHIA Monte Carlo. The jets produced by the PYTHIA Monte Carlo have been smeared using CDF detector simulation and analyzed in the same manner as the CDF data. The fractional difference between the data and the theory is shown in Fig. 5(b). The PYTHIA predictions have been normalized to the data in the $E_T$ range 120-320 GeV. The error bars show only the statistical errors and the systematic uncertainties are under study. The CDF data have more events than theory prediction for two-jet mass $M_{JJ} > 400$ GeV. This analysis differs from the inclusive jet analysis in the previous section in two major aspects. First, the theory is smeared whereas in the inclusive jet analysis the data are un-smearered. Thus the two-jet mass analysis does not suffer from any possible biases in unsmeared procedure. Second, PYTHIA/JETSET Monte Carlo is based on string fragmentation model. In inclusive/jet analysis independent fragmentation model tuned to CDF data is used. An excess at high $E_T$ in both these independent analyses is observed.

5 $\Sigma E_T$ Spectrum

The Fully corrected $\Sigma E_T$ spectrum, as measured by the CDF collaboration is shown in Fig. 6. For this study, the $\Sigma E_T$ is defined as the sum of the
Figure 5: Comparison of Two-jet with PYTHIA predictions

transverse energy of all the jets in the events with $E_T$ above 20 GeV. The events which have $E_T / \sum E_T$ greater than 6 or have more than 2000 GeV of energy deposited are rejected. The events are required to be within 60 cm of the center of the detector. A $\sum E_T$ cut of 320 GeV is applied to maintain full efficiency. The events with multiple interactions (vertices) are not removed. The study of data sets with different instantaneous luminosity, show that it is unlikely to get a jet with $E_T > 20$ GeV from a second minimum bias interaction. After all these cuts, 26096 events are left.

The measured cross section needs to be corrected for detector effects so that it can be compared to LO/NLO QCD predictions from exact calculations. The detector resolution as a function of $\sum E_T$ is determined using HERWIG Monte Carlo program and a CDF detector simulation. The measured spectrum is parameterized as

$$A \times \exp(-P_1 \times \sum E_T) \times \left\{ P_2 - P_3 \times \sum E_T + P_4 \times (\sum E_T)^2 \right\}.$$  

The parameterization is smeared with resolution functions using a Monte Carlo technique. The ratio $R$ of the parameterized data to the smeared data is used to correct the measured spectrum. The $R$ can be thought of as the ratio (smeared/smeared$^2$). This ratio $R$ varies from 1.05 at $\sum E_T =$320 GeV to 1.18 at $\sum E_T =$1120 GeV, an increase of 13% over 800 GeV. This shows that the smearing changes the normalization of $\sum E_T$ spectrum but does not change the shape significantly. The biggest systematic uncertainty comes from our knowledge of the calorimeter energy scale. Conservatively, a
5% systematic uncertainty is assigned to the calorimeter energy scale which translates into a $+30/-40\%$ uncertainty in cross section at 320 GeV going up to $+45/-75\%$ at 1100 GeV. Other sources to the systematic uncertainty include the shape of the resolution function, luminosity (3.8%) and the uncertainty on the correction factor $R$ giving a total systematic uncertainty going from about $+30/-40\%$ at 320 GeV going up to $+50/-80\%$ at 1100 GeV, shown as the shaded region at the bottom of Fig. 6(b).

The fully corrected $\sum E_T$ spectrum is compared to $\alpha_s$ QCD calculation[3] in Fig. 6. This is a next-to-leading order $2 \rightarrow 2$ calculation. The parton distributions used are MRSD$^-$ with scale $\mu = \sum E_T/2$. For theory prediction, all the jet with $E_T > 20$ GeV in the $|\eta| < 3.5$ are are summed to calculate the total transverse energy in the event. The QCD curve is normalized to the data in the 320-480 GeV region by multiplying the theory by 1.65. The data points are systematically higher than the QCD predictions above 500 GeV as can be seen in a linear comparison of data and theory in Fig. 6(b).

6 Conclusions

The corrected inclusive jet cross section measured by the DØ collaboration, though systematically higher, is in good qualitative agreement with NLO QCD calculation. The CDF measurement is in excellent agreement with NLO QCD prediction below 200 GeV. Above 200 GeV the measured cross
section begins to deviate from NLO predictions with an excess of 20-50% in 260-360 GeV range. CDF observes a similar excess in the dijet mass spectrum over Pythia, a LO QCD Monte Carlo, for \( M_{jj} \) above 400 GeV. \( \sum E_T \) spectrum also shows an excess over \( \alpha_s^3 \) predictions at \( \sum E_T \) above 500 GeV. It is possible that the high \( E_T \) excess in these three measurements has a common explanation either as an experimental artifact or lack of theoretical understanding. Both CDF and DØ are studying the systematic uncertainties especially the calorimeter energy scale and jet fragmentation.
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