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Abstract 
Evaluation of groundwater travel time (GWTT) is required as part of the investigation 

of the suitability of Yucca Mountain as a potential high-level nuclear-waste repository site. 
The Nuclear Regulatory Commission’s GWTT regulation is considered to be a measure of the 
intrinsic ability of the site to contain radionuclide releases from the repository. The work 
reported here is the first step in a program to provide an estimate of GWTT at the Yucca 
Mountain site in support of the DOE’S Technical Site Suitability and as a component of a 
license application. 

Preliminary estimation of the GWTT distribution in the unsaturated zone was 
accomplished using a numerical model of the physical processes of groundwater flow in the 
fractured, porous medium of the bedrock. Based on prior investigations of groundwater flow 
at the site, fractures are thought to provide the fastest paths for groundwater flow; conditions 
that lead to flow in fractures were investigated and simulated. Uncertainty in the geologic 
interpretation of Yucca Mountain was incorporated through the use of geostatistical 
simulations, while variability of hydrogeologic parameters within each unit was accounted for 
by the random sampling of parameter probability density functions. The composite-porosity 
formulation of groundwater flow was employed to simulate flow in both the matrix and 
fracture domains. In this conceptualization, the occurrence of locally saturated conditions 
within the unsaturated zone is responsible for the initiation of fast-path flow through fractures. 

of the model domain is an important factor in simulating local regions of high groundwater 
saturation. Capillary-pressure conditions at the surface boundary influence the extent of the 
local saturation simulated. Regions of local saturation, though limited in extent, were 

The results of the GWTT-94 study show that heterogeneity in the hydraulic properties 



predicted by simulations to occur primarily beneath the outcrop of the Paintbrush Tuff 
nonwelded interval and near the basal vitrophyre of the Topopah Spring member, in most 
realizations of the system. In the particle-tracking simulations, particles which remained in 
matrix-flow conditions moved very small distances over the duration of the simulation; only 
when particles move advectively at fracture-flow velocities are they likely to exit the system. 
Within lo00 years of release at the horizon of the potential repository, 0-3% of the particles 
were simulated to experience movement at fracture flow velocities, in 8 of 9 realizations of 
the system. 

This work was supported by the United States Department of Energy under 
Contract DE-AC04-94AL85000, and was performed under WBS 1.2.5.4.4 

The data in this report were developed subject to the controls in QAGR 042, 
Revision 0, PCA 2.0, Task 2.1, and was done under Work Agreement WA- 
0132, Revision 0. The data are not to be used for licensing. 
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Executive Summary 

Introduction 

Yucca Mountain is being investigated by the US Department of Energy (DOE) as a potential 
site for a high-level nuclear-waste repository. Yucca Mountain is located about 120 km northwest 
of Las Vegas, Nevada, at the Nevada Test Site. One of the reasons Yucca Mountain is being in- 
vestigated as a potential repository site is because the thick sequence of unsaturated rock is expect- 
ed to impede releases of radionuclides. Because groundwater flow is perhaps the most important 
mechanism for transport of radionuclides from the repository, characterization of groundwater 
movement in the unsaturated zone (UZ) under arid conditions is of considerable importance to an 
evaluation of the ability of the site to isolate waste. 

This document reports on the fiscal year 1994 groundwater travel time (GWTT) inves- 
tigations for the DOE'S Yucca Mountain Site Characterization Project. GWTT is a component of 
the characterization of Yucca Mountain being performed for the DOE'S Technical Site Suitability 
(TSS) assessment. The TSS assessment will include an evaluation of the site in the context of 
DOE'S Postclosure Geohydrology guideline given in 10 CFR 960.4-2-1 (d). In addition, the licens- 
ing process will consider the Nuclear Regulatory Commission's (NRC) GWTT Performance Re- 
quirement given in 10 CFR 60.113(a)(2). Both these regulations state, in effect, that the . . . pre- 
waste-emplacement groundwater travel time shall not be less than 1,000 yearsfram the edge of the 
disturbed zone to the accessible environment. The focus of the G W "  effort is thus to characterize 
the nature of groundwater flow at the site with respect to compliance with the above-mentioned 
regulations. 

Because there may be relatively few direct observations of site data or features at Yucca 
Mountain that could assist in estimates of GWlT (such as the groundwater-age studies), an eval- 
uation of travel times requires numerical modeling of groundwater-flow processes and simulations 
of the long-term effects of these processes. Considerable modeling of groundwater-flow has been 
done previously for performance-assessment analyses and prior G'WTT calculations, so the general 
implications of alternative conceptual models are understood. Previous modeling has shown that 
in the UZ, groundwater that flows only in the rock matrix moves sufficiently slowly that it would 
take many tens of thousands of years to go from the location of the potential repository to the water 
table. In contrast, both field evidence and modeling have shown that groundwater that moves in 
fractures in the rock can travel at much faster rates - it is able to move this distance in perhaps 
tens to hundreds of years. Models of groundwater flow have shown that the degree of saturation 
in the rock is a major factor controlling the extent to which water flows in the rock matrix or in the 
rock fractures. One of the differences among the conceptual models describing groundwater flow 
in the UZ is the degree of rock-matrix saturation necessary to initiate flow through fractures (frac- 
ture flow). The GW"-94 work builds on the prior efforts by investigating credible mechanisms 
that can produce the localized matrix saturation necessary to initiate fracture flow for one of the 
conceptual models. 

xi 
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The conceptual model of groundwater flow used for GWTT-94 imposes the greatest restric- 
tions on the degree of matrix saturation necessary before fracture flow can occur. In this model, the 
matrix must be essentially fully saturated before fracture flow can occur. Although the rock mass 
at Yucca Mountain may be subdivided into layers based on the gross similarity of lithology, the 
heterogeneous nature of the rock also induces variation of hydrologic properties within each layer. 
It is this layered, heterogeneous rock structure that has been modeled to investigate the hypothesis 
that regions of localized saturation will form. Since Yucca Mountain is considered to be generally 
unsaturated, it is expected that the regions of saturation are quite localized and continuous regions 
of saturation from the repository horizon to the water table are unlikely to occur. As a result of this 
restrictive requirement for propagation of fracture flow, the main emphasis of the GWTT-94 work 
has been on the initiation of fracture flow through the simulation of localized saturated regions. 
Work is still to be done on understanding how flow in fractures may be sustained once it has begun. 

The GWTT-94 work only modeled groundwater flow in the unsaturated zone. A complete 
GWTT evaluation must also consider groundwater flow through the saturated zone to the accessi- 
ble environment. In addition, the regulations specify that the disturbed zone also be included in 
the definition of potential GWTT pathways. Because these factors were not considered for these 
analyses, this work is not presented as an assessment of site compliance with regulatory require- 
ments. This study does, however, represent a major step toward a compliance-analysis model. Fu- 
ture work will include enhancements to the numerical model, implementation of alternative con- 
ceptual models, and inclusion of the remaining factors required for a complete GWTT analysis. 

Conceptual Model 

The conceptual model of hydrologic processes and conditions in the UZ at Yucca Mountain 
forms the basis for numerical simulations of groundwater flow and GWTT calculations in this 
study. This conceptual model is based on current understanding of unsaturated flow in fractured 
porous media and on data on the geology and existing groundwater flow conditions at the site. Be- 
cause site-specific data are sparse and uncertain, the conceptual model encompasses a range of pos- 
sible geologic alternatives and flow conditions. 

Conceptual models of large-scale UZ flow processes have evolved as site characterization at 
Yucca Mountain proceeds and continue to undergo refmement with the acquisition of additional 
data. Initial models of flow in the UZ assumed that flow occurs primarily through the rock matrix 
at relatively low velocities. Alternatively, other researchers have proposed that the principal mode 
of groundwater flow is in saturated fractures at relatively high velocities. The unsaturated-matrix 
and the saturated-fracture conceptual models represent extremes and do not account for the inter- 
action of flow between the rock matrix and fractures. A third conceptualization, as used in this 
study, acknowledges the role of both matrix and fracture flow processes, with local hydrologic 
conditions determining the dominant flow process. Two possible modes of initiating and sustaining 
groundwater flow in fractures are transient, nonequilibrium flow in response to surface infiltration 

.processes and steady-state flow associated with zones of locally high saturation (perched water). 
Because observations in boreholes indicate the presence of perched water in some places in the 
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stratigraphic interval between the repository and the water table, it is the later mode which is con- 
sidered in the research presented here. 

The conceptual model of UZ flow processes used in this study employs the composite-poros- 
ity formulation in which the properties of both the matrix and the fractures are combined into a sin- 
gle continuum. In this model, fracture-dominated flow conditions occur only when the matrix is 
nearly saturated. This approach allows the simulation of a steady-state UZ flow field in which ma- 
trix flow dominates in drier regions of the flow field and fracture flow dominates in nearly saturat- 
ed regions. Heterogeneity of material properties results in the development of locally saturated 
zones within the medium. These zones of local saturation are the areas in which fast-path fracture 
flow is initiated. 

Parameter Development 

Numerical modeling of groundwater flow in the UZ for the 1994 analyses used the 
hydrogeologic parameters that have been derived from available data. Because of uncertainty in 
both the geology arid the hydrogeologic parameters, a probabilistic approach has been adopted in 
this study. Uncertainty in the geologic interpretation of Yucca Mountain was incorporated 
through the use of geostatistical simulations to produce multiple, equally likely realizations of the 
hydrostratigraphic units. Also, variability of parameters within each hydrostratigraphic unit was 
accounted for by the derivation of parameter probability density functions (PDFs), from which 
values were randomly drawn for individual locations in the system. Three realizations along each 
of three cross-sections were generated, for a total of nine realizations of the model domain. 

The hydrological parameters porosity, average pore size, standard deviation of pore size, 
Brooks-Corey constant, and saturated hydraulic conductivity were required input for the flow 
simulations. Porosity data were obtained from cores, and these data were used to derive saturated 
hydraulic conductivity values, moisture retention curves, and relative permeability curves by 
regression relationships. Due to the lack of fracture property data, fracture porosity was randomly 
drawn from the PDF of fracture porosity for each unit and the other fracture parameters obtained 
in a similar manner as for the matrix properties. ' 

Flow Model 

Numerical modeling of groundwater flow within the cross-sections generated by geostatistical 
simulation was performed to calculate a fluid-velocity field for flow analyses. The numerical so- 
lution of steady-state unsaturated flow was calculated by the f~te-element method using the dual- 
variable approach as implemented by the computer code, DUAL. The size and shape of individual 
elements in the finite-element technique may vary within the problem domain, making it well suit- 
ed to problems with heterogeneous material properties and irregular boundaries. The dual-variable 
approach differs from standard finite-element methods in that the effects on flow of contrasting 
material properties are preserved with relatively coarser numerical grids. 



Because of computational limitations, the numerical grid used for the flow model was much 
coarser than that used at the geostatistical simulation scale. A unique grid was developed for each 
realization by using an adaptive numerical gridding algorithm that adjusted the boundaries of an 
initially uniform grid in such a way as to minimize variation of porosity within each grid element. 
Properties assigned to an individual element of the flow grid were derived by averaging the prop- 
erties associated with the geostatistical-scale nodes within that element to achieve parameter val- 
ues consistent with the flow-element scale. 

The boundary conditions applied to numerical simulations of flow in the UZ were both spec- 
ified flux and specified pressure. The faults, which were the lateral boundaries of the three cross- 
sections, were specified as no-flow boundaries. The lower boundary was the water table and had 
a specified pressure head equal to 0.0 m. The upper boundary conditions were specified-pressure 
values drawn from PDFs of capillary pressure developed for the three outcropping hydrogeologic 
units. 

The results of the flow simulations showed zones of relatively higher saturation beneath the 
outcrop of the nonwelded Paintbrush interval and near the horizon of the Topopah Spring Member 
basal vitrophyre. High saturations in a broad zone were observed in a single flow simulation with 
relatively “wet” upper boundary conditions. Dominant groundwater fluxes were vertical in the 
flow simulations, in contrast to site-scale flow modeling that has predicted significant lateral flow 
along the dip of stratigraphic units. Some lateral flow was observed above the Topopah Spring 
Member basal vitrophyre. 

Particle Tracking 

The language of the GWTT regulations has been interpreted by the DOE and the NRC to mean 
that the results of GWTT analyses will be evaluated as distributions of travel times, rather than as 
single values (DOE, 1984; NRC, 1983). To generate these distributions, individual water “parti- 
cles” are tracked as they travel in the flow field calculated by the flow simulations. Their varying 
arrival times at the boundary of the UZ are presented as distributions. The distributions can then 
be evaluated in terms of their means and variances, and the percentage of particles that arrive in 
less than 1,000 years. 

A particle tracking procedure that simulates the movement of individual water particles by ad- 
vection and molecular diffusion within the two-dimensional steady-state groundwater velocity 
field calculated by the flow code provides the means to determine a distribution of particle travel 
times. Advection occurs at either matrix- or fracture-flow velocities, depending on the local satu- 
ration determined by the flow model. If the fracture pore velocity is greater than the matrix pore 
velocity at the particle location, then the particle is moved at the fracture-flow velocity. Because 
of the relatively high fracture velocities and large time steps, particles in fractures were moved 
large distances without reimbibition into the matrix. In most of the simulations, particles were 
transported to the water table in a single time step following transfer to the fracture-flow domain. 
While reimbibition into the matrix would be expected in zones of lower saturation after the initia- 
tion of fracture flow in the unsaturated zone, this process was generally excluded from the particle 
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tracking scheme due to the large time steps. Therefore, the distance which particles traveled under 
fracture-flow conditions was probably overestimated, yielding an underestimate of the water par- 
ticle transit-time distribution. An underestimate of the travel time distribution is a conservative 
bounding approximation. 

In most of the realizations, the particles that exited the system originated from the western part 
of the potential repository, beneath the outcrop of the nonwelded Paintbrush interval. The position 
of the Topopah Spring member basal vitrophyre relative to the elevation of the western part of the 
potential repository had a significant effect on the number of particles exiting the system during 
the simulation. The closeness of the initial particle positions to the zones of high saturation at the 
basal vitrophyre was a controlling feature of the GWIT calculated by the model. 

In eight of the nine realizations, 0% to 3% of the particles exited the UZ within 1,000 years of 
the beginningof the simulation. In the single realization in which relatively high saturations were 
simulated due to relatively “wet” upper boundary conditions, 35% of the particles were transported 
from the UZ within 1,000 years. 

Sensitivity Analyses 

Sensitivity analyses of the numerical model were performed to determine which hydrologic 
parameters exerted the greatest control over the simulation results. Identification of sensitive pa- 
rameters, as determined in this study, allows for refinement of future numerical modeling efforts 
with regard to these parameters. Sensitivity analyses were also performed to test the numerical ca- 
pabilities and limitations of the flow simulation code. 

Inclusion of intra-unit heterogeneities is critical to modeling groundwater fast-path flow. 
Comparison of flow simulations show that average saturations are higher in a heterogeneous real- 
ization of the UZ domain than in a homogeneous realization. In addition, zones of high local satu- 
ration, which play an important role in the initiation of fast fracture flow, are more widespread in 
the heterogeneous simulation than in the homogeneous one. The use of a uniformly thick nonweld- 
ed Paintbrush unit, in comparison to the variably thick geostatistically simulated unit, result in 
higher saturations, but the contrasts are not as great as in the heterogeneous versus homogeneous 
cases. 

Infiltration rates, saturations, and groundwater fluxes in simulations of steady-state flow in the 
UZ system are very sensitive to capillary pressure boundary conditions and porosity at the upper 
surface of the model. Additional constraints on the magnitude and distribution of capillary pressure 
at the surface boundary of the model would lead to a signifcant refinement to the flow model. 

Alteration of the numerical grid indicated that the results of the numerical flow model are rel- 
atively insensitive to the number of elements used in the calculation and to the shape of the grid at 
unit contacts. This result suggests that the grid used on this study was not too coarse to calculate 
an accurate flow field for fast-path flow determinations. 



Summary 

Given the limited scope of these analyses, some important conclusions have been drawn: 

the heterogeneous distribution of hydraulic properties within hydrogeologic units. 
Local saturation of the matrix and the consequent initiation of fracture flow can occur due to 

consequently on fracture flow. 
The infiltration rate at the outcrops of the units has a strong influence on matrix saturation, and 

Enhanced infiltration at the outcrop of the high-porosity nonwelded Paintbrush interval can 
result in higher saturation and increased probability of fracture flow in regions deep beneath the 
outcrop. 

In most realizations of the UZ model domain, the extent of localized matrix saturation was 
quite limited. Generally, a maximum of 3% of the water particles at the repository horizon were 
exposed to such saturated conditions. 

To more accurately determine GWTT distributions in future investigations, alternative con- 
ceptual models for groundwater flow must be implemented. Such numerical models simulate ma- 
trix and fracture flow independently, and permit reimbibition of water from fracture flow into the 
matrix. 

Numerical simulations of groundwater flow in the UZ for GWTT-94 analyses indicate that 
water particles that remain in matrix-flow conditions move very small distances over the 600,000- 
year duration of the simulations. Only when water particles move at fracture-flow velocities are 
they likely to move to the water table, indicating the importance of understanding the mechanisms 
causing locally saturated conditions that initiate fracture flow. The factors that cause locally satu- 
rated conditions that result in shorter travel times are: heterogeneous rock material properties, in- 
filtration rate at the outcrop of the nonwelded Paintbrush interval, capillary pressure conditions at 
the upper boundary, and low values of porosity in the Topopah Spring Member basal vitrophyre. 
Little lateral groundwater movement was simulated by the model, precluding the development of 
high local saturation values along the Ghost Dance fault at the boundary of the model. Material 
heterogeneities may have a strong influence on the flow system to minimize lateral flow toward 
the fault. 

Sensitivity analyses demonstrate that intra-unit heterogeneities of porosity are critical to mod- 
eling groundwater-flow fast-paths because they concentrate flow, forming areas of higher satura- 
tion. These zones of high local saturation result in the initiation of fracture flow. 

Refinements to the model codes are needed to simulate fracture heterogeneities and more ac- 
curately portray the interaction of flow in fractures and the matrix. The location of the potential 
repository disturbed zone needs to be included in the model. Understanding infiitration into and 
flow within the nonwelded Paintbrush interval will increase confidence in predictions of UZ flow 
behavior. More detailed and accurate data about infiltration and capillary pressure along the non- 
welded Paintbrush interval outcrop are needed. 
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Improvements will be included for the modeling to be done for 1995 GWT" calculations. Ad- 
ditional cross-sections will be selected. Matrix porosity and saturated hydraulic conductivity will 
be cosimulated in the geostatistical simulation procedure. A dual-permeability formulation of the 
numerical flow model will be used, allowing for independently modeled flow in the fracture and 
matrix domains, as well as flow between fractures and matrix. 
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Chapter 1 
Introduction 

This document reports on the fiscal year (Fy) 1994 Groundwater Travel Time (GWTT) inves-. 
tigations for the US Department of Energy (DOE) Yucca Mountain Site-Characterization Project. 
The Yucca Mountain Site-Characterization Project is an effort by the DOE to evaluate Yucca 
Mountain, Nevada, as a potential repository for high-level nuclear waste. Yucca Mountain is lo- 
cated approximately 120 km northwest of Las Vegas, NV, adjacent to the DOES Nevada Test Site 
(NTS) (Figure 1-1). 

The location and geologic features of the Yucca Mountain site are an important factor in its 
consideration as a potential repository site. The site is composed of thick sequences of unsaturated 
rock that are expected to present barriers to the release of radionuclides. Since groundwater flow 
is expected to be one of the most important mechanisms for the transport of radionuclides from the 
repository, the characterization of groundwater flow in the unsaturated zone (VZ) is of great im- 
portance in an evaluation of the suitability of the site. 

The US Nuclear Regulatory Commission (NRC) is responsible for licensing any nuclear- 
waste repository. Among their considerations are the reasonable assurance that construction, op- 
eration, and closure of the repository will not endanger public health and safety. The US Environ- 
mental Protection Agency (EPA) has responsibility for establishing regulations for performance of 
the repository system (Le., the combination of the engineered components and natural barriers), 
and the NRC has established subsystem requirements for suitability specifically related to ground- 
water flow. The NRC will evaluate any license application against the total-system and subsystem 
requirements. Prior to a license application before the NRC, the DOE is conducting a Technical 
Site Suitability (TSS) assessment for use in preparing a recommendation to the President regarding 
the suitability of the Yucca Mountain site. The DOE has established its own qualifying and dis- 
qualifying conditions for any potential nuclear-waste repository site. Among them are hydrologic 
disqualifying conditions related to groundwater travel time. GWTT is therefore one of the site con- 
ditions that must be evaluated as part of the TSS assessment. The focus of the G W "  effort is to 
characterize the nature of groundwater flow at the site with respect to compliance with the NRC 
and the DOE regulations. 

1 .I Regulatory Issues 
One of the major components of the TSS assessment is an evaluation of the site in terms of 

both the NRC GWTT Performance Requirement given in 10 CFR 60.1 13(a)(2) [NRC, 19831 and 
the DOE GWTT Disqualifying Condition (contained in the DOE Postclosure Geohydrology guide- 
line in 10 CFR 960.4-2-1 (d) [POE, 19841). The Performance Requirement states that "...pre- 
waste-emplacement groundwater travel time along the fastest path of likely radionuclide travel 
from the disturbed zone to the accessible environment shall be at least 1,000 years ....'I The Dis- 
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Figure 1-1. Location of the Yucca Mountain Site adjacent to the Nevada Test Site in 
southern Nevada. 
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qualifying Condition is that "A site shall be disqualified if the pre-waste-emplacement groundwa- 
ter travel time porn the disturbed zone to the accessible environment is expected to be less than 
1,000 years along any pathway of likely andsignificant radionuclide travel." The use of the word 
likely has been interpreted by DOE and NRC (NRC, 1989) to mean that the GWIT must be con- 
strued as a distribution, rather than a single value. Such distributions may result from differences 
in travel times along paths at various locations at the site and variations in hydraulic conductivity 
among the paths, or from differences attributable to conceptual and computational models of 
groundwater flow. The inclusion of the word significant in the Disqualifving Condition is taken 
by DOE to mean that the distributions must be evaluated to see if the fastest paths can contribute 
to radionuclide releases that exceed the release criteria. The disturbed zone has been defined by 
the NRC to include 'I.. .that portion of the controlled area the physical or chemical properties of 
which have changed CLS a result of underground ... construction or heat generated ... such that the 
resultant change of properties may have a significant eflect on the pegomuznce of the geologic re- 
pository." 

The DOE approach to addressing both the NRC and the DOE regulations for G W "  is based 
on evaluating the likelihood and significance of distributions of travel times. It is expected that the 
GWTT evaluation process will be iterative, with successive work building on the models and re- 
sults developed previously. The 1994 GWIT model is the first implementation of the DOE ap- 
proach. 

1.2 Previous GWrr Modeling Work 

Several evaluations of the GWTT characteristics of Yucca Mountain have been made in the 
past (e.g., Lin et al., 1986; Kaplan, 1993). Lin et al. (1986) used aMonte Carlo analysis on anon- 
mechanistic model of groundwater flow through the unsaturated zone (i.e., t = h ,  where v is a func- 
tion of the groundwater infdtration rate) to develop distributions over approximately 960 vertical 
columns covering the potential repository area. This work found that the mean of the GWIT dis- 
tribution in the unsaturated zone was over 40,000 years, and less than 1 % of the GW" distribution 
was travel times of less than 10,000 years. KapIan (1993) used a one-dimensional flow code to 
model unsaturated-zone flow; the emphasis of this work was to sample a range of hydrologic pa- 
rameter values using Monte Carlo techniques. Theke results showed a sensitivity of the GWTT 
distributions to fracture conductivity in some of the units. 

In the most recent total system performance assessment (TSPA) analyses (Wilson et al., 
1994), a modeling domain and hydrologic-parameter working data set have been developed that 
have been adapted to the 1994 work. The geostatistical simulation methods used for the fast-path 
flow analyses were first applied to the TSPA modeling domain, and the parameter probability den- 
sity functions (PDFs) were developed as part of the performance-assessment working data sets 
(PAWS)'. The DUAL flow code used for this analysis was f is t  applied to Yucca Mountain 

1. Schenker, A.R., D.C. Guerin, T.H. Robey, C.A. Rautman, and R.W. Barnard (in review). Stochastic ' 
Hydrogeologic Units and Hydrogeologic Properties Development. SAND94-0244. Albuquerque, NM: 
Sandia National Laboratories. 
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groundwater-flow problem in an INTRAVAL, exercise @obey, 1994) that also included the geo- 
statistical simulations with data from the PAWDS. 

1.3 Analysis Method 

The first step in the GWTT evaluation process is to select an appropriate conceptual model (or 
models) of the hydrogeologic regime of the Yucca Mountain site, which then becomes the basis 
for a numerical flow model. Since the data available for the site are not comprehensive, the data 
requirements of the flow model have been met by statistically generating three-dimensional real- 
izations of the geometry of the hydrostratigraphic units. The flow model then simulates ground- 
water-velocity fields and saturations on the model domain. The language of the GWTT regulations 
has been interpreted to mean that the results of GW?T analyses will be evaluated as distributions 
of travel times. To generate these distributions, individual water “particles” are tracked as they 
travel on the flow field calculated by the flow simulations. Their varying arrival times at the water 
table are presented as distributions. Finally, the results of the modeling process were further in- 
vestigated by sensitivity analyses. 

The 1,000-year regulatory time limit for GWTT is a relatively short time period in contrast to 
the EPA radionuclide-containment regulations. Consequently, the existence of rapid groundwater 
flow paths are important for the GWTT evaluation. If unsaturated-zone groundwater flow at Yuc- 
ca Mountain (Chapter 2) is assumed to be matrix-dominated, water may take tens to hundreds of 
thousands of years to move from the potential repository horizon to the water table (e.g., Prindle 
and Hopkins, 1990; Barnard et al., 1992; Eslinger et al., 1993; Wilson et al., 1994). However, if 
flow occurs in fractures, the water can move that same distance in just a few years (e.g., Wilson et 
al., 1994; Buscheck and Nitao, 1988). Consequently, it is the mechanisms and conditions associ- 
ated with fast-path flow through fractures that are being investigated and simulated in this study. 

The conceptual model employed in this study considers that fast-path flow is primarily con- 
trolled by the degree of saturation of the rock. The degree of rock saturation necessary for initiation 
of fracture flow is dependent on the conceptual models for groundwater flow; such models can 
generalIy be divided into continuum and discrete models. For this study, an equivalent-continuum 
approach in which both matrix and fracture flow can be described by a single hydraulic conductiv- 
ity curve (the composite-porosity model) was selected. Unlike other conceptual models that may 
not have a strong coupling between matrix and fracture saturations, and may predict that fracture 
flow will occur at less-than-saturated matrix conditions, the composite-porosity model requires 
that the matrix be nearly saturated before significant fracture flow will occur. This work has used 
a method for simulating locally saturated regions by modeling a domain with heterogeneous hy- 
draulic properties and by applying a spatially variable infiltration rate along the surface boundary. 

A steady-state groundwater flow field is calculated for the heterogeneous model domain. Be- 
cause the transient nature of infdtration tends to be dampened with depth, a steady-state represen- 
tation of groundwater flow is used. At locations where local saturation has developed, fracture 
flow can initiate. Once initiated, propagation of fracture flow is similarly dependent on the con- 
ceptual model for groundwater flow. Because the composite-porosity model requires that the ma- 

1-4 



trix be saturated before fracture flow can propagate, a model domain with isolated zones of high 
saturation would not support long-distance fracture flow. However, in this study, the composite- 
porosity saturation requirements were not enforced to conservatively model fracture-flow propa- 
gation. 

An overview of the analytical strategy in this study is shown in the flow chart of Figure 1-2. 
Three two-dimensional cross-sections through the unsaturated zone of the Yucca Mountain site us- 
ing geostatistical simulation methods were generated (Figure 1-3); on each of these cross-sections, 
three alternative realizations of the porosity distributions were produced. Relevant parameters 
were stochastically assigned along the cross-sections based on estimates of the distributions of 
these parameters within each unit. The two-dimensional problem domain was discretized into 
quadrilateral elements using an adaptive gridding method. Effective hydraulic parameters were as- 
signed to each element by an upscaling process that averaged parameter values from the smaller 
geostatistical scale. Boundary conditions were imposed on the resulting domain and the steady- 
state solution for unsaturated flow was calculated using the dual mixed-finite-element method. 
Particle tracking simulation based on the numerical solution of the flow field was used to calculate 
the travel times of individual water particles from the potential repository horizon to the water ta- 
ble. The resulting distribution of groundwater travel time is influenced by both. l )  the spatial vari- 
ability of flow within individual realizations of the system and 2) the variabilities and uncertainties 
of the hydrostratigraphic units and the hydraulic parameters. 

1.4 Caveats 

Because of the limited goals and simplifying assumptions of the 1994 work, the results 
obtained are not to be considered as GWTT determinations suitable for comparison to the 
regulations. However, the results will be compared to the requirements and used as guidance for 
further analysis and for prioritizing site-characterization activities. The sensitivities of the results 
to model-domain parameters and the flow model will be evaluated as a guidance for site 
characterization activities, and for use in subsequent iterations. 

A complete GW?T evaluation must include unsaturated-zone flow, saturated-zone flow, a 
definition of the disturbed zone, the interactions among these elements, and evaluation of the dis- 
tributions of GW".  The 1994 work addresses only portions of the flow components. However, 
the model-development process and sensitivity analyses identified several factors that strongly af- 
fect fracture flow of groundwater at the site. Therefore, the results of this study can provide the 
basis for future investigations and modeling activities. 

1.5 Data Sources and Participants 

An effort was made to incorporate the most current hydrologic and physical data available. 
The data set is an enhancement of that used for the recent TSPA-93 analyses (Wilson et al., 1994; 
Schenker et al. '>. Some aspects of the data development have gone beyond the previous TSPA 
work, including refinements of the geostatistical simulations and scaling of parameters. 
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Figure 1-2. 
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Flow chart of the groundwater travel time calculation. Note that multiple 
realizations of the domain, flow simulations, and particle-tracking simulations 
were used to calculate a combined groundwater travel time distribution. 
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Figure 1-3. 
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Location of cross-sections. Circles and squares show the locations of drillholes 
used as sources of conditioning data for geostatistical indicator simulations. 

This effort has benefited from the contributions of numerous people. The GWIT Working 
Group established by DOE @. Smistad (DOE), J. Duguid (Intera), L. Berkowitz (TRW), and R. 
Barnard (SNL)) has established the overall strategy for addressing the GW"' issue. Data provided 
by the USGS (A. Flint), and interpreted by LBL (G. Bodvarsson) have been incorporated into the 
models. Geostatistical modeling and scaling have been provided by C. Rautman and S .  McKenna 
of SNL. 
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Chapter 2 
Conceptual Model 

Once the purpose of conducting a groundwater modeling project has been established, it is 
essential to produce a conceptual model of the system before undergoing the numerical modeling 
procedure.(Anderson and Woessner, 1992). A conceptual model should include as much as is 
known about the hydrostratigraphic units and system boundaries as field data permit. The 
purpose of this chapter is to introduce the conceptual model used for the 1994 GWTT 
calculations. A conceptual model of the hydrogeologic conditions at Yucca Mountain is based on 
the general understanding of unsaturated and saturated flow in fractured porous media as well as 
data on the geology and existing flow conditions at the potential site. Since site-specific 
hydrologic data are sparse, geographically uneven, and uncertain, the conceptual model must take 
into account all the reasonably possible flow conditions. This conceptual model provides the 
basis for construction of numerical models of the site and the sensitivity analysis of those models. 

This chapter contains a description of site hydrology, including the general geology of the site, 
surface conditions, and description of unsaturated and saturated hydrologic conditions. Chapter 3, 
Parameter Development, should be referred to for more detailed information on the hydrogeologic 
parameters. A history and description of conceptual models of the Yucca Mountain area is present- 
ed in Section 2.2. Linking the various conceptual models to possible numerical implementations 
is explained in Section 2.3. Finally, Section 2.4 provides a description of the conceptual model as 
implemented for the 1994 calculations. 

2.1 Yucca Mountain Site Hydrologic System 

2.1 .I Geology 

Yucca Mountain is part of the southwestern Nevada volcanic field in the southern Basin- 
and Range physiographic province. The rock units of the region include Paleozoic sedimentary 
and metasedimentary rocks, several late Mesozoic quartz monzonitic and granodioritic intrusions, 
Cenozoic silicic and basaltic volcanic sequences, and recent alluvial deposits (e.g., Carr, 1988). 
The rock units underlying the site are the Miocene silicic ash-flow and air-fall tuffs erupted from 
the Timber Mountain-Oasis Valley caldera complex, immediately north of the potential repository 
site (e.g., Byers et al., 1989). The basement is formed by Paleozoic carbonate rocks which 
generally lie far beneath the water table. Within the volcanic sequence, the individual Member- 
level stratigraphic units correspond to major volcanic eruptive events. The tabular sheets of 
alternating welded and nonwelded tuffs are relatively uniform in thickness, typically several 
hundreds of meters thick. While all units are not completely continuous throughout the Nevada 
Test Site (NTS) region, there is a high degree of predictability of the geometry of the units due to 
an understanding of their formation. The major welded ash-flow tuffs are usually separated by 
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thinner intervals of nonwelded or poorly welded ash flows, air-fall tuffs, and reworked tuffaceous 
materials. A description of the hydrogeologic units of importance for this study is included in 
Table 2-1. The relative stratigraphic positions of the thicker units along with the approximate 
location of the potential repository are shown in Figure 2-1. The potential repository horizon is 
within the Topopah Spring Member of the Paintbrush 'bff  (TSw). Surficial exposures at Yucca 
Mountain include the welded ash-flow tuffs belonging to the Tiva Canyon Member of the 
Paintbrush Tuff (TCw), Paintbrush nonwelded interval (PTn) and the TSw along Solitario Canyon 
on the western side of Yucca Mountain. 

Table 2-1. Hydrogeologic units at the Yucca Mountain Site. 

unit ID 

TCw 

PTn 

TSw 

TSbv 

CHnV 

CHnz 

PPn 

PPW 

BFw 

BFn 

Hydrogeologic Unit 
~~ 

Tiva Canyon welded 

Paintbrush nonwelded inter- 
Va l  

Topopah Spring Welded 

Topopah Spring basal vitro- 
PhYe 

Calico Hills vitric 

Calico Hills zeolitic 

Prow Pass nonwelded 

Prow Pass Welded 
. 

Bullfrog welded 

~~ ~ 

Bullfrog nonwelded 

Description 

Moderately to densely welded, devitrified ash-flow tuffs 
belonging to the ?Iva Canyon member of the Paintbrush 
Tuff. 

Nonwelded to partially welded, vitric and locally devitrified 
tuffs belonging to the lowermost Tiva Canyon member, 
Yucca Mountain member, Pah Canyon member and upper- 
most Topopah Spring member of the Paintbrush Tu% also 
includes air-fall tuffs, "bedded tuffs", and intercalated 
reworked tuffaceous sediments. 

Moderately to densely welded, devitrified ash-flow tuffs 
including the upper vitrophyre belonging to the Topopah 
Spring Member of the Paintbrush Tuff. 

Densely welded basal vitrophyre belonging to the Topopah 
Spring Member of the Paintbrush nff. 

Lowermost nonwelded to partially welded part of the 
Topopah Spring lying underneath the basal vitrophyre and 
nonwelded to partially welded, vitric and locally argillic 
ash-flow, bedded, and reworked tuffs of the tuffaceous beds 
of the Calico Hills. 

Nonwelded and partially welded zeolitic tuffs of the tuf- 
faceous beds of the Calico Hills and the bedded tuffs overly- 
ing the Prow Pass Member. 

Nonwelded and partially welded ash-flow tuffs belonging to 
the Prow Pass Member of the Crater Flat 'hff .  

Moderately welded ash-flow tuffs belonging to the Prow 
pass Member of the Crater Flat Tuff. . 

Moderately welded ash-flow tuffs belonging to the Bullfrog 
Member of the Crater Flat Tuff 

Nonwelded to partially welded ash-flow tuffs belonging to 
the Bullfrog Member of the Crate Hat Tuff. 
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East 

Figure 2-1. Schematic cross-section of the potential Yucca Mountain repository region. 

The tuffs have been gently tilted toward the east by generally north-trending Basin and 
Range block faulting. Yucca Mountain itself consists of a large, relatively unfaulted block (e.g., 
Scott, 1990). The main block of Yucca Mountain is bordered to the west by Solitario Canyon 
fault, a major normal fault with more than 300 m displacement at the southern end of Yucca 
Mountain, and on the east by the Bow Ridge fault, a more diffuse zone of normal faulting (Figures 
2-1 and 1-3). The repository block is transected by the north-trending Ghost Dance fault. The 
displacement on the Ghost Dance fault is 30 m down on the west side near the southern edge of 
the potential repository area with displacement decreasing to the north. Near the northeastern 
edge of the potential repository area the fault changes into a zone of highly fractured and 
brecciated rock (Scott and Bonk, 1984). Recent, more detailed structural mapping of the Ghost 
Dance fault has discovered the presence of several additional dominantly north trending sub- 
parallel faults on both sides of the Ghost Dance fault with offsets 3 to 6 m down to the west 
(Spengler et al., 1993). Another, newly mapped, near-vertical, northwest-trending structural zone 
within the repository is the Sundance Fault system (Spengler et al., 1994). Mapping of this 
system is preliminary, so relative age relationship of the Sundance fault system to the Ghost 
Dance fault remains unresolved. In summary, in the region of the repository both north trending, 
dip-slip faults (e.g. the Solitario Canyon, Ghost Dance, and Bow Ridge faults) and northwest 
trending strike-slip faults with potential wide zones of fractures (e.g. the Sundance fault) are 
recognized. 
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Fractures are found in all lithologic units at the site. The existing fractures generally can 
be divided into two groups: tectonic fractures and cooling fractures. Tectonic fractures may cross 
cooling unit contacts, whereas cooling fractures are confined to individual intervals corresponding 
to a cooling event. In general, the densely welded tuffs are highly fractured, while fractures in the 
nonwelded units are less frequent. For example, expected fracture frequency values for the non- 
welded units range from 1.0 to 1.4/m, whereas the range of expected fracture frequency for the 
welded units is 1.0 to 4.5/m. There are, however, variations in fracture density within and 
between lithologic units due to the differences in the mechanical properties and cooling history of 
the rocks, as well as the location of the unit relative to faults and the ground sudace. Generally, 
higher fracture frequencies are observed near faults. In contrast to this observation, very few 
fractures were observed close to the Bow Ridge fault in the Exploratory Studies Facility (ESF). 
This is thought to occur because the fault itself is taking up the stress. Measurements of fracture 
aperture are minimal, but expected aperture ranges derived from measured fracture frequencies 
and air permeability, using the parallel plate theory (Snow, 1970) range from 4.3 pm to 2,380 pm. 
Fracture dip for the welded tuffs can generally be categorized into two groups; the majority of 
fractures are nearly vertical and a secondary group exists of nearly horizontal fractures (DOE, 
1993). 

On the ground surface of most of the Yucca Mountain area, a layer of alluvium covers the vol- 
canic rocks. The thickness of the alluvium varies, tending to be thickest in washes and channel 
bottoms where surface runoff accumulates and thin to non-existent on ridge tops and steeper side 
slopes. Thicker alluvial deposits also exist on top of terraces of the side slopes. Existing soils on 
the ridge tops are fairly well developed and thin calcium carbonate layers are occasionally present 
within the soils. In contrast, channel soils have varying degrees of calcium carbonate cementation, 
which is often extensive (Flint et al., 1994). 

2.1.2 Surface Hydrology 

The average annual precipitation has been estimated to be 17 cm in the vicinity of the 
potential repository (Hevesi et al., 1992). "lbo types of storm events typically occur at the 
mountain: 1) regional, low-intensity winter storms which tend to last 1 to 2 days and with 
precipitation occurring as snow at higher elevations, and 2) more localized summer monsoon 
storms which tend to be of shorter duration but higher intensity (Hevesi and Flint, 1993). The 
winter storms generally occur from November to April, whereas the summer monsoon season is 
typically from July to August. There is generally more precipitation during the winter storms 
with a total precipitation measured from January 17,1990 through October 11,1993 of 58 crn for 
the winter storms, and 9.6 cm for the summer storms (Hevesi et al., 1994a). The spatial 
distribution of precipitation at the site is not well known and has only been monitored since 1990 
(Hevesi et al., 1994b). 

Once precipitation has reached the ground surface it has several potential fates: 
redistribution as runoff, reintroduction to the atmosphere through evapotranspiration, and 
infiltration into the groundwater system. All of these paths must be evaluated in order to 
determine an accurate flux of water into the unsaturated zone. The greatest amount of runoff is 
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likely to occur in summer months due to the high intensity of the monsoon storms. The amount of 
runoff from a basin depends on the surface area of the drainage basin and the amount of the 
precipitation that becomes runoff. The areas with the steepest slopes will usually have a higher 
percentage of runoff than areas with more level terrain. Runoff tends to be concentrated in the 
washes. The unsaturated hydraulic conductivity of the sediments or rocks at the surface will also 
influence whether the water will infiltrate the ground surface or flow as runoff. 

Water can be subject to evaporation or transpiration either on the ground surface or in the 
shallow alluvium or bedrock. Evapotranspiration is greatest during the summer months due to 
increased plant activity and solar radiation. Calculated potential evapotranspiration (PET) in the 
Yucca Mountain area using the Priestly-Taylor equation ranged from approximately 0 d d a y  to 
5 &day (Hevesi and Flint, 1993). However, the calculations of PET do not take into account 
the episodic nature of precipitation, timing and form of precipitation, or limitations on the 
evapotranspiration rate caused by the hydraulic conductivity of the sediments. The spatial 
distribution of evapotranspiration is a function of the amount of solar radiation received, relative 
humidity, wind speeds, and the type and density of vegetation. The amount of radiant energy 
received is lower on north-facing slopes and in shaded areas than on exposed or level areas or 
slopes facing south, east, or west. The depth to which evapotranspiration influences the 
groundwater is unknown. Seasonal wetting and drying of the alluvium was measured to a 
maximum depth of 2.5 m in three boreholes over the period from January, 1990 through October, 
1993 (Hevesi et al., 1994a). 

Shallow boreholes, “neutron holes”, have been drilled throughout the Yucca Mountain area to 
obtain water-content profiles using a neutron-backscatter moisture probe. These boreholes are not 
present on steep sideslopes where access by a drilling rig is limited. Monthly water-content data 
have been obtained in 34 of these boreholes (with depths ranging from 6 to 19 m) at 0.1-m depth 
intervals in order to evaluate shallow infiltration at different topographic regions at the site (Flint 
et al., 1994). Net infiltration was determined from these data by evaluating the depth of the wetting 
front below the zone influenced by evapotranspiration. Conceptual models of relative infiltration 
have been developed based on these studies (Flint et al., 1994) (see section 2.2.1). Present-day flux 
into Yucca Mountain has been estimated for each of the exposed units based on the relative satura- 
tion of the unit at a steady state depth, the moisture retention functions of that unit and the estimated 
relative permeability using Darcy’s Law (Table 2-2) P n t  and Flint, 1994). Fluxes into the moun- 
tain actually vary significantly within a unit depending on the locations of the outcrop and the 
thickness of the alluvium overlying the tuff. 

2.1.3 Subsurface Hydrology 

The hydrologic conditions controlling subsurface, unsaturated flow include: amount, tim- 
ing and distribution of precipitation, evapotranspiration, and runoff, surface water-groundwater 
interactions, water distribution in the unsaturated zone, fracture-matrix fluid interactions, and 
capillary pressure gradients. The geologic conditions controlling subsurface flow include: distri- 
bution, interconnection and aperture of fractures and pores, and distribution and hydraulic charac- 
teristics of fault zones. 



Table 2-2. Estimates of Average Present-Day Flux into Yucca Mountain (Flint and Flint, 1994). 

Tiva Canyon- welded 

E Surface Unit 

Tiva Canyon- caprock 0.04 PTn 13.40 
~ ~~ ~~~ ~~ ~ 

0.22 Rainier Mesa - 0.60 
partially welded 

0.02 TSw 0.08 

Tiva Canyon- 
moderately welded 

2.1.3.1 Unsaturated zone 

Subsurface hydrology in the unsaturated zone (UZ) has been observed through the drilling 
of boreholes and examination of the hydrologic properties of the boring cores. Measurements of 
hydrologic parameters such as bulk density, porosity, particle density and in situ saturation, 
gravimetric water content, and saturated hydraulic conductivity have been made on core samples 
in most of the geologic units. In addition, testing in the boreholes, such as air-permeability tests of 
the fracture permeability (Lecain and Walker, 1994) and measurements of in-situ temperature, 
pneumatic pressure and water potential (Kume and Rousseau, 1994) are being conducted. 
Additional hydrogeologic parameters have been measured along transects of outcrops (Flint et 
al?; Istok et al., 1994). Measured matrix saturations vary from unit to unit, tending to be lower in 
the higher porosity units such as the PTn (Figure 2-2). 

Perched water has been observed in several of the drillholes (Table 2-3). There is some 
question as to whether the perched water found in borings drilled in Drillhole Wash is natural or 
drilling fluid that was lost during the drilling of USW G-1. UZ-1 was drilled in 1983 and there is 
not as much documentation for the hole. Drilling stopped when the perched water was found at 
387 m. It is believed that this water was in the Calico Hills, but this is not certain. Recently 
(March 1995), what is thought to be perched water was found in boring SD-7. The water was 
encountered at 480 m below the ground surface, 59 m below the top of the Calico Hills. 
Investigations are presently taking place on the water encountered in SD-7 (pump tests, 
geochemical and isotopic analyses). 

2. Flint, L.E., A.L. Flint, C.A. Rautman and J.D. Istok, (in review), PhysicaZ and HydroZogic Properties of 
Rock Outcrop Samples at Yucca Mountain, Nevada. Open-File Report 95-280. Denver, CO: U.S. Geolog- 
ical Survey. 
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Figure 2-2. Example distribution of porosity and liquid saturation in the UZ at Yucca 
Mountain as observed in drill hole UZ-16. 



Table 2-3. Occurrences of Perched Water in Boreholes. 

UZ-14 

NRG-7/7A 

1 Depthto I Elevation 

(m) Water (m) 

384.6 956 

460.2 822.1 

Perched of 
Boring 1 Water 1 Perched 

~~ 

SD-9* 

I I 

uz-1 I 387 I 962.0 

Unit in which Perched water was 
Encountered 

a 
1 ~ a s a l  portion of the TOPOP& Spring TUE 
, non-lithophysal unit. Water appeared to 
be perched on clay layer developed on top 
of the welded basal vitrophyre of the 
Topopah. 
Non-welded base of the Topopah Spring 
Tuff. The water was perched on top of the 
calico Hills Tuff. 

Calico Hills, 15 feet below the upper 
contact of the Calico Hills with the 
Topopah Spring riff. 

calico Hills? 

Polymer 
Drilling 

Fluid from 
USW G-l? 

traces 

Yes 

Yes 

Yes 
* - SD-9 is located in Coyote Wash (south of Drillhole Wash) 

2.1.3.2 Saturated Zone 

Groundwater flow in the saturated zone under Yucca Mountain occurs in the Cenozoic volca- 
nic rocks and the underlying Paleozoic sedimentary strata. The Paleozoic strata beneath Yucca 
Mountain are part of the regionally extensive carbonate aquifer of the south-central Great Basin 
(Winograd and Thordarson, 1975). At the present time, direct observation of the saturated zone is 
limited to 30 drill holes. Depth to the water table varies from approximately 275 m in valley floors 
to about 750 m at ridgetops in the vicinity of the site (Czamecki and Luckey, 1989). The general 
configuration of the water table indicates groundwater flow from the northwest to the southeast at 
the site. The magnitude of the horizontal hydraulic gradient, as indicated by the potentiometric sur- 
face, varies dramatically across the site (Robison, 1984). Beneath most of the potential repository 
and to the south and east, the hydraulic gradient is very small (about 0.0001). Directly to the north 
of the repository, the water-table elevation increases by approximately 300 m, defining a region 
with a large hydraulic gradient (>0.15). Another significant step in the water table occurs to the 
west of the potential repository, where the horizontal hydraulic gradient is >0.03. Anomalously 
low heat flow measurements and variations in temperature at the water table (Sass et al., 1988) in- 
dicate the possibility of significant vertical flow of groundwater at the site. 
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2.2 Conceptual Models of the Hydrogeologic System 

The location and orientation of paths of significant groundwater flow depend on the distribu- 
tion of relevant hydraulic properties, the boundary conditions of flow, and the nature of flow pro- 
cesses. All of these factors are dependent on both the geology of the site (lithology, topography, 
and geologic structure) and the existing hydrologic conditions. Analysis of fast-path flow in the UZ 
is particularly sensitive to the conceptualization of flow processes. 

2.2.1 Unsaturated Flow 

2.2.1 .I Boundary Conditions 

Alternative conceptual models of UZ flow used in recent performance assessments are consis- 
tent in that infiitration at the ground surface is the primary source of groundwater in the UZ flow 
system. However, the magnitude and distribution of infiltration vary among different Conceptual 
models. Montazer and Wilson (1985) believed that Siltration occurs episodically during large 
precipitation events and is focused in fractures in the TCw. They further proposed that runoff 
which is concentrated in washes leads to increased infiltration in these areas. Flint et al. (1994) as- 
serted that infiltration is higher on sideslopes and ridge tops because of lower evapotranspiration 
due to the presence of clay soils and bedrock fractures, whereas infiltration is lower in active chan- 
nels and terraces due to greater evapotranspiration of moisture stored in relatively thick alluvium. 
Because of differences in solar radiation and evapotranspiration between south-facing slopes and 
north-facing slopes, increased infiltration on north-facing slopes has been proposed. Variations in 
infiltration depending on outcropping bedrock unit were proposed by Flint and Hint (1994) (see 
Table 2-2). 

Shallow infiltration is a transient process due to seasonal variations in precipitation and the 
episodic nature of recharge events. The depth at which transient infiltration is “averaged” into net 
infiltration depends on the conceptualization of shallow infiltration processes and on the concep- 
tual model of fracture-matrix flow interaction processes at greater depths. The depth to which 
evapotranspiration-induced flow will occur is unknown. The choice of a steady-state or transient 
conceptual model of flow is partially dependent on the conceptualization of infiiltration processes. 

Major dip-slip faults have been invoked as lateral boundaries to groundwater flow in the UZ 
in conceptual models of the flow system either because flow was assumed to be primarily vertical 
or because the faults were assumed to be barriers to lateral flow (Montazer and Wilson, 1985; Wang 
and Narasimhan, 1985,1986,1988). The actual influence of faults on the groundwater flow system 
is uncertain. Faulting produces uneven, offset, and discontinuous boundaries between lithologic 
units, The juxtaposition of units with different hydraulic properties may either impede or focus 
groundwater flow. The hydraulic properties of the brecciated zones and the potential effect on 
groundwater flow is unknown. The brecciated zones may create either a barrier to unsaturated 
groundwater flow or a path of preferential saturated groundwater flow, depending on the persis- 
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tence of large pore spaces with depth. Clay-rich fault gouge may impede lateral unsaturated 
groundwater flow by reducing porosity and hydraulic conductivity. However, if there is lateral flow 
in the unsaturated zone toward the fault, the increase in water content around the fault may cause 
the zone to become a preferential flow path. All of these factors may lead to the downward diver- 
sion of any lateral groundwater flow at fault zones. 

The lower boundary of the UZ flow system is the water table, with pressure equal to atmo- 
spheric pressure. Because the low rate of infiltration in the local UZ flow system can be assumed 
to have little influence on the elevation of the water table and because the location of the water table 
has been directly measured in drill holes, the water table serves as the constant-pressure lower 
boundary in all of the conceptual models presented here. 

2.2.1.2 Flow Processes 

Groundwater flow in the UZ can occur as flow in the matrix and as flow in fractures (Figure 
2-3). The nature of the interaction of flow.between matrix and fractures has important implications 
in the conceptualization of the flow system. Figure 2-4 depicts some of the possible simplified 
modeling scenarios based on alternative conceptual models. The first set of scenarios assumes that 
the system can be represented using a steady-state flow simulation. The simplest assumes that flow 
occurs exclusively in the matrix (scenario A); fractures do not participate in the flow process, but 
may act to impede unsaturated flow in the matrix. Conversely, another highly simplified represen- 
tation of the system assumes that the most significant flow path is through the fractures (scenario 
B) (see also Figure 2-3). To sustain steady-state fracture flow in an unsaturated system, either the 
unsaturated flow occurs as movement of a thin film along the fracture surface, or the fracture must 
remain fully saturated. A more general conceptual model of the UZ flow process is that flow occurs 
in both the matrix and the fractures (scenario C), being dominated by flow in either the matrix or 
the fractures depending on the local hydrologic conditions. In a locally saturated area there can be 
flow from the matrix to the fractures (see Figure 2-3). The transient-flow scenario recognizes the 
episodic nature of infiltration events and includes the propagation of saturated flow pulses from the 
surface in fractures. The significance of transient flow to the analysis of fast-flow paths in ground- 
water travel time depends on the depth to which saturated pulses penetrate before imbibition into 
the matrix. The possible numerical formulations, as explained in Section 2-3, corresponding to 
each of the conceptual modeling scenarios are also shown in Figure 2-4. 

The earliest models of the Yucca Mountain site included only the conceptual models of unsat- 
urated groundwater flow. Montazer and Wilson (1985), Wang and Narasimhan (1985,1986) and 
Sinnock et al. (1984) proposed different conceptual models of the unsaturated flow system. These 
models were developed in an attempt to visualize the large-scale flow system at the site and the 
potential changes in the hydrology due to the presence of an HLW repository. Montazer and Wil- 
son (1985) believed that infiltration occurring during large precipitation events is focused in frac- 
tures in the TCw and diverted laterally by the PTn. Lateral flow continues until it reaches a fault, 
where the water moves downward. They speculated that perched water zones occur at these fault 
boundaries. Wang and Narasimhan’s conceptual model had transient flow occurring primarily in 
fractures with dissipation of the transient pulse by the nonwelded Paintbrush tuff. In this model, 
flow is primarily vertical, with some lateral diversion of flow due to inclined hydrologic units 
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Matrix flow only Fracture flow only 

Fracture and matrix flow in heterogeneous medium 

Figure 2-3. Alternative conceptualizations of flow in fractured porous media. 

(Wang and Narasimhan, 1985,1986,1988). In their model, Sinnock et al. (1984) assumed the un- 
saturated flow at the site is one-dimensional, transient, and occurring only in the matrix. 

Previous research efforts have shown that the conceptual model of flow processes influences 
numerical modeling results. The initial numerical models of the UZ were based on the assumption 
that flow would occur primarily in the matrix and that fractures would tend to act as flow barriers 
(Kaplan, 1993; Dudley et al., 1988; Bloomsburg et al., 1989; Lin andTiemey, 1986). Calculations 
made using these models indicated that, in the absence of preferential flow paths, the site probably 
meets the GW" criteria. The observations of flowing fractures and perched water zones prompted 
researchers to use existing saturated fracture-flow models to analyze flow in the UZ (Wilson et al., 
1994). These models indicated that if sustained saturated fracture flow occurs, the GWTT will be 
less than 1,000 years. The unsaturated matrix and saturated fracture flow conceptual models rep- 
resent extremes, not the actual conditions. Nitao and Buscheck's (1991) saturated fracture-flow 
model required a continuously ponded source of water at the ground surface, while the TSPA 
Weeps model (e.g. Barnard et al., 1992) used a constant-flux boundary condition to maintain the 
flow system. These conditions do not occur at the site. 
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Figure 2-4. Possible modeling scenarios for groundwater flow in the UZ. 
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2.2.2 Saturated Zone 

The conceptual model of groundwater flow in the saturated zone (SZ) within both the volcanic 
units and the Paleozoic carbonate aquifer is that flow occurs predominantly in the fracture network. 
The fastest paths to the accessible environment occur in the areas with the optimum combination 
of steep gradient and fiacture conductivity. These fast SZ paths may or may not be in hydraulic 
connection to the fastest UZ paths. Factors that influence the connection of the fast paths in the 
two systems include the locations of the SZ fast paths relative to the UZ fast paths and the cross- 
unit fracture connectivity. The degree of interaction between flow in the fractures and matrix may 
influence groundwater travel times in the system. 

Conceptual models of the saturated zone proposed by Czarnecki and Waddell (1984), Czar- 
necki (1985), Czarnecki (1989), Sinton (1989), and Fridrich et al. (1994) differ primarily in the 
processes controlling the high-gradient zone north of the site. The primary representations of the 
system are the diversionary and non-diversionary fault models (Fridrich et al., 1994). Fridrich et 
al. (1994) recommended identifying individual hydrostratigraphic units by the degree of welding, 
style of crystallization, fabric, secondary alteration, tectonic fracturing, and faulting. Their con- 
ceptual model predicted that zones of high hydraulic conductivity will exist in the densely welded 
tuffs and coarse-fabric tuffs, and parallel to faults. All the saturated zone conceptual models de- 
scribe a three-dimensional flow system through a faulted, fractured porous medium. 

2.3 Implementation of Conceptual Models 

Implementation of a conceptual model of groundwater flow for GW" calculation requires a 
numerical formulation of the relevant flow processes in the UZ. The numerical formulation of flow 
processes, when combined with material properties and boundary conditions, forms the basis for 
numerical modeling of the flow system. Numerical formulations of groundwater flow vary in com- 
plexity in relation to the flow processes represented (i.e. matrix and fracture) and the interactions 
between these processes in unsaturated flow. The range of numerical formulations of groundwater 
flow in fractured media is shown in Figure 2-5. The following discussion summarizes possible nu- 
merical formulations of flow processes and relates them to alternative conceptual models. 

In the equivalent-porous-medium formulation, the medium is represented as a single continu- 
um, for which porosity, saturated hydraulic conductivity, moisture-retention relationship, and rel- 
ative-permeability relationship are defined. The equivalent-porous-medium formulation is appro- 
priate for implementation of conceptual models in which flow occurs entirely in the matrix domain 
or entirely in the fracture domain. 

The composite-porosity or equivalent-continuum formulation incorporates hydraulic proper- 
ties of both the matrix and fractures into a single continuum representation (Klavetter and Peters, 
1986). Composite values of porosity and saturated hydraulic conductivity are used in this formu- 
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Figure 2-5. Alternative numerical formulations of flow processes in the UZ. 
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lation, but the relative-permeability relationship contains aspects of both matrix and fractures (see 
Figure 2-5). An important implication of the equivalent-continuum formulation is that capillary 
pressure is equal in the matrix and fracture domains. Because of the characteristics of the compos- 
ite relative-permeability relationship, groundwater flow at higher (fracture) velocities only occurs 
under nearly saturated conditions. The composite-porosity formulation is applicable to conceptual 
models in which flow OCCUTS in both the fractures and matrix. However, this formulation cannot 
explicitly account for groundwater flow between the fracture domain and the matrix domain nor 
for capillary pressure disequilibrium between them. 

In the dual-porosity formulation, flow is assumed to occur only in the fracture continuum, but 
groundwater may be exchanged between the fracture domain and the matrix domain (Warren and 
Root, 1963). A separate value of porosity and moisture-retention relationship is used for the matrix 
and fracture continua. Other hydraulic properties only apply to the fracture continuum. Flow be- 
tween the fracture continuum and matrix may be limited by a conductance term. Because the ma- 
trix serves only as storage for groundwater in this formulation, its application is limited to the con- 
ceptual model in which groundwater flows only in the fracture domain under transient conditions. 

Groundwater flow occurs in both the matrix continuum and the fracture continuum in the dual- 
permeability formulation. Consequently, all of the hydraulic parameters have separate values in the 
matrix and the fracture domains. Conductance of flow between the matrix and fracture continua 
may be controlled by an additional parameter (see Figure 2-5). The dual-permeability formulation 
is the most general of the continuum numerical formulations; explicitly accounting for groundwa- 
ter flow both within and between the matrix and fracture domains. This formulation is appropriate 
to the implementation of conceptual models in which flow occurs in both the matrix and fractures 
under transient or steady-state conditions. 

In the discrete-fracture formulation, the fracture domain is not considered to be a continuum, 
but flow through individual fracture segments within the fracture network is explicitly represented 
(Figure 2-5). The hydraulic properties of each fracture are assigned individually. Flow within the 
matrix may or may not be included in the discrete-fracture formulation. Because fracture networks 
generally do not display continuum behavior at smaller scales (relative to fracture density) or in 
cases of low fracture connectivity, the discrete-fracture formulation is necessary to represent the 
fracture domain under these circumstances. The discrete-fracture formulation is the most general 
of those presented here, but is infrequently employed due to lack of specific data on the fracture 
network and computational limitations. 

2.4 G W - 9 4  Conceptual Model of the Unsaturated Zone 

The modeling process in this study was based on a revised conceptual model of the site in 
which locally saturated flow zones occur within the unsaturated zone. This conceptual model is 
consistent with observations of perched water within the UZ at the site. The initiation and propa- 
gation of flow in fractures is the focus of this conceptud model to represent fast-path flow in the 
analysis. The conceptual model serves as a basis for the numerical modeling which is designed to 
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simulate UZ groundwater flow at the Yucca Mountain site in order to answer the question of 
whether the site meets the criterion for pre-waste-emplacement GW". 

2.4.1 Geological Representation 

Locally saturated conditions in the UZ form when groundwater flux through a region exceeds 
the ability of the medium to conduct water from the region under unsaturated conditions. The pri- 
mary factor controlling the occurrence of perched water is the contrast in the hydraulic properties 
of the medium on the local scale. Thus, the geological conceptualization used in this study includes 
the locally heterogeneous material properties which can lead to the occurrence of locally saturated 
conditions. The heterogeneous distribution of material properties may also lead to the focusing of 
groundwater flux through some regions of the flow field. This focusing effect can only occur in a 
multi-dimensional medium; therefore, the conceptual model is two-dimensional. Both inter-unit 
and intra-unit heterogeneity of hydraulic properties were incorporated in the modeling of the geol- 
ogy of Yucca Mountain as explained in Chapter 3. 

2.4.2 Boundary Conditions 

The conceptual model of the boundary conditions at the upper surface of the UZ is steady- 
state, specified capillary pressure. The conceptual upper boundary is the steady-state depth at 
which transient infiltration becomes averaged into net infiltration, not the ground surface. This 
conceptualization, along with the assumption of climatic stationarity, allows the assumption of 
steady-state conditions throughout the UZ groundwater flow system. The upper boundary of the 
UZ may be conceptualized as either specified pressure or specified flux (infiltration). Pressure 
conditions can be inferred from measured saturation conditions and pressure-saturation relation- 
ships, whereas estimation of Witration must also be based on relative-permeability relationships 
and assumptions on flow processes. In this sense, specified-pressure boundary conditions are more 
closely linked to observable conditions in the shallow subsurface and the conceptualization was 
chosen for this reason. Capillary pressure at the upper boundary was assumed to be constant within 
each of the hydrostratigraphic units for any given realization (i. e., there was no variability of cap- 
illary pressure as a function of topography within a unit). 

The water table is the specified-pressure lower boundary of the conceptual model and the lat- 
eral fault boundaries are no-flow. The water table has fixed pressure head of zero. The faults which 
serve as the lateral boundaries of the model are assumed to divert any lateral groundwater flow 
downward. Vertical diversion of UZ flow would be expected at downdip faults if the fault zones 
have either high or low hydraulic conductivity. 
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2.4.3 Flow Processes 

Unsaturated groundwater flow occurs in both the matrix and the fractures in the conceptual 
model employed in this study (see Figure 2-3). At lower values of saturation the flow is primarily 
within the rock matrix. Signifcant flow occurs within the fractures only at relatively high satura- 
tion. This relationship results from the assumption of capillary pressure equilibrium between ma- 
trix and fractures in this conceptualization. Implementation of this conceptual model of flow pro- 
cesses was accomplished using the composite-porosity (equivalent-continuum) formulation of 
flow. The composite-porosity formulation incorporates the flow characteristics of the matrix and 
fractures, but is computationally efficient (relative to the dual-permeability and discrete-fracture 
formulations). This conceptualization of flow processes in the UZ is consistent with the emphasis 
placed on simulating the initiation of fracture flow in the system by this study. The conceptual 
model used in this study can thus be located within scenario C in Figure 2-4. 
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Chapter 3 
Parameter and Model Development 

Numerical modeling of groundwater flow in the unsaturated zone (UZ) for G W  calcu- 
lations was based on the conceptual models of Yucca Mountain geology and flow processes 
(Chapter 2) and included hydrogeologic parameters that have been derived from available data. 
Because of uncertainty and variability in both the geology and the hydrogeologic parameters, a 
probabilistic approach was adopted in this study. Uncertainty in the geologic interpretation of 
Yucca Mountain was incorporated through the use of geostatistical simulations to produce multi- 
ple¶ equally likely three-dimensional realizations of the hydrostratigraphic units. Variability of 
hydrologic properties within each unit was accounted for by the derivation of parameter probabil- 
ity density functions (PDFs) from which values are randomly drawn for individual locations in the 
system. The frnal model consisted of multiple realizations of heterogeneous, spatially correlated 
random fields of the relevant hydrogeologic parameters. Since the DUAL, flow code (Chapter 4) 
simulates a two-dimensional domain, three cross-sections were selected for flow modeling. 

3.1 Geostatistical Models of Hydrostratigraphy and Porosity 

The thicknesses of hydrostratigraphic units and the locations of unit contacts can have signif- 
icant effects on the results of numerical modeling of groundwater flow and particle travel times in 
the UZ. Though the volcanic spatigraphy of Yucca Mountain is highly layered and in many 
respects geologically simple, only limited drillhole data are available at and below the depth of the 
potential repository to confirm stratigraphic locations. Geological models of Yucca Mountain 
have been constructed for a variety of purposes through the subjective interpretation of lithostrati- 
graphic and structural data (Ortiz et al., 1985; Wittwer et al., 1992; Buesch et al., 1993). Such 
models rely on the extrapolation or interpolation of stratigraphic and structural features based on 
conceptual models of the geologic processes involved in their genesis. These deterministic mod- 
els of the internal geometry of the mountain do not explicitly account for geological uncertainty 
and variability. A stochastic approach, as implemented in this study, incorporates uncertainty and 
variability through the use of geostatistical techniques. 

The strategy in this study was to geostatistically simulate the spatial distribution of individual 
hydrostratigraphic units using the indicator simulation method. A Gaussian simulation of a corre- 
lated random field was superimposed on the indicator simulation of the geologic units, and poros- 
ity values within each unit are derived from the random field in accordance with the PDF of 
porosity derived for that unit. All other relevant hydrologic parameters were directly or indirectly 
derived from the porosity values (see Section 3.2). 

This approach assumes that the geostatistical description adopted for the system captures the 
spatial relationships of parameters that are relevant to the flow simulation and GWTT calcula- 
tions. Ultimately, however, the geostatistical simulations of geology and porosity should be eval- 
uated by comparison with subjective conceptual models of the Yucca Mountain site. 
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3.1 .I Indicator Simulation of Hydrostratigraphic Units 

Indicator techniques are a class of non-parametric geostatistical methods that allow the incor- 
poration of categorical data in estimation and simulation (Isaaks and Srivastava, 1989; Journel and 
Alabert, 1990). Categories may be a set of ranges for a continuous variable or a set of subjective 
discrete classes, as in the case of rock types. The indicator variable, I(x), is expressed mathemati- 
cally as follows: 

1 if z(x) E category 

O i f  z ( x )  category 
(3-1) I(x) = 

where z (x) is the categorical observation at spatial location x. Furthermore, the indicator variable 
may be a vector in which membership in one of multiple categories may be expressed at any spa- 
tial location. The indicator variable can be analyzed like any other spatially distributed random 
variable; the spatial correlation can be determined by construction of the variogram or can be 
assumed, based on geologic interpretation. 

Once the spatial correlation of the indicator variable has been established, geostatistical sim- 
ulation methods can be used to produce multiple, equiprobable realizations of the indicator field. 
The sequential indicator simulation (SIS) technique used in this study (Deutsch and Journel, 
1992) discretizes the field into a regular grid. Initially, conditioning indicator-coded data are 
assigned within the grid. A random path is designated through the grid, visiting only once each 
grid node at which the indicator variable is unknown. At each grid node, a conditiopl cumulative 
distribution function (CDF) is calculated by indicator kriging, based on the conditioning data and 
any previously simulated nodes. A random number is drawn and, using the conditional CDF, an 
indicator value is assigned at that node. The process continues until the simulated random field is 
completely filled. 

Detailed descriptions of the indicator simulation strategy along with a presentation of the geo- 
statistical parameters used in this study are given in Rautman and Robey (1994) and Wilson et al. 
(1994). Simulations were three-dimensional, consisting of 466 east-west nodes (8.5 m in extent), 
21 north-south nodes (100 m), and 775 vertical nodes (1 m). The volume simulated by the indicator 
method was bounded on the west by the Solitario Canyon fault and on the east by the Bow Ridge 
fault; the areal extent of the geostatistical simulation domain is shown in Figure 1-3. Simulations 
were conditioned on data from 25 drill holes and digitized data from geologic cross-sections of 
Scott and Bonk (1984). The model variogram consisted of two nested structures, and parameters 
used in the simulations are given in Table 3-1. The principal direction of anisotropy is horizontal, 
to the north. 

All units were simulated with the same variogram model and included a dip of 6.7 degrees to 
the east. The horizontalhertical anisotropy ratio is 501 to subjectively match the highly layered 
nature of the stratigraphy and to avoid (as much as possible) geologically unrealistic interfingering 
of welded and non-welded units. A nugget value of zero was used in all simulations (See Schenker 
et al.,' for a description of the variogram usage). 
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Structure 1 

Structure 2 

Indicator simulations were performed using the five indicator classes summarized in Table 3- 
2. The welded and nonwelded rocks were each subdivided into two separate categories to assist in 
the post-processing procedure. A search radius of 3000 m was used in the SIS algorithm, and a 
minimum of two conditioning data were used for each simulated node. 

Horizontal Vertical 
Range (m) Weight fisotropy fisotropy 

(sa) 
914 0.3 1 1 .oo 0.02 

15,239 0.69 0.16 0.02 

Table 3-2. Indicator classes 

2 
3 

~~ ~ I 1 1 generalwelded I TCw,TSw,BFw 1 0.665 I 
nonwelded PTn, PPn 0.170 

nonwelded CHnv, BFn 0.070 
~ 

4 

5 

zeolitic C h  0.068 

welded PPW 0.027 

After the raw three-dimensional indicator simulations were performed, the indicator classes 
along the three cross-sections to be used in the flow simulations were extracted for post-process- 
ing. Geologically unrealistic artifacts are generated by the SIS method in regions of the simda- 
tion far from conditioning data. This occurs because in the early stages of the simulation process, 
the values at nodes distant from conditioning data or previously simulated points are simply 
selected from the global-probability CDF. Such statistically uninformed values then propagate as 
the simulation progresses, resulting in such geologically implausible situations as interfingering 
of welded and nonwelded units and older units overlying younger units. Post-processing was per- 
formed on all of the cross-sections to distinguish among the hydrostratigraphic units contained in 
a single indicator class (e.g., TCw, TSw, and BFw of indicator l), remove some of the interfinger- 
ing (e.g., moving TCw nodes up and TSw nodes down so the PTn is vertically contiguous), and 
add a continuous basal vitrophyre of constant thickness at the base of the TSw. The basal vitro- 
phyre thickness which is constant for each particular simulation was stochastically drawn from 
the modeled PDF, which is based on drillhole data. An example post-processed simulation of the 
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hydrogeologic units is shown in Figure 3-1. Nine such simulations of hydrogeologic units were 
created, consisting of three realizations along each of three cross-sections. 

3.1.2 Gaussian Simulation of Porosity 

Unconditional simulations of the porosity field were created for each of the nine two-hen-  
sional realizations of the hydrostratigraphic units. The resulting combined porosity and hydros- 
tratigraphic fields were the basis for hydrologic parameter assignment and flow modeling within 
each cross-section. 

The first step in generating the porosity field was to simulate a spatially correlated random 
field for each stratigraphic unit by the Sequential Gaussian Simulation (SGS) technique using the 
same nodal spacings as those used in the rock-type indicator simulations. The SGS method is 
conceptually similar to the SIS algorithm described earlier, except the simulated variable is con- 
tinuous with a standard normal distribution (Deutsch and Joumel, 1992). The geostatistical 
parameters used in the simulations were a horizontal range of 152 my horizontalhertical anisot- 
ropy of 41, and a search radius of 150 m. The horizontal range and anisotropy ratio were based 
on a preliminary estimate of the horizontal range of porosity from an outcrop study (Istok et al., 
1991). Subsequent analysis has revealed highly deterministic vertical and horizontal trends in 
porosity in the PTn, indicating a much greater horizontal range than was used in the simulations in 
this study (Istok et al., 1994). 

The second step in creating the porosity field was the back-transformation of the values 
generated by the SGS algorithm to convert the standard normal distribution to the beta distribution 
of porosity for each hydrostratigraphic unit. Development of the beta distributions of porosity for 
the hydrostratigraphic units is presented in Section 3.2.1. This process of back-transformation 
preserves the spatial correlation of porosity from the original simulation and reproduces the statis- 
tical distribution of porosity within each hydrostratigraphic unit. Simulated porosity fields for all 
nine simulations are shown in Figure 3-2. 

3.2 Hydrological and Physical Parameters 

The hydrological parameters porosity, pore-size distribution (mean and standard 
deviation), and saturated and unsaturated hydraulic conductivity are essential to characterize the 
hydrogeologic processes of Yucca Mountain. These parameters are required input data for the 
flow simulations (Chapter 4). As discussed in Section 3.1, probability distribution functions for 
porosity, using the most current data available were used to determine the porosity at each 
geostatistical node. From porosity, other parameters were estimated. 
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140 

Figure 3-1. Post-processed indicator simulation of hydrostratigraphic units, cross-section 
lb. The cross-section is bounded on the west by the Solitario Canyon Fault and 
on the east by the Ghost Dance Fault. 

3.2.1 Porosity 

Porosity data were obtained from drillhole cores. These data were checked to ensure the 
measured values were consistent with lithological logs. Where inconsistencies were observed, 
they were generally resolved by changing the contact points between adjacent units. If more than 
one porosity measurement was made at the same location, the values were averaged. Cores from 
which data were obtained, along with the references of the data, are listed in Table 3.3. A sum- 
mary of the range of matrix porosities is presented in Figure 3-3. 

A beta distribution was fit to the porosity data for each hydrological unit using a non- 
linear entropy-fit program. The beta distribution was chosen because it is a bounded function (in 
the case of porosity, between 0.0 and l.O), and its parameters can be fitted in a manner consistent 
with the data available. Such a fitting procedure is consistent with the maximum-entropy 
formalism (Jaynes, 1957; Shannon, 1948). The beta distribution is the most flexible probability 
distribution for fitting data (Harr, 1989). The beta distribution parameters for each 
hydrogeological unit are presented in Table 3.4 and Figure 3-4. The equation for the probability 
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Figure 3-2. Simulated porosity fields for cross-section 1 
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Figure 3-2 (Cont.). Simulated porosity fields for cross-section 2. 
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Cross Section 3a 

Figure 3-2 (Cont.). Simulated porosity fields for cross-section 3. 
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Matrix Porosity 
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Matrix Porosity 
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Matrix Porosity 
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Matrix Porosity 

Matrix Porosity 
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Matrix Porosity 

Figure 3-3: Summary of matrix porosity core data for each hydrogeological unit. 
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PPn 

I I 
PPW 
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Matrix Porosity 

0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 
Matrix Porosity 

0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 
Matrix Porosity 

BFn 

Figure 3-3 (Cont.). Summary of matrix porosity core data for each hydrogeological unit. 

density function for the beta distribution used in this simulation is: 

where a and b are the lower and upper bounds of the distribution, respectively, x is the variable of 
interest (e.g., porosity), a and p are fitting parameters, and r is the gamma function. For a 
discussion of the application of the beta distribution to these analyses, see Schenker et al.' and 
Wilson et al. (1994). 
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Table 3-3. List of cores from which porosity data were obtained. 

a 

1.56 

1.43 

Borehole 

Average 
mean Measured 

Porosity 
P 

6.67 0.085 1 0.0768 

1.05 0.401 0.405 

UE-25 UZ ##4 
UE-25 UZ #5 
UE-25a#1 . 

a 

0.0236 

0.104 

0.000 

UE-25a #4 

b 

0.269 

0.652 

0.486 

UE-25a #5 
UE-25a #6 

-0.0834 

1.32 

UE-25a #7 
UE-25b #1 
UE-2% #1 
UE-2% #2 
USW G-1 

0.348 0.0685 0.0602 

0.800 0.356 0.359 

Unit 

TCw 

PTn 

TSw 
TSbv 

CHnv 

CHnZ 
PPn 

PPW 

BFw 

BFn 

0.216 1.05 

0.822 0.81 1 

Reference 

Flint and Flint (1990) 
Flint and Flint (1990) 
Anderson (198 1) 
Flint and Flint (1990) 
Schwartz (1990) 
Anderson (1991) 
Flint and Flint (1990) 
Anderson (1991) 
Anderson (1991) 
Flint and Flint (1990) 
Anderson (1991) 
Lahoud et al. (1984) 
Flint and Flint (1990) 
Flint and Flint (1990) 
Flint and Flint (1990) 
Knauss et al., 1985 
Lin and Daily (1984) 
Schwartz (1990) 

0.173 0.173 

0.162 0.162 

Table 3.4. Matrix P 

I 

~~ 

, 0.498 
I 

1.10 0.25 1 0.253 

0.0140 I 0.148 
0.154 I 0.513 

0.133 0.472 

0.0990 0.298 

0.0387 0.284 

0.365 

Borehole 

usw G-3 
USW G-4 

USW GU-3 

USW H-1 

USW UZ-7 

USW UZ-16 
usw UZN-53 
usw urn-54 
usw urn-55 

Reference 

Anderson (1984) 
Anderson (1984) 
Knauss and Peifer (1986) 
Peters et al. (1984) 
Rush et al. (1983) 
Schwartz (1990) 
Anderson (1 984) 
Flint and Flint (1990) 
Peters et al. (1984) 
Schwartz (1990) 
Voss (1992a) 
Rush et al. (1983) 
Weeks and Wdson (1984) 
Kume and Hammermeister 
(1990) 
Voss (1993) 
Voss (1992~) 
Voss (1992b) 
Voss (1992b) 

5.08 1 15.2 10.132 I 0.131 I 

3.77 I 3.05 I 0.316 I 0.316 I 
1 2.23 I 1.63 I 0.296 I 0.291 
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Figure 3-4: Beta distribution fit to the porosity data for each hydrogeological unit. 
Triangles represent the minimum and maximum values, x's the mean value, and 
the error bars plus and minus one standard deviation from the mean. The 
histogram at the bottom shows the number of data for each unit. 

3.2.2 Saturated Hydraulic Conductivity 

Saturated hydraulic conductivity values used in the model were directly calculated from 
the porosities. The relationship between saturated conductivity and porosity was determined 
using a semi-log regression analysis. A list of boreholes from which the data for this analysis 
were obtained and their references are presented in Table 3-5. The best relationships were 
obtained when the data were grouped, not by hydrogeological unit, but more broadly into the two 
groups: zeolitic units and non-zeolitic Units. The relationship of the two parameters based on the 
regression analyses (Figure 3-5) is: 

I non-zeolitic I ' ln&, = -26.999 + 25.2724 I ?=0.81 I 
I 1 zeolitic = -27.686 + 13.9804 

Beta distributions describing the error terms associated with the prediction of saturated 
hydraulic conductivity were also determined so that this error could be used in the calculation of 
saturated hydraulic conductivity from porosity. Uncertainty in the regression relationship was 
incorporated by adding a stochastically drawn value from the beta distribution of the error to the 
saturated hydraulic conductivity value derived from the regression. 
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Reference Borehole Borehole 

UE-25 UZ #I4 Flint and Flint (1990) UE-25~ #2 
UE-25 UZ #5 Flint and Flint (1990) USW G-1 

UE-25a #1 Anderson (1981) USW G-4 
Flint and Flint (1990) 

UE-25a ##4 Flint and Flint (1990) USW GU-3 

UE-25a #6 Flint and Flint (1990) USW H-1 

UE-25b #1 Lahoud et al. (1984) uz-4 
UE-25~ #1 Flint and Flint (1990) UZ-5 

h 

5 
E 
I > 
u L 

Reference 

mint and mint (1990) 
Flint and Flint (1990) 
Rutherford et al. (1992) 

Peters et al. (1984) 
Rutherford et al. (1992) 

Flint and Flint (1990) 
Peters et al. (1984) 
Rutherford et al. (1992) 

Rush et al. (1984) 

Yang et al. (1988) 

Yang et al. (1988) 

10’’ 

1 o - ~  

10-l’ 

0.1 0.2 0.3 0.4 0.5 0.6 0.7 0 
Porosity 

Figure 3-5: Relationship of porosity to saturated hydraulic conductivity with best fit 
regression lines of zeolitic and non-zeolitic materials. 



3.2.3 Moisture-Retention Curves 

welded 

non-welded 

Moisture-retention curves were modeled using the incomplete gamma function (IGF). 
Samples from which the IGF was fit to pressure saturation data are listed in table 3-6. The IGF 
was chosen over a van Genuchten fit (van Genuchten, 1978) because IGF is more readily fit to 
small data sets. The IGF also produces a sharper break at the beginning of desaturation in the 
saturation vs. pressure curve: A more mathematical discussion of the benefits of IGF over van 
Genuchten methodologies is presented in Robey (1994). By fitting an IGF to measured pressure- 
versus-saturation data, the mean and standard deviation of the pore size were obtained. The 
moisture retention curve fitted by the IGF is the integral of the pore-size distribution. The fitting 
parameters for the IGF were interpreted as average pore size (r ) and the standard deviation of 
the pore size (or). There is a physical basis for using the pore slze distribution to define the 
parmeters in the moisture-retention relationship. Because capillary forces are related to pore 
diameter, the average pore size controls the average magnitude of the suction pressure. The 
standard deviation of pore size, as a measure of the variability, generally defines the slope of the 
relationship between pressure and saturation. A strong relationship exists between raVg and or as 
seen below and in Figure 3-6. 

avg 

lnor = 0.41983 + 1.0537 lnravg 

InOr = 0.21855 + 1.15057 h a v g  

3 = 0.98 

3 = 0.92 

G1-la, G1-lb, G1-2a, G1-2b, 61- 
3a, G1-3b, G1-4a, G1-4b, G1-6a, 
G1-6b 

1 zeolitic 1 lnor =0.80519 + 1.1041 h a v g  

Rutherford et al. (1992) 

I 2=0.99  I 

USW G-1 

~~ 

Table 3-6. Samples from which the IGF was fit to pressure saturation data 

CHnv G1-7a, G1-7b Rutherford et al. (1992) 

Borehole 

uE25 Uz#4 

Sample Numbers Reference 

4-5,4-5H, 4-6,4-6H, 4-7,4-7H Flint a d  Flint (1990) 

UE25 UZ#5 I PTn 
UE25 UZ#5 C H I l V  

UE25a#1 PTn 

UE25a#6 PTn 

UE25c #1 CHnz 

USW G-1 TSw 

5-2 

Flint and Flint (1990) 

Flint and mint (1990) 

Flint and Flint (1990) 

3P I s n t  and Flint (1990) 

~ 

USW G-1 I TSbv 1 G1-5a, G1-5b I Rutherford et al. (1992) I 
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Borehole 

USW G-1 

unit 

CHnZ 

~~ ~~ ~~ 

USW G-4 

USW G-4 

USW G-4 

USW G-4 

PTn 

PTn 

TSw 

TSbv 

Table 3-6. Samples from which the IGF was fit to pressure saturation data 

Sample Numbers Reference 

G1-8aY G1-8b, Gl-ga, Gl-gb, G1- 
loa, G1-lob, G1-1 la, G1-1 lb, 
G1-12a, GI-12b 

Rutherford et al. (1992) 

USW G-1 I CHnZ I 17A, 18A 
~ ~~~ I Flint and Flint (1990) 

~ 

G1-13a, G1-13b, G1-14aY G1- 1 Rutherford et al. (1992) I ppnw I 14b, G1-15q G1-15b 
USW G-1 

USW G-4 I TCw I G4-1ay G4-lbY G4-lc I Peters et al. (1984) 

Peters et al. (1984) G4-2a, G4-2b, G4-2cY G4-3aY G4- 
3b, G4-3c 

G4-101a, G4-101bY G4-102aY G4- 
102b, 

G4-4aY G4-4bY G4-4cY G4-5a, G4- 
5b, G4-5c, G4-24a, G4-24b, G4- 
24c, G4-6aY G4-6b, G4-6cY G4-7a, 
G4-7bY G4-7cY G4-8a, G4-8b, G4- 
8c 

G4-9a, G4-9bY G4-9c 

Rutherford et al. (1992) 

~~ ~ ~ 

Peters et al. (1984) 

Peters et al. (1984) 

USW G-4 I CHnV Peters et al. (1984) G4-10aY G4-10b, G4-1Oc 

G4-1 la, G4-1 lb, G4-1 IC, G4-12a, 
G4-12bY G4-12~~ G4-13aY G4- 
13b, G4-13c, G4-14a, G4-14b, 
G4-14c 

~~ ~~ ~ 

Peters et al. (1984) USW G-4 CHnZ 

G4-15a, G4-15b, G4-15~~  G4-16a, 
G4-16bY G4-16c, G4-17aY G4- 

G4-19c, G4-20aY G4-20b, G4-20c 
17b, G4-17~, G4-19h G4-19b, 

USW G-4 Peters et al. (1984) PPnw 

~ ~~ 

G4-18aY G4-18bY G4-18c 

,G4-21aY G4-21b, G4-21c, G4-22aY 

GU3-la, GU3-lb, GU3-2a, GU3- 
2b, GU3-3aY GU3-3b,GU3-4a, 
GU3-4bY GU3-5aY GU3-5b 

G4-22bY G4-22~ 

USW G-4 I PPW Peters et al. (1984) 

I BFnw 
USW G-4 Peters et al. (1984) 

TN. Peters et al. (1984) USW GU-3 

~ ~~ 

USW GU-3 I PTn 
GU3-6aY GU3-6bY GU3-7aY GU3- 
7b, GU3-8aY GU3-8b 

, Peters et al. (1984) 
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Sample Numbers 

GU3-9aY GU3-9b 

Reference 

Peters et al. (1984) 
GU3-lOlaY GU3-lOlbY GU3-102a, 
GU3- 102b, GU3- 103a, GU3- 103b 

Rutherford et al. (1992) 

GU3-12aY GU3-12b, GU3-13aY 
GU3-13bY GU3-14a, GU3-14bY 
GU3- 15a, GU3- 15b, GU3- 16a, 
GU3-16b 

Peters et al. (1984) 

GU3-17aY GU3-17bY GU3-18a, 
GU3-18bY GU3-19a, GU3-19bY 

Peters et al. (1984) 

BT17s, BT24Hs, BT23-ls, BT18s, 
BT22Hs, BT1 Is, BT25Hs, 
BT27Hs, BT26Vs 

Flint et al. (1994) 

BTls, BT2s, BB16s, BB45s, 
BB68s, BB13As, TS56s, TS58s, 
TS26s, TSSOs, TS54s, BB3ls, 
BB64s, TS40s, TS29s, TS47s, 
TS32s 

Flint et al. (1994) 

Outcrop Samples 
along Solitario 
Canyon 

Outcrop Samples 
along Solitario 
Canyon 

Samples taken from 
outcrops along 
transects 

TSbv 

CHnv 

CHnz CH44s, CH~OS, CH47s, CH6Os Flint et al. (1994) 

Table 3-6. Samples from which the IGF was fit to pressure saturation data 

Borehole 1 Unit 

USW GU-3 TSw 
USW GU-3 TSw 

USW GU-3 TSbv GU3-loa, GU3-l0by GU3-1 la, 1 Peters et al. (1984) 
GU3-llb 

USW GU-3 CHnV 

I 

USW GU-3 1 CHnv lU, 1UH I Flint and Flint (1990) I 
USW GU-3 PPnw 

Outcrop Samples 
along Solitario 
Canyon 

TCw TPcgs, TPc2sy TPc5s I Flint et al. (1994) 

Outcrop Samples 
along Solitario 
Canyon 

PTn 

Outcrop Samples 
along Solitario 
Canyon 

TSw 

BB5s Flint et al. (1994) 

BT3s Flint et al. (1994) 
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Borehole unit Sample Numbers 

Samples collected MCM 5.1 (53.0-54.0), MCM 5.1 
from Mortendad 
Canyon in the 
Jemez Mountains, 
Los Alamos, New 
Mexico. These 
data were only used 
for nonwelded tuff 
data. (104.5-105.0), MCC 5.9A (109.0- 

(57.5-58.0), MCM 5.1 (67.0-67.5), 
MCM 5.1 (72.0-72.5), MCM 5.1 
(82.0-82.5), MCM 5.1 (87.0-87.5), 
MCM 5.1 (92.5-93.0), MCM 5.1 
(97.0-97.5), CM 5.1 (107.0-107.5), 
MCC 5.9A (85.5-86.0), MCC 
5.9A (94.5-95.0), MCC 5.9A 

109.5), MCC 5.9A (1 19.5-120.0) 
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Figure 3-6: 
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Relationship of average pore size to the standard deviation of the pore size for 
welded, non-welded and zeolitic materials. 

While raVg and porosity ($) were better correlated using a logarithmic fit, a linear 
relationship between the two parameters was necessary in order to pe&orm upscaling from 
geostatistical nodes to flow model elements. As with saturated conductivity, the errors associated 
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While ravg and porosity (4) were better correlated using a logarithmic fit, a linear 
relationship between the two parameters was necessary in order to perform upscaling from 
geostatistical nodes to flow model elements. As with saturated conductivity, the errors associated 
with the prediction of average pore size from porosity, then standard deviation from average pore 
size, were taken into account in determining the IGF fitting parameters. The linear relationship 
used (Figure 3-7) was: 

non-welded 

zeolitic 

Material 

ravg = 1.7269 3.9628 

ravg = 0.086993 0.13959 

Regression Fit 

Standard 
Deviation of 

the Error 

I welded I ravg = 0.020224 + 1.1640 4 1 0.12262 1 

~ ~ 

Because a heterogeneous domain is being modeled, each element in the domain has a 
different pore-size distribution and therefore a different moisture-retention curve. The range of 
these curves based on minimum, maximum, and median pore size for three hydrogeological units 
(TCw, PTn, and TSw) in two simulations (cross-section 1, simulations b and c) was plotted and 
compared to those used in the site-scale model (wittwer et al., 1993) (Figure 3-8). The curves 
used in the GWTT calculations matched fairly well with those used in the site-scale model. The 
curves produced in this study predict somewhat lower saturations in the lower pressure head 
ranges (10 - 1,000 meters of water), especially for the TCw unit. 

3.2.4 Relative Permeability Curves 

The Brooks-Corey model (Brooks and Corey, 1966) was used to predict relative 
permeability. To determine the Brooks-Corey constant (E), the logarithms of the saturation are 
plotted against the logarithms of the capillary pressure. These data were obtained from the 
samples listed in Table 3-6. The slope of this plot is defined as -h, where h is the pore-size 
distribution index (Klavetter and Peters, 1986). The Brooks-Corey constant is defined as: 

2 + 3 h  
h E = -  (3-3) 

Relative permeability is then defined as: 

(3-4) (2  + 31) /X E kr = Se = s, 

where Se is the effective saturation. 
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Figure 3-7: Relationship of porosity to average pore size with best fit regression lines for 
welded, non-welded and zeolitic materials. 
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Figure 3-8: Comparison of range of moisture retention curves to those used in the site-scale 
model (Wittwer et al.,1993) for three hydrogeological units. 
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The relationships between the Brook-Corey constant (E) and the standard deviation of pore 
size (or) pigwe 3-9) were: 

1 non-welded 1 In& = 2.0224 + 0.13599 Ino, I ?=0.40 I 
I zeolitic I Ins = 2.4865 + 0.13208 ho, I 3 = 0 . 6 9  I 

Equations describing the errors associated with the prediction of the Brooks-Corey constant were 
determined so that the error of predicting E from the standard deviation of pore size was 
incorporated, as described in Section 3.2.2. 

As with the moisture-retention curves, unsaturated permeability curves were compared to 
those used in the site-scale model (Wittwer et al., 1993) (Figure 3-10). A range of curves used in 
two simulations (cross-section 1, simulations b and c) was obtained by choosing the minimum, 
maximum and median Brooks-Corey constant for three hydrogeological units ( T h y  PTn, and 
TSw). The relative permeabilities were calculated and these values were multiplied by the 
saturated hydraulic conductivity of the element and converted to absolute permeability (assuming 
a temperature of 20 "C). Because there is some variation in the saturated conductivity, these 
curves do not necessarily represent the actual range of curves in each unit. Differences h 
saturated hydraulic conductivity also explain the differences of curves observed between the two 

' simulations because the relative permeability curves were quite close when the simulations were 
compared, For all three units, the site-scale model (Wittwer et al., 1993) predicts slightly higher 
saturations at a given permeability, though the curves are relatively close, with better matches at 
the higher saturation range. 

3.2.5 Fracture Properties 

The relationships discussed above apply to matrix properties. Because @e flow code 
employs a composite-porosity or effective-continuum model, fracture properties are also needed. 
Considerable uncertainty exists in the current fracture-property data set. Beta distributions of 
porosity and saturated hydraulic conductivity for each unit developed for TSPA-93 (Wilson et al., 
1994; Schenker et al.') were used. When more than one hydrogeologic unit is represented in an 
element, a weighted average of the fracture porosity or fracture hydraulic conductivity was 
calculated. Fracture porosity beta distribution parameters developed from Schenker et al.' are 
presented in Table 3.7. 
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Figure 3-9: 
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Standard Deviation of Pore Size (micrometers) 

Relationship of the standard deviation of the pore size to the Brooks-Corey 
constant with best fit regression lines for welded, non-welded and zeolitic 
materials 

The expected values for fracture aperture did not vary much for the first seven units, so 
their average was used, resulting in an ruvg = 178 micrometers and or = 178 micrometers. Thus 
the IGF parameters are: a = ruvg2//or = 1.0; and h = rm&or = 0.00562. A Brooks-Corey 
constant of Ef = 5.08 was calculated by determining the van Genuchten parameters from the 
moisture saturation curve described above and calculating the Brooks-Corey constant as described 
in Klavetter and Peters (1986). A combined (matrix h d  fracture) expected unsaturated 
conductivity curve for each hydrogeological unit is presented in Figure 3-1 1. 
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Figure 3-10: Comparison of range of unsaturated permeability curves to those used in the 
site-scale model (Wittwer et al., 1993) for three hydrogeological units. 
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Table 3.7: Fracture porosity beta distribution parameters Table 3.7: Fracture porosity beta distribution parameters 
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Figure 3- 1 1: Combined matrix and fracture unsaturated conductivity characteristic curves. 

3-25 



This page intentionally left blank. 

3-26 



Chapter 4 
Flow Model 

Numerical modeling of groundwater flow in the UZ utilizing the geostatistical simulations of 
geology and hydrologic parameter distributions is needed to calculate the groundwater velocity 
field for particle tracking analyses, which are used to estimate the GW" distribution in the sys- 
tem. Flow modeling requires the discreeation of the flow domain for numerical analyses. Be- 
cause of computational limitations, the numerical grid used for the flow model was much coarser 
than the grid system used for the geostatistical simulations. The discretized grid was adjusted to 
minimize intra-element variations in porosity caused by the heterogeneous nature of the simulated 
system. Properties assigned to an individual element of the flow grid were derived by upscaling 
and averaging of the properties associated with the geostatistical nodes within that element. 
Boundary conditions of the flow model were specified in accordance with the conceptual model. 
The upper boundary conditions were stochastically assigned, based on measurements of saturation 
in the shallow subsurface. The flow simulations used the composite-porosity model of fracture- 
matrix interaction. The numerical solution of steady-state unsaturated flow is reached with the fi- 
nite-element method using the dual variable approach. This approach differs significantly from 
more classical numerical modeling techniques in that continuity of fluid flux is enforced at element 
boundaries, but continuity of fluid pressure is not. 

4.1 Adaptive Numerical Grid 

In many groundwater flow modeling applications, the numerical grid is adapted to the problem 
by making a priori assumptions regarding the flow field. The discretization is generally fher in 
regions of high flux (e.g., wells) or in regions of sharply convergent or divergent flow. An auto- 
mated adaptive process was applied in this study because of the heterogeneous field of hydrologic 
parameters. 

Adaptation of the numerical grid to the underlying heterogeneous porosity field causes ele- 
ments of the numerical flow simulation to conform to the spatial distribution of the relevant hydro- 
logic parameters. The adaptive grid algorithm seeks to minimize the heterogeneity of porosity 
within elements. This procedure reduces the range of values averaged for each element to move 
from the geostatistical scale to the flow model scale. Because of contrasts in porosity across con- 
tacts of hydrostratigraphic units, adaptation of the grid resulted in general coincidence of hydros- 
tratigraphic contacts and element boundaries. A more detailed description of the adaptive gridding 
algorithm is presented in Robey (1994). 

The initial step in the grid adaptation process was the generation of a regular grid for the 
problem domain. Nodes of quadrilateral elements are equally spaced in the x-direction and were 
equally spaced in proportion to the height of the cross-section in the y-direction. The coordinates 
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of nodes were adjusted in an iterative procedure to reduce the heterogeneity of porosity within 
elements. The objective function of the minimization procedure is expressed mathematically using 
the two-norm variable: 

1 
2 
- 

where n is the number of elements, q is the standard deviation of porosity within the element, and 
is the &ea of the element. Reduction of the objective function occurs either by realignment of 

element boundaries to reduce the variability within elements or by reduction of the area of highly 
heterogeneous elements. 

The iterative procedure used to minimize the two-norm variable consisted of movement of in- 
dividual nodes within the initial, regular grid. Nodes along the sides, lower, and upper boundaries 
were allowed to slide along the boundaries. The local norm for a node was calculated based on the 
four elements that share that node using Equation 4-1. The nodes were ranked according to their 
local norm, and nodal coordinates were adjusted, beginning with the node having the highest local 
norm. The nodal position was adjusted incrementally and the adjustment is accepted if the local 
norm is reduced. The increments of adjustment were the same as the discretization at the geostatis- 
tical simulation scale (Le., 1 m vertical and 8.5 m horizontal). To avoid numerical inconsistency 
in the flow simulation, all elements in the grid must be convex; the adaptive grid algorithm checked 
to ensure that this criterion was met following nodal adjustment. M e r  all of the nodes were ad- 
justed, the global norm was calculated and the process of nodal adjustment is repeated. The adap- 
tation of the grid stopped when the reduction of the two-norm variable was less than 0.5% for suc- 
cessive iterations. 

For the nine simulations used in this study of GWTT distribution, the adaptive gridding pro- 
cedure resulted in reductions in the global norm ranging from 29 to 39%. The results of the adap- 
tive grid process for an example cross-section are shown in Figures 4-1 and 4-2; the initial grid is 
shown in Figure 4-1, and the final numerical flow grid is shown in Figure 4-2. Note that the ele- 
ment boundaries generally conform to the hydrostratigraphic contacts and that intra-element vari- 
ability of porosity is lower in the adapted grid. Where the initial grid dips to the west, elements 
produced by the adaptive gridding procedure cross unit contacts. However, sensitivity analyses in- 
dicated that the configuration of these elements has little effect on flow simulations (Chapter 6). 

The flow simulation grid used in the nine simulations was 40 elements in the vertical direction 
and 20 elements in the horizontal. This level of discretization corresponds to approximately two 
elements per correlation length of simulated porosity in the vertical and horizontal directions (for 
cross-section 2). The sensitivity of the flow modeling results to spatial discretization is discussed 
in Chapter 6. 
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Figure 4-1. Initial flow grid prior to application pf the adaptive grid algorithm. 

Figure 4-2. Numerical flow grid following application of the adaptive grid algorithm. The 
grid consists of 20 elements in the horizontal direction and 40 elements in the 
vertical direction. The porosity field is indicated by the shading. 
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4.2 Upscaling of Parameters 
Although the adaptive gridding process minimized the heterogeneity of hydraulic properties 

within each element of the flow model, significant variability of these parameters on the geostatis- 
tical scale remained within the elements. Each of the relevant parameters was upscaled using an 
appropriate averaging scheme to estimate effective values at the scale of flow simulation. The same 
upscaling procedures were used for both matrix and fracture parameters. 

The effective element porosity (f) is estimated by the arithmetic average of porosity on the 
geostatistical scale: 

where n is the number of values of porosity at the geostatistical simulation scale within the element 
and $i is the geostatistical simulation scale porosity value. Using an arithmetic average to calculate 
effective porosity is appropriate due to the relatively limited range in values of porosity expected 
within each flow element. 

Effective saturated hydraulic conductivity at the element scale was somewhat more difficult 
to determine. In anisotropic or layered media, the effective saturated hydraulic conductivity not 
only is a function of the underlying hydraulic conductivity field, but also depends on the boundary 
conditions on the individual element. Theoretical analysis of isotropic random distributions of hy- 
draulic conductivity indicates that geometric averaging of hydraulic conductivity is the appropriate 
method of calculating effective saturated hydraulic conductivity (Gelhar, 1993). Since intra-ele- 
ment parameters were assumed to be relatively unstratified, geometric averaging was used to cal- 
culate effective saturated hydraulic conductivity (Esat): 

Parameters for relative permeability and moisture-retention relationships were also upscaled 
to determine effective properties at the flow-model scale. The effective average pore size (4) is 
calculated using a porosity-weighted arithmetic average: 

where ri is the average pore size at the geostatistical simulation scale. The effective standard de- 
viation of pore size ( ~ ( r ) ~ )  was estimated as the porosity-weighted arithmetic average with an ad- 
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ditional term to account for the log-linear correlation of standard deviation of pore size to average 
pore size: 

1 

The effective Brooks-Corey constant (E') was calculated as the porosity-weighted geometric aver- 
age of values at the underlying geostatistical scale using the following relationship: 

where is the Brooks-Corey constant at the geostatistical simulation scale. 

4.3 Boundary Conditions 
The boundary conditions applied to numerical simulations of flow in the UZ are both specified 

flux and specified pressure. The lateral boundaries of the three cross-sections, corresponding to 
the Solitario Canyon fault, Ghost Dance fault, and Bow Ridge fault, were specified as no-flow 
boundaries. The lower boundary was the water table and had a specified pressure head equal to 
0.0 m. The upper boundary conditions were specified pressure values which were drawn from 
PDFs of suction pressure developed for the three outcropping hydrostratigraphic units (TCw, PTn, 
and TSw). 

The distributions of suction pressure at the surface were derived from data on volumetric wa- 
ter content, porosity, and moisture retention relationships in shallow boreholes. Volumetric water 
content data have been monitored in boreholes by neutron probe. Direct measurements of volu- 
metric water content, porosity, and moisture retention relationships were available on core samples 
from a subset of the neutron-probe boreholes. The data used in this analysis were those used in a 
site-scale analysis of infiltration (Flint and Flint, 1994). 

Near-surface saturation at Yucca Mountain varies because of seasonal fluctuations in infiltra- 
tion. The neutron probe data were analyzed to estimate the steady-state saturation of bedrock at 
the depth just below the transient region. This steady-state depth was chosen to be the upper 
boundary of the flow model. Plots were constructed of the mean water content and the coefficient 
of variation of water content vs. depth for each of the neutron-probe boreholes. An example plot 
is shown in Figure 4-3. Values of volumetric water content greater than three standard deviations 
from the mean were considered to be outliers and were discarded from the calculation of the coef- 
ficient of variation. The depth at which the coefficient of variation decreased to an approximately 
constant value was taken as the steady-state depth and the corresponding volumetric water content 
was noted. The steady-state water content and the porosity as measured from cores were used to 
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Figure 4-3. Example plot of the coefficient of variation in water content versus depth for 
neutron probe borehole N-27. The coefficient of variation is shown as the gray 
circle for each depth interval and the solid line is a polynomial fit to these 
values. The average water content for each depth interval is plotted as the black 
square with bars indicating plus and minus one standard deviation. The 
coefficient of variation attains a minimum value at a depth of 24.5 m, which 
corresponds to an average water content of 0.0886. The depth of 24.5 m is 
considered to be the steady-state depth at this borehole. 
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calculate the steady-state saturation. FinaUy, the saturation was converted to the steady-state pres- 
sure at that borehole location from moisture-retention curves generated as described in Chapter 3. 

Hydrostratigraphic 
unit 

TCw 

PTn 

TSw 

Data from 16 boreholes were used to derive steady-state pressures as described above. The 
steady-state depth derived for the boreholes ranged from 5.2 to 24.4 m and occurred fiom directly 
at the bedrock-alluvium contact to as deep as 23.6 m below the interface. These values of pressure 
were associated with the stratigraphic units, and a beta distribution with a lower bound of 0.0 m 
and an upper bound of three standard deviations above the mean was assumed for each unit. The 
parameters of the normal distribution used to approximate the distribution for the three outcropping 
units are given in Table 4- 1. The PDFs of capillary pressure surface boundary conditions are 
shown in Figure 4-4. 

(m) Standard 
Deviation (m) 

-1 10 35.8 

-6.49 2.99 

-220 66.3 

Table 4-1. Distributions of surface pressure 
conditions 

Random selections of the pressure at the upper boundary were used to assign pressures for 
flow modeling of each realization. A single pressure for each hydrostratigraphic unit was applied 
for elements where that unit outcropped and the pressure for each unit was drawn independently. 
The values of suction pressure used in all of the simulations are given in Table 4-2 (see Figure 1- 
3 for cross-section locations), A moderately extreme value of -47 m for the TCw was assigned in 
simulation IC, resulting in anomalous conditions calculated by the flow code (Section 4.5). 

4.4 Numerical Simulation of Flow 

The partial differential equations describing the flow of groundwater in unsaturated media are 
usually solved for complex systems using either finite-difference or finite-element techniques, 
both of which require spatial discretization of the problem domain. The solution technique chosen 
should be matched to relevant features of the problem and the goals of the analysis. Because the 
goal of the GW" analysis is to model flow along the fastest pathways, the numerical simulation 
of flow should attempt to replicate the conditions in the conceptual model contributing to fastest 
flow. The conceptual model of matrix-fracture interaction in the unsaturated zone adopted in this 
study indicates that significant, relatively rapid flow in fractures will only occur in regions where 
the matrix is nearly saturated. Furthermore, heterogeneity of hydraulic parameters is the primary 
factor resulting in locally saturated conditions within the unsaturated zone. The numerical method 
used to calculate flow should be capable of simulating realistic variations in saturation on the local 
scale due to heterogeneous spatial distribution of hydraulic properties. 
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Figure 4-4. PDFs of capillary pressure for the upper boundary condition for the TCw, PTn, 
and TSw units. 
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4.4.1 Governing Equation 

The groundwater flow considered in this study is an unsaturated flow system under steady- 
state conditions. The medium is represented as a composite-porosity effective continuum, in 
which unsaturated-flow parameters for fractures and matrix are combined (Peters and Klavetter, 
1988). Assuming constant liquid density and viscosity, the equations governing groundwater flow 
are Darcy's Law: 

q = - K ( Y ) V ( Y + + )  (4-7) 

and conservation of mass: 

where q is the Darcy flux, Y is the capillary pressure head, Key) is the hydraulic conductivity as 
a function of pressure, and z is the elevation. Equations 4-7 and 4-8 may be combined to produce 
the steady-state form of the Richards equation (Freeze and Cherry, 1979): 

v -  [ K ( Y ) V ( Y + z ) ]  = 0 (4-9) 

These equations are based on single-phase flow (i.e., the liquid phase) and do not explicitly model 
gas-phase flow in the unsaturated groundwater system. Equation 4-9 is a highly non-linear partial 
differential equation because of the functional relationship between unsaturated hydraulic conduc- 
tivity and pressure. The extreme non-linearity of the unsaturated flow system can lead to great con- 
trasts in fluid velocities and liquid saturations in heterogeneous media. Mathematical solution of 
the extremely non-linear equations can be difficult. 

4.4.2 Numerical Solution 

In the finite-element technique, the domain is discretized into adjacent elements that are de- 
fined by nodes. The size and shape of individual elements may vary within the problem domain, 
making the finite-element method well suited to problems with heterogeneous material properties 
or irregular boundaries, The nodes serve as points at which the dependent variable is calculated, 
while the value of the dependent variable can be defined within each element by an interpolation 
or basis function. 

The classical finite-element solution technique applied to groundwater flow is to use hydraulic 
head or capillary pressure as the dependent variable and to solve for this quantity at the nodes. Be- 
cause values of pressure at nodes are shared by adjacent elements and because of the strong depen- 
dence of conductivity on pressure, contrasts in unsaturated hydraulic conductivity are suppressed 
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and the effects of heterogeneity on the flow field are generally decreased. To effectively model 
flow in regions of contrasting material properties, it is necessary to use a relatively fine spatial dis- 
cretization with this classical approach. 

The dual mixed fdte-element method (Robey, 1994; Robey, 1990; Roberts and Thomas, 
1990) retains the effects of heterogeneity in the flow simulation at relatively coarser levels of dis- 
cretization. h contrast to the classical technique, the dual method enforces continuity of normal 
flux at adjacent element boundaries. Because pressure is a secondary variable in the dual method, 
it is disconti~~u~us across element boundaries &e., the pressure calculated at a given node may be 
different for each of the elements containing that node). Higher contrast in pressure in adjacent 
elements results in greater contrast in unsaturated hydraulic conductivity and greater heterogeneity 
in the flow field. Applications of the dual mixed fdte-element method in heterogeneous, saturated 
groundwater flow problems associated with petroleum engineering have shown the superiority of 
the method in simulating streamlines in regions of highly convergent flow (Kaasschieter and 
Huijben, 1992; Ewing et al., 1985). 

4.4.3 DUAL Flow Code 

The flow code DUAL, which is based on the dual mixed finite-element method, was used in 
calculations of GWTT in this study. A description of the DUAL code, along with relevant deriva- 
tions, is presented in Robey (1994). The code is designed to produce a steady-state solution for 
unsaturated groundwater flow in two dimensions. The unsaturated medium is modeled in DUAL 
using the composite-porosity model of Klavetter and Peters (1986), which incorporates the relative 
permeabilities of the matrix and fractures into a single continuum. 

The composite-porosity model assumes that the medium is a single continuum in which the 
hydraulic properties of both the matrix and fractures are combined. In this representation, the un- 
saturated flow behavior of the matrix dominates at all but the highest values of bulk saturation and 
significant fracture flow only occurs under nearly saturated conditions. The primary limitation of 
the composite-porosity model is the inability to explicitly simulate flow in the separate matrix and 
fracture domains. Groundwater flow velocities in fractures and matrix are estimated in the particle 
tracking method of this study by a post-processing procedure (see Section 5-1). The composite-. 
porosity model, however, is not capable of simulating the disequilibrium between the matrix do- 
main and the fracture domain, in contrast to the alternative dual-permeability conceptual model. 

Solution of the unsaturated flow problem is divided into nonlinear and linear iterations by the 
DUAL code. The initial guess used in DUAL is the saturation profile based on hydrostatic condi- 
tions. The Picard method linearizes or fmes the conductivities based on pressures from the previ- 
ous nonlinear iteration. An efficient direct solution technique is used to solve the Picard equations. 
Use of a direct method allows fluxes of all scales to be resolved. The Newton step is approximately 
solved using an iterative second order stabilized biconjugate gradient solver (Sleijpen and Fokke- 
ma, 1993) with the Picard solution as the initial guess. A cubic line search method is used to adjust 
the Newton step where required in order to guarantee convergence of the nonlinear iterations. 
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A stopping criterion based on the norm of the Jacobian matrix and machine precision is used h the 
nonlinear iterations (Criterion 1, Barrett et al., 1993). 

Input to the DUAL, code consists of nodal coordinates, nodal connections defining each ele- 
ment, boundary fluxes and pressures, and hydraulic parameters for each element. Hydraulic pa- 
rameters are entered separately for matrix and fractures and consist of the Brooks-Corey constant, 
the IGF parameters a and h, saturated hydraulic conductivity, and porosity. Output from the 
DUAL, code contains an echo of nodal geometry and input parameters, the x and y-direction com- 
ponents of Darcy flux at nodes, the pressure head and bilinear interpolation constants for each el- 
ement, and the average conductivity, matrix saturation and fracture saturation for each element. 

4.5 Results of the Flow Simulations 

4.5.1 Matrix Saturation 

Matrix saturations calculated by the DUAL flow code for the nine simulations are 
presented in Figure 4-5a (cross-section l), b (cross-section 2), and c (cross-section 3). Most 
noticeable is that the matrix saturations in cross-section IC are much higher than in the other 
simulations. These high saturations are clearly due to the unusually low upper surface capillary 
suction pressure condition of the TCw (-47 m). 

Zones of higher saturations are also observed in simulations csla, cslb, and C S ~ C ,  aIl 
below the PTn outcrop. This repeated pattern indicates that the PTn outcrop is a critical zone for 
high infiltration which leads to higher saturations beneath the outcrop. This pattern is not 
observed in the other simulations (cs2a2 and cs2b) because of the lower porosities of the PTn at 
its outcrop (see Figure 4-6 for the porosities of the elements), and where there is no PTn outcrop 
at all (cross-section 3, all simulations), saturations are in fact noticeably lower and more evenly 
distributed. 

Zones of high saturation are also observed in and directly above the TSbv in all three 
simulations of both cross-sections 1 and 3. This is to be expected because with such low 
porosities, it does not take much water to saturate the unit. However, the higher saturations 
indicate that the TSbv might be an important unit in the initiation of fracture flow. These results 
also might give an explanation for the perched water in the boreholes UZ-1, UZ-14, and NRG-7/ 
7A drilled through Drill Hole Wash and SD-9 drilled through Coyote Wash, just south of Drill 
Hole Wash. In UZ-14 and NRG-7/7AY the perched water was observed at the base of the Topopah 
Springs Tuff. In SD-9, the perched water was observed near the TSw/CHn interface only 4.6 m 
below the contact with the Topopah Springs Tuff The unit in which the perched water in UZ-1 
was observed has not been published. High saturations are not observed in cross-section 2 
because the TSbv generated by the geostatistical model was so thin that it was not captured after 
upscaling. 
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Figure 4-5a. Matrix saturation distribution of the three simulations for cross-section 1. The 
average matrix saturation of each element is expressed by the color scale. 
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Figure 4-5c. Matrix saturation distribution of the three simulations for cross-section 3. The 
average matrix saturation of each element is expressed by the color scale. 
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It is interesting to note that neither high nor low saturation zones were observed along the 
Ghost Dance fault, the eastern boundary of cross-sections 1 and 2. The LBL/USGS site-scale 
model predicts moisture buildup along faults when they act as capillary barriers and relatively dry 
conditions when the faults are assumed to readily conduct water (Bodvarsson et al., 1994). In 
contrast, the results of these simulations indicate that heterogeneities might have a strong enough 
influence on the flow system to divert lateral flow downwards and thus prevent such transport of 
liquid to the faults where it might build up or be diverted down the fault. 

4.5.2 Fracture Saturation 

There is a clear correlation between matrix saturation and fracture saturation (compare 
Figures 4-5 and 4-7). While the fractures tend to be nearly dry for a large portion of the cross- 
sections (with the exception of cslc), the areas of higher fracture saturation corresponded to areas 
of higher matrix saturation. These zones below the PTn outcrop and along the TSbv are observed 
in simulations csla, cslb, and cslc. In cslc, the zone of higher fracture saturation extends below 
the TSbv because that unit was not captured during upscaling. This correlation between matrix 
and fracture saturation is exaggerated in simulation cslc with very high fracture saturations 
throughout the system. The three simulations of cross-section 3 show the opposite extreme, 
containing few elements with elevated fracture saturation. There are a few elements in cs3a with 
higher fracture saturations along the TSbv. 

There are some zones of elevated fracture saturation along the upper PTn contact in the 
three simulations of cross-section 3. This is a capillary barrier, documented both by data in UZ- 
N54 and N55 and the observation of minerals indicating water alteration in th is  zone. 
Examination of the fluxes (Figure 4-9e) shows evidence of some lateral flow. Note that, due to 
the low saturated conductivity, the lateral flow is of relatively small magnitude. I 

Fracture saturations presented in Figure 4-7 are average saturations for the whole element. 
When running the particle tracker (Chapter 5), fracture flow is initiated when the fracture velocity 
exceeds the matrix velocity. Fracture saturation is related to fracture velocity through the 
permeability characteristic curves (Section 3.2.4) and Darcy’s law. The comparison of velocities 
in the particle tracker ire made at the point where the particle is located, not for a whole element. 
Figure 4-8 presents those geostatistical nodes in csla where the fractures are saturated. 
Comparison of this figure to Figure 4-7, csla shows how much more localized the zones of higher 
fracture saturation are than when viewed at the flow-element scale. 

4.5.3 Darcy Flux 

Fluxes presented in Figure 4-9 are averages for the elements. The scale of fluxes shown in 
eight of the nine cases are identical. The ninth case, cs lc, had much larger fluxes than the other 
cases and therefore was not scaled to the others. Excluding cslc, the fluxes are the largest in the 
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Figure 4-8. Comparison of matrix to fracture velocity for cross-section la. Green areas 
represent geostatistical nodes wherk the fracture velocity exceeds the matrix 
velocity and thus fracture flow is assumed to occur. Brown shading represents 
the porosity of the cross-section (darker shading indicates higher porosity). 

cases with infiltration at the PTn outcrop (csla, cslb, and cs2c). In almost all of the cases, the 
dominant fluxes are vertical. Lateral flow is observed in the PTn in cslb, C S ~ C ,  cs3a, as well as a 
little in the western portions of cs3b and cs3c. The flow is diverted downwards in the last two 
cases when the thickness of the PTn decreases and the porosity of the elements in the PTn 
decrease slightly. The lateral flow in cslc and cs2c is small relative to the vertical flow. Case 
cslc is so saturated that lateral flow is not only observed in the PTn, but halfway down the TSw. 
Some vertical flow is also observed below the TSbv in cases csla and cs2a. 

Fluxes were also examined through the upper and lower sides of the upper row of elements 
to determine the infiltration along the upper boundary for cslc, in which the capillary suction 
pressure along the TCw was an unusually low -47 m, and cslb, where the capillary pressure was 
-167 m (Figure 4-10). Average fluxes are generally lower than those predicted by Flint and Flint 
(1994) but within the same order of magnitude for the TCw. It is known (Flint et al., 1994) that 
infiltration is strongly dependent on location, being higher at ridge tops and side slopes than in 
valleys. The approach of using a sampled value for capillary pressure over the entire outcrop was 
recognized as being conservative; woik by the USGS is being planned to examine more detailed 
variation in infiltration with unit and location instead of taking an average for a unit. The results 
of this work might lead to more closely matched infiltrations, and extremes such as cslc would 
not persist. 
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4.5.4 Unsaturated Hydraulic Conductivity and Pressure 

Unsaturated hydraulic conductivity and capillary pressure are also calculated by the flow 
code. Examination of trends in these two parameters does not provide any more insight into the 
flow system than described in the preceding sections. Both hydraulic conductivity and water 
pressure are closely linked with matrix saturation (Figure 4-1 1). 
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Chapter 5 
Particle Tracking 

The particle tracker is a post-processing procedure that simulates the movement of individual 
water particles within the two-dimensional steady-state groundwater velocity field calculated by 
the DUAL flow code (Robey, 1994), providing the means to estimate a GWIT. Water particles 
move within the simulation by advection and molecular diffusion. Advection may occur at either 
matrix or fracture-flow velocities, depending on the local saturation determined by the flow 
model. By allowing particles to experience advective transport at fracture-flow velocities, the 
fastest groundwater pathways within the flow system can be simulated. The use of numerous par- 
ticles in multiple realizations of the unsaturated zone flow system provides a probabilistic repre- 
sentation of GW". 

5.1 Particle Transport Processes 

Particle transport occurs in the particle-tracking code by advection at the local fluid velocity 
for each time step of the transport simulation. Particle tracking is accomplished using an interpo- 
lation of the velocity vector within each element and a numerical estimate of the new particle 
position following each time step. 

Because groundwater velocities are calculated by the flow code at the nodes of the quadrilat- 
eral elements of the problem domain, it is necessary to estimate the local fluid velocity for parti- 
cles within each element. The bilinear interpolation scheme, as described in Anderson and 
Woessner (1992) and Istok (1989), is used to estimate groundwater velocities. The bilinear inter- 
polation method results in a fully continuous flow field and is the same as the basis functions used 
in the finite-element formulation of the DUAL, flow code. 

Particles are tracked along flowlines by numerical integration of fluid velocity using the first- 
order Euler technique (Cheney and Kincaid, 1985). Accuracy of the Euler technique is highly 
dependent on the length of the time step, relative to the magnitude and variations in the velocity 
field. Because large time steps were used in the GWTT analysis, accurate results were probably 
obtained for particle tracking only at the very low matrix velocities predominant over most of the 
domain. Accurate particle tracking at fracture flow velocities in future analysis may require utili- 
zation of a higher order technique (e.g., fourth-order Runge-Kutta), especially in regions of 
strongly divergent or convergent flow. 
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Molecular diffusion of water particles is modeled as a random process in the particle tracking 
code. The standard deviation of the Gaussian distribution of the diffusion length is defined as fol- 
lows (Fetter, 1992): 

CT = JKt (5-1) 

where D is the effective diffusion coefficient and t is the time step. A value of 93.0 x cm2/s 
was used as the effective diffusion coefficient. Particles are moved a random distance as 
described by this Gaussian distribution in a uniformly distributed random direction for each time 
step in the simulation. Although molecular dif€usion is a relatively slow process, especially in 
porous media, it can be significant relative to the very low matrix velocities in the unsaturated 
zone and at the long time periods of the simulation (Anderson, 1979). 

Because molecular diffusion is a process generally associated with solute transport and seen 
to be "driven" by solute concentration gradient, it may not be intuitively obvious why molecular 
diffusion of water particles is included in the particle-tracking algorithm. The driving force in 
molecular diffusion is the temperature-dependent random motion of molecules or ions due to 
Brownian movement. The result of such random motion is the net movement from areas of high 
concentration to areas of low concentration. However, the random movement process continues, 
even in the absence of a concentration gradient, but with no net change in concentration. 

Hydrodynamic dispersion is not explicitly included as a transport process in the particle 
tracking code. However, heterogeneity of hydraulic parameters in the flow model results in sig- 
nificant variability in the magnitude and direction of groundwater velocities in the simulated flow 
field. The physical interpretation of hydrodynamic dispersion in other codes is the variability of 
the hydrologic properties, so this treatment is essentially the same. Additional dispersion occurs 
at the subelement scale and could be included in future particle tracking as an additional random 
component of particle transport. 

Because the DUAL flow code is based on the composite-porosity formulation of groundwater 
flow, a single fluid flux is calculated for the unsaturated medium. Although the flow code does 
not explicitly simulate fluid-flow interaction between the matrix and fractures, the particle tracker, 
as a postprocessing procedure, approximates the groundwater velocities in the matrix and fracture 
domains at particle locations for each time step. The relative components of fluid flux for each 
domain are calculated based on the hydraulic conductivities of the fractures and the matrix at the 
element scale and above. Using the fracture fluid flux, the matrix fluid flux, and values of poros- 
ity for each domain, the relative velocities in both the fractures and the matrix are determined. 
Figure 5-1 illustrates the relationships between pore velocity and pressure in the two domains for 
the Topopah Spring welded (TSw) unit as an example. If the fracture pore velocity is greater than 
the matrix pore velocity at the particle location, or if the pressure head is greater than or equal to 
zero, then the particle is assumed to be advected by fracture flow and advection of the particle 
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Figure 5-1. Example showing the relative pore velocities in the matrix and fracture domains 
in the Topopah Spring welded unit based on a unit hydraulic gradient. 

occurs at the fracture-flow velocity. The general implication is that advective transport at lower 
saturations occurs in conjunction with matrix flow at relatively low velocities, and that only at 
very high saturations does advective transport occur at relatively high fracture flow velocities. 

5.2 Assumptions and Limitations 

The particle tracking procedure used in the GWTT analysis is implicitly based on the 
assumptions and limitations of the flow model. The results are subject to the assumptions regard- 
ing the boundary conditions and the composite-porosity formulation of the model, as well as the 
pressure equilibrium implied from the steady-state conditions of the flow solution. Processes not 
considered in the flow model and particle tracking, but which may have significant influence on 
groundwater travel times, include transient response of the system, vapor-phase transport of water 
particles, the natural geothermal gradient, and transport in the third dimension. 
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The interaction between matrix flow and fracture flow is approximated by the particle track- 
ing code in a conservative manner. In regions where fracture pore velocity exceeds matrix pore 
velocity, water particles are immediately transferred to the fracture domain in spite of the fact that 
a significant portion of the groundwater may flow in the matrix. Also, because of the relatively 
high fracture velocities and large time steps, particles in fractures are moved large distances with- 
out reimbibition into the matrix. In most of the preliminary simulations, particles were advec- 
tively transported to the water table in a single time step following transfer to the fracture flow 
domain. While reimbibition into the matrix would be expected in zones of lower saturation after 
the initiation of fracture flow in the unsaturated zone, this process is generally excluded from the 
particle-tracking scheme due to the large time steps. The combination of allowing the initiation of 
fracture-flow transport (but limiting the reimbibition of water particles into the matrix) is very 
conservative. The planned dual-permeability formulation of the flow code will reline the matrix- 
fracture interaction, in terms of both the initiation and propagation of fracture flow in the model. 

5.3 Implementation of Particle Tracking 

The particle tracking was performed in a graphical computing environment that facilitates the 
interpretation of results. Computation of particle movement and visual representation of the pro- 
cess was performed using the PV-WAW3 command language and visualization software package. 
Individual screens display the positions of particles superimposed on a cross-section which shows 
the porosity distribution, numerical grid, and flow velocity vectors; an example screen is shown in 
Figure 5-2. Animation of the particle-tracking simulation may be produced with a series of 
frames. During the simulation, the times at which particles exit the system are tabulated for use in 
the construction of cumulative distributions of particle travel times in the unsaturated zone. 

A weighted random distribution of particles along a line at the repository horizon was used in 
all of the simulations performed for this preliminary analysis. The weighting of the particle distri- 
bution reflects the mass of waste within the repository in the third dimension, perpendicular to 
the cross-section. For a complete GWIT analysis, initial placement of the particles may depend 
on the definition of the disturbed zone for the GWTT analysis; alternative initial positioning can 
be considered to evaluate other delineations of the disturbed zone. Since the definition of the dis- 
turbed zone may not be precise, the ability to use alternative positioning allows sensitivity analy- 
ses to be conducted. 

The distribution of the GWTTs calculated by the particle-tracking code was reported as a 
cumulative probability distribution function (CDF) plot of particle travel times. The cumulative 
number of particles leaving the system was plotted against the travel time in the CDF plot. An 

3. Precision-Visuals, Incorporated. 1992. PV-WAVE. Boulder, CO. 
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Figure 5-2. Example particle tracking screen showing topographic relief along the cross- 
section, numerical grid, composite flow velocity vectors, porosity distribution 

bounded on the west by the Solitario Canyon fault and on the east by the Ghost 
Dance fault. The duration of the simulation is 600,000 years. 

’ (as shading), particle positions, and particle exit paths. The cross-section is 

example CDF plot for a single simulation along one of the modeled cross-sections is shown in 
Figure 5-3. Because 100 particles were used in each simulation, 1% of the cumulative proba- 
bility corresponds to one particle. 

5.4 Results 

Particle tracking simulations were performed for each of the nine realizations described pre- 
viously. Although these simulations are preliminary in nature, some tentative conclusions are 
made from these realizations of the flow system. However, it should also be noted that it is not 
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Figure 5-3. Example of CDF plot of particle travel times for a single realization along 
cross-section 1. 

appropriate to infer anything about the conformance of the site to the GWTT regulations from the 
limited number of realizations and particles used in this study. 

The results of the particle-tracking simulations for travel times of up to 1,000 years are sum- 
marized in Table 5-1. In each realization, 100 particles were introduced at the repository horizon. 
The relatively high percentage of particles being transported out of the UZ in realization cslc is 
due to the very high saturations in the region of the repository in the steady-state flow simulation 
(see Chapter 4). In realizations other than cslc, the maximum percentage of the particles exiting 
the UZ system within 1,000 years is 3%. 

A pattern to the spatial distribution of particles that experience fracture flow and are removed 
from the unsaturated zone is apparent in these preliminary simulations. In most realizations, the 
particles that exit the system originate from the western part of the repository, beneath the outcrop 
of the PTn. Along cs3, in which there is no outcrop of the PTn, none of the particles is trans- 
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Table 5-1. Number of particles exiting the UZ 

I cs3c I 0 I 0 I 

ported to the water table within the 600,000-year duration of the simulation. Groundwater flow is 
primarily vertical, with only minor lateral diversion of flow within the PTn and some lateral flow 
at the basal vitrophyre of the TSw (Section 4.5). The generally higher saturation of the upper 
boundary conditions at the outcrop of the PTn, combined with the dominance of vertical flow, 
results in high local saturation below the PTn outcrop and the consequent mobilization of particles 
at fracture-flow velocities in this region of the model. 

The surface capillary-pressure boundary conditions exert a strong influence on the number 
and spatial distribution of particles transported from the unsaturated zone. Because the capillary 
pressure boundary conditions applied at the surface of the cross-sections vary among the simula- 
tions according to the PDF defined for each unit, the saturation at the upper surface and the result- 
ing steady-state groundwater fluxes and saturation conditions within the model domain vary 
considerably among the realizations. For example, in cslc, the pressure assigned to the outcrop of 
the TCw unit, -47 m, was from the upper tail of the PDF. The resulting simulation of the flow 
field contained numerous regions of local saturation, causing about 35% of the particles through- 
out the area of the repository to exit the system within 1,000 years. The imposition of uniform 
pressure boundary conditions for the entire outcrop of a unit, especially from an extreme of the 
distribution, is probably not realistic. -The effects of spatially heterogeneous outcrop pressure 
boundary conditions for each unit will be examined in future sensitivity analyses. 

The stratigraphic position of the TSw basal vitrophyre relative to the elevation of the western 
part of the potential repository has a significant effect on the number of particles exiting the sys- 
tem during the simulation. In several of the realizations along cross-sections 1 and 2, high satura- 
tions are simulated at the basal vitrophyre, especially beneath the outcrop of the E n .  The 
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movement of particles at matrix-flow velocities in moderately saturated elements near the 
repository horizon is quite slow, even dominated by molecular diffusion in most cases. The verti- 
cal separation of the initial particle positions and the zones of higher saturation at the basal vitro- 
phyre is thus a controlling feature of the groundwater travel time calculated by the model. 
Because of the uncertainty in the vertical position of the TSw basal vitrophyre, as introduced to 
the realizations by indicator geostatistical simulation, the distribution of particle travel times var- 
ies among simulations, demonstrating the importance of including - uncertainty in the geologic 
model used for the GWIT analyses. 
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Chapter 6 
Sensitivity Studies 

In order to have confidence in the GWTI' estimates, it is important to identify the aquifer 
properties that have the most significant effect on fast-path flow. By conducting sensitivity 
analyses, these critical parameters and their effect on the flow system can be determined. 
Sensitivity analyses are beneficial because they help to understand the limitations of a model, 
the effects of boundary conditions (location and type), and the interaction between the matrix 
and fracture system (e.g., composite-porosity vs. dual-permeability). In addition, they help to 
optimize data acquisition and computer use. 

The sensitivity analyses reported here concentrated on understanding the effects of intra- 
unit heterogeneities versus homogeneous units, and deterministically versus geostatistically 
assigned unit contacts. The extent of the zeolitic region in the Calico Hills was also examined. 
In addition, the capabilities of the unsaturated-flow code DUAL, were examined by varying grid 
sizing, using a finer grid along the PTn outcrop, and changing the upper boundary condition 
from specified pressure to specified flux. 

6.1 Introduction 

Preliminary sensitivity analyses were conducted on cross-section cslb, located along the 
northern portion of Yucca Mountain. In choosing a cross-section, cs3a, by and c were eliminated 
because of small fluxes and low velocities of particles in each simulation. Simulation c in cross- 
section 1 was 'also eliminated because of the extreme upper boundary condition. Otherwise, the 
selection of a cross-section was somewhat arbitrary, and the investigation of only one cross- 
section was primarily due to limited resources. 

A number of specific sensitivity analyses were conducted (Table 6-1). The effects of 
hydrologic heterogeneities were evaluated by comparing the base case (cslb2) with a case in 
which the hydrologic parameters remained uniform within a unit (ihrn). The effects of 
deterministically assigned unit contacts, as would be done based on subjective interpretation of 
lithostratigraphic and structural data, were examined. This was accomplished by setting the 
thickness of PTn (uhd and uht) to its mean and comparing it with the base case, which has 
geostatistically generated unit contacts (cslb2 and cslb5). The sensitivity of the model to grid 
size was examined by relating results of the 20 by 40 base case (cslb2), a coarser grid (cslb8), 
and three finer grids (cslb6, cslb7, and cslb9). A comparison of the specified pressure upper 
boundary condition (cslb2) to a specified flux boundary calculated from the base case was 
attempted, but the model did not converge. Instead, comparisons to other specified pressures 
along the upper boundary were made (cslb2a and ihma). Finally, a porosity anisotropy ratio and 
spatial-correlation length based on recent thermal conductivity modeling (ratio) were compared 
with those used in the base case (cslb2). The sensitivity of the groundwater saturation and flux to 

. 
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RunName 

cslb2 

Base Case 

ihm 

Run Description 

Heterogeneous units and geostatistically determined unit thickness (PTn of variable thickness). 
Grid: 20 by 40 elements. This case differs from cslb used in the original 9 simulations only in 
that elements were adjusted so they would only lie within one unit. 

Similar to cslb2 except each unit is homogeneous. PTn of variable thickness. Grid: 20 by 40. 
The porosity of each unit was set to the mean porosity of that unit based on the beta distribution 
of porosity for that unit. 

cslb6 

I PTn thickness set to the mean thickness of the PTn from csIb2. Each unit is heterogeneous. I uht I Grid 20by40. 

Similar to cslb2. Grid 20 by 60. Porosity values assigned to elements after upscaling could 
therefore differ. 

1.1 cslb.5 

Identical to uht except the porosities for each element were set to match those of cslb2. 
Grid 20by40. 

This case is identical to cslb2 except that the porosities of each element were adjusted to match 
those of uht. Grid: 20 by 40. 

csl b7 

csl b7a 

csIb7b 

csl b8 

csl b9 

ihma 

Similar to cslb2. Grid: 25 by 40. Porosity values assigned to elements after upscaling could 
therefore differ. 

Similar1 to cslb2. Grid: 30 by 60. Porosity values assigned to elements after upscaling could 
therefore differ. The flow code did not converge in running this case, thus discussion in the text 
is minimal. 

Similar to cslb2. Grid 30 by 40. Porosity values assigned to elements after upscaling could 
therefore differ. The flow code did not converge in running this case, thus discussion in the text 
is minimal. 

Similar to cslb2. Grid: 10 by 20. Porosity values assigned to elements after upscaling could 
therefore differ. 

Similar to cslb2. Grid: 24 by 60. Porosity values assigned to elements after upscaling could 
therefore differ. The four extra elements added in the x-direction were weighted so that they 
underlay the PTn outcrop. 

Identical to ihm except for the upper boundary condition exerted on the system. 

csl b2a t-- ratio 

Identical to cslb2 except for the upper boundary condition exerted on the system. 

Similar to cslb2 except the anisotropy ratio of the porosity distribution within a layer is set at 
50:l instead of 4 1  and a correlation length of 500 m instead of approximately 150 m. 

chlb (base 
case), chlbl, 
chlb2, and 

chlb3 I 

Identical to the base case except new indicator simulations were run only for TSbv, CHnz, and 
CHnv units. 

I I chlbf I Identical to chlb except heterogeneity has been added to the fracture moisture retention curves. 

6-2 



the amount of vitric versus zeolitic tuffs in the Calico Hills unit (CHnv vs. CHnz) was analyzed by 
running additional indicator simulations that only varied the CHnz, CHnv, and TSbv. Finally, the 
sensitivity of the model to fracture heterogeneities was evaluated by varying the fracture moisture 
retention curves. The methodologies of setting up all of these simulations are described in more 
detail in Section 6.3. 

Flow simulations were run with DUAL (Robey, 1994). To date, the code has been 
effective in modeling flow at Yucca Mountain because of its capability of preserving 
heterogeneities throughout the model domain and within a hydrogeological unit. 

East and west fault boundaries were simulated using no-flow conditions. The lower 
boundary at the water table and the upper boundary were modeled as specified pressures. In all 
the cases, except where noted, the capillary pressure heads along the upper boundary of the 
TSw, PTn and TCw were set at -149 my -5.5 my and -167 m respectively. Because of the 
constant-pressure upper boundary, infiltration rates along this boundary were not uniform and 
must be examined separately. Node locations for some elements for runs cslb2, ihm, and uht 
(Table 6-1) required adjustment so that the elements did not cross hydrogeological boundaries 
between the PTn and TCw or TSw. 

6.2 Methodology, Results, and Discussion 

6.2.1 Intra-Unit Heterogeneity vs. Intra-Unit Homogeneity 

Sensitivity analyses were performed to compare the base case (csIb2) in which unit 
thicknesses and element porosities were geostatistically determined, producing a cross-section 
with units of variable thickness having intra-unit heterogeneities, to a cross-section also having 
units of variable thickness but with homogeneous hydrologic parameters (ihm). To generate a 
system with homogeneous layers, the matrix porosity of the units were assigned their mean 
values, based on beta distribution of the available data: TCw = 0.09; PTn = 0.40; TSw = 0.13; 
TSbv = 0.07; CHnv = 0.36; CHnz = 0.32; PPn = 0.30; PPw = 0.17; BFn = 0.25; and BFw = 
0.16. See Figure 6-1 for a comparison of the porosities for the two systems. 

As Figure 6-2 shows, the matrix saturation is clearly much higher in cslb2 (intra-unit 
heterogeneities), especially under the PTn outcrop. In the case with homogeneous units, a layer 
of high saturation is present above and within the basal vitrophyre. Comparing the Darcy fluxes 
in each unit (Figure 6-3), the fluxes are also much greater in cslb2. Much of the infiltration is 
diverted downwards under the PTn outcrop in both cases, though some lateral diversion is 
observed through the PTn in cslb2. For the case with homogeneous units, there is lateral 
diversion of water on top of the basal vitrophyre, but not through the PTn where the water is 
flowing vertically. Infiltration was two orders of magnitude higher into the PTn and one order 
of magnitude higher into the TSw for the case with heterogeneous units (Figure 6-4 and Table 6- 
2). In both case cslb2 and ihm, a small percentage of particles leave the system after 1,OOO 
years (2% and O%, respectively) and 600,000 years (4% and 1%, respectively) (Table 6-2). . 
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Comparison of porosity distributions for simulations with (cslb2) and without 
(ihrn) intra-unit heterogeneities. 
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Figure 6-2. Comparison of matrix saturations for simulations with (cslb2) and without 
(ihrn) intra-unit heterogeneities. 
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Figure 6-3. Comparison of Darcy fluxes for simulations with (cslb2) and without (ihrn) 
intra-unit heterogeneities. The brown scale represents the porosities assigned to 
the geostatistical nodes. The flux out of the system just above the PTn outcrop 
in cslb2 represents only a small outflow because of the small cross-sectional 
area of the element. The fluxes shown in this figure are only scaled to each 
other and those in Figure 6-17. 
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Figure 6-4. Comparison of Darcy flux through the lower side of the upper row of elements 
for comparisons between heterogeneous (cslb2) and homogeneous (ihm) units. 
Case ratio also has relatively homogeneous units which were created by increas- 
ing the anisotropy ratio. 

Most noticeable in comparing the fluxes of the two simulations is how much larger the 
fluxes are in cslb2 (Figure 6-3). In a system with small-scale heterogeneities, the fluxes are 
expected to be concentrated in certain areas, whereas in a system with homogeneous layers, they 
should be more evenly distributed. Because this flow system is unsaturated (and thus the 
equations describing the flow are non-linear), the concentration of fluxes leads to areas of higher 
saturation and higher unsaturated conductivity. Since the upper boundary was set at a specified 
pressure (and thus non-uniform infiltration) and because the model was run to steady state, a 
positive feedback was created. Thus, higher saturations led to higher conductivities which in 
turn led to higher fluxes, thus creating more zones with higher saturation. In a system without 
these small scale heterogeneities, where saturations are more evenly distributed, this positive 
feedback is less likely to be perpetuated. This is clearly illustrated by comparing the Darcy flux 
through the PTn along the upper boundary (Figure 6-4 and Table 6-2). 
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Table 6-2: Comparisons of infiltrations and particles exiting system for sensitivity 
analyses excluding grid size comparison 

I 
Run Name 

cslb2 

ihm 

cslb5 

uht 

Infiltration through the Upper Boundary 

TCw PTn TSw 

Particles Exiting Before 

1,000 yrs 600,000 yrs 
( d y r )  (mm/vr) ( d Y r )  

0.005 0.16 0.005 2 4 

0.001" '0.0007 0.0006 0 1 

0.01" 0.88 0.004 7 14 

0.1" 2.13 0.004 3 21 

cslb2 

uht5 

0.005 0.16 0.005 2 4 

0.005 0.48 0.004 6 11 

*. Numbers are order-of-magnitude estimates. 

6.2.2 PTn with Uniform Thickness versus PTn with Variable Thickness 

~ 

cslb2 

ratio 

To generate a system with deterministically assigned unit contacts, the thickness of the 
PTn was uniformly set to the mean vertical thickness of the geostatistically generated unit. 
Comparing the two simulations turned out not to be straightforward because of differences in 
porosities from the two simulations and therefore different element configurations after using 
the adaptive gridding technique. To standardize the porosities as much as possible, four 
different simulations were run. There were two different element configurations, one for cslb2 
and the other for uht. After upscaling, each element configuration had a different porosity 
distribution which proved to have a strong effect on the flow system. The porosities assigned to 
each element in cslb2 were therefore re-assigned to the element configuration of uht forming 
uht5. Likewise, the porosities assigned to the elements in the original uht were re-assigned to 
the element configuration of cslb2 making cslb5. Therefore, comparison of cslb2 to uht5 
(Figure 6-5) and uht to cslb5 (Figure 6-6) should minimize the effects of inconsistencies in 
porosity. Some of the porosities had to be adjusted because the PTn had a different number of 
elements in the two different cases. Thus, where the PTn was thin in cslb2, a TCw element 
might have been assigned a PTn porosity. This element porosity was then changed to a value 
more typical of the TCw based on the adjoining elements. Refer to Table 6-1 for a description 
of each run. 

0.005 0.16 0.005 2 4 

0.006 0.061 0.005 3 6 
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Figure 6-5. Comparison of porosity distributions generated in the upscaling of cdb2 for 
simulations with variably (csib2) and uniformly (uht5) thick PTn. 
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6.2.2.1 Comparison of cslb5 to uht 

Matrix and fracture saturations are similar, though slightly higher in the case with uniform 
PTn thickness (uht) (see Figure 6-7 for a comparison of matrix saturations). As with the other 
simulations discussed, the areas of highest saturations are below the PTn outcrop. The Darcy flux 
distributions seem similar with much vertical flow below the PTn outcrop and some lateral flow in 
the PTn Figure 6-8). The magnitude of the fluxes are generally higher for uht. There ismore 
pronounced vertical flow near the basal vitrophyre in the case with a uniformly thick PTn. 
Examination of infiltration along the upper boundary shows the fluxes through the TCw and PTn 
are an order of magnitude higher for the case with the uniformly thick PTn (Table 6-2, Figure 6- 
9). The fluxes through the TSw are similar for the two cases. After 1 , 000 years the particle tracker 
shows that 7% of the particles exit the system in the case with non-uniformly thick PTn (cslb5), 
whereas only 3% particles leave in the case with the uniformly thick PTn (uht). This is surprising 
because of the higher saturations in the second case. However, after 600,000 years a higher 
percentage of particles leave the system in the case with the PTn of uniform thickness (21% as 
compared to 14%). A probable explanation for fewer particles leaving after 1,OOO years for case 
uht is that the location of areas of high saturations is slightly different for cases uht and cslb5 
relative to the repository location so that few particles just happen to be in areas of high saturation 
in case uht after 1,000 years. 

6.2.2.2 Comparison of cs7b2 to uht5 

The porosity distributions of these two cases differ from the previous two in that the porosities 
of the PTn at the outcrop are lower (compare Figures 6-5 and 6-6). In these two cases there is a 
much more pronounced difference in the results of running the flow code between the uniformly 
thick PTn (uht.5) and the variably thick PTn (cslb2). Matrix and fracture saturations are noticeably 
higher in uht5 and more similar to cslb5 and uht (see Figure 6-10 for matrix saturations). The 
Darcy flux distributions are similar to each other and to the two cases discussed above, though the 
fluxes are higher in uht5 than cslb2 (Figure 6-1 1). The flux through the PTn along the upper 
boundary is larger when the thickness of the PTn is uniform, though the fluxes are within the same 
order of magnitude, unlike the previously discussed case. Fluxes through the TCw and TSw along 
the upper boundary are similar for the two cases (Figure 6-9 and Table 6-2). A higher percentage 
of particles leave the system in case uht5 both after 1,000 years (6% as opposed to 2%) and 
600,000 years (1 1% as opposed to 4%). 

6.2.3 Effects of Grid Size 

Four different grid-sizes were compared to the base case of a 20 by 40 grid (cslb2). The 
grid was refined vertically to a 20 by 60 grid (cslb6) and horizontally to a 25 by 40 grid (cslb7). 
When the grid was refined in both directions (30 by 60) the flow code did not converge. A 
coarser, 10 by 20, grid was also examined (cslb8). The finest grid run successfully was 24 by 
60 in which the extra four elements along the x-axis were weighted so that finer gridding would 
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Figure 6-7. Comparison of matrix saturation distribution for simulations with variably 
(cslb.5) and uniformly (uht) thick PTn for the simulations with the higher 
porosities at the PTn outcrop. 
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Figure 6-8. Comparison of Darcy fluxes for simulations with variably (cslb5) and 
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Figure 6-9. Comparison of Darcy flux through the lower side of the upper row of elements 
for comparisons of uniformly (uht and uhd) and variably (cslb2 and cslb5) 
thick PTn. Comparisons should be made between cslb5 and uht and between 
cslb2 and uht5 in order to match similar porosity distributions. 

be present under the PTn outcrop (cslb9). Each case started with the same original porosity 
distribution, but upscaling was conducted after the adaptive grid program was used on the 
individual cases. Therefore, slight -discrepancies in the porosities assigned to elements for the 
individual cases could exist (Figure 6-12). 

There are not clear trends in infiltration, fluxes or saturation with the refinement of the grid. 
In all cases, areas of higher matrix saturation are present below the PTn outcrop (Figure 6-13). The 
only case with noticeably lower saturations is csl b6, where the grid is refined in the vertical. 
Because DUAL is a flux-based model it tends to produce higher saturations for coarser meshes. 
For GWTT calculations, this implies that DUAL will tend to produce conservative 
approximations, thus tending to produce higher fluxes (and saturations) for coarser grids. Where 
fracture flow occurs in only a portion of an element (such as below the PTn outcrop) refining the 
grid may either produce lower fluxes and no fracture flow or result with one element with a greater 
degree of fracture flow and another element with only matrix flow. The fxst case is due to the 
conservative approximations inherent in DUAL while the second indicates there is fracture flow 
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Figure 6- 10. Comparison of matrix saturation for simulations with variably (cslb2) and 
uniformly ( u h d )  thick PTn for the simulations with the lower porosities at the 
PTn outcrop. 
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Figure 6- 12. Comparison of porosity distributions after upscaling in grid size comparisons. 
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occurring in the system. Splitting an element with partial fracture flow into an element completely 
in fracture flow and another in matrix flow results in two elements with hydraulic conductivities 
that differ by many orders of magnitude. This can be expected to cause numerical problems due 
to limited precision of computer arithmetic, therefore explaining the cases that did not converge 

. (Table 6-3). The refinement of the grid might therefore explain the lower saturations observed in 
csIb6. However, the case with the most refined grid (cslb9) does show more localized saturation 
underneath the PTn outcrop. Another explanation for the lower saturations in csl b6 is that because 
each case is upscaled individually, the porosity distributions after upscaling will be slightly 
different for each case. Differences in porosities, especially at the PTn outcrop, as observed in the 
comparison between a variably thick and uniformly thick PTn (Section 6.3.2), could have a strong 
effect on the flow system (Section 3.2). Examination of the porosities after upscaling (Figure 6- 
12), however, do not show strong differences. It is still possible that even small differences can 
affect the flow system. Miitration through the upper boundary of the PTn ranged from 0.05 mml 
year (csIb6) to 0.35 mmlyear (csIb8) (Figure 6-14, Table 6-3). The highest infiitrations are for the 
cases with the least and most refined grid, indicating grid size does not have a consistent effect on 
infiitration. With the exception of cslb6, the infiltrations are within 0.29 &year. The pattern of 
fluxes throughout the system (not shown) is similar in all cases. Lateral flow through the PTn is 
most pronounced (relative to the fluxes within the one system) in cases csIb6 and csIb7, the first 
having a vertically refined grid, and the second having a horizontally refined grid. In three of the 
five cases no particles left the system after 1,000 years. In the two cases where particles leave the 
system, a higher percentage of particles leave in the case with the coarser grid, as should be 
expected. The same trend of fewer particles exiting with the refinement of the grid is also observed 
after 600,000 years. The highest percentage of particles that leave the system is 4% after 1,OoO 
years and 17% after 600,000 years for csl b8, the case with the least refined grid (Table 6-3). 

. 

Table 6-3: Effects of grid size 

* weighting applied to the extra elements added so that they would be located vertically below 
the PTn outcrop. 
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Figure 6-14. Comparison of Darcy flux through the lower side of the upper row of elements 
for grid size comparisons. 

6.2.4 Effects of Changing Boundary Conditions 

The effects of the types of boundary conditions (specified pressure versus specified flux) 
on the flow simulation cslb2 were examined. The boundary conditions set along the upper 
boundary were changed to the fluxes determined from the base case (cslb2); therefore, similar 
results to the original run were anticipated. The effects of the magnitude of the boundary 
conditions were also examined for cslb2 and ihm using different pressures along the upper 
boundary. In this case the capillary pressure head along the upper boundary of the TSw, PTn 
and TCw were set at -164m, -8.9m, and -47 m respectively. Note that the most noticeable 
difference in these boundary conditions from the base case is the much lower capillary suction 
pressure in the TCw. Thus, greater saturations should be expected. 

Unfortunately, DUAL was not able to converge when the pressure boundary condition was 
changed to a flux boundary. This complicated the sensitivity analyses because in many of the 
cases, having a constant flux along the upper boundary would have facilitated the comparison of 
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the parameter that was varied. Instead, the sensitivity analyses are more a measure of how the 
change in the parameter affected the flux into the system. 

Changing pressure of the upper boundary conditions did, however, have a strong effect on the 
flow system. This can be seen in examining the matrix saturations of the cases, with the modified 
pressure conditions (Figure 6-15) to those of the original pressures (Figure 6-2). Notice that with 
the low capillary suction pressure along the upper boundary of the TCw the effects of the intra-unit 
heterogeneities of the system are exaggerated with much greater relative increase in matrix 
saturation for cslb2 than ihrn. 

6.2.5 Effects of Changing Porosity Anisotropy Ratio 

The anisotropy ratio of porosity set for the original run (cslb2) was set at 4:l and the spatial 
correlation length was set at approximately 150 m. Explanation for use of these values is discussed 
in Section 3.1. Rautman (in review) examined effective anisotropy ratios for Yucca Mountain in 
more depth in modeling the thermal conductivity of the mountain. Spatial correlation lengths used 
by Rautman4 (in review) were based on transect-sampling and geostatistical modeling done on the 
mountain. Based on his work, the spatial correlation length and the anisotropy ratio were re-set to 
2,000 m and 20: 1. The porosity distribution for the new simulation was generated, upscaled and 
the flow code was re-run (case ratio). 

The resultant porosity distribution with the new anisotropy ratio and correlation length led to 
a cross-section with almost homogeneous layers (see Figure 6-16 for porosity distribution before 
(a) and after (b) upscaling). The porosity of the PTn of this system is generally higher than the 
case where the mean porosity is assigned to each unit (ihm). As could be expected the matrix 
saturation (Figure 6-17a) resembled that of run ihrn more than cslb2 (Figure 6-2). Saturations are 
slightly higher in ratio than ihrn, which can be explained by the higher porosity of the PTn. Case 
ratio showed much more lateral flow through the PTn, through there still is a strong component of 
vertical flow underneath the PTn outcrop (Figure 6-17b). Infiltration through the PTn upper 
boundary proved to be intermediary to cslb2 and ihm (Figure 6-4, Table 6-2). The percentage of 
particles that exit the system are similar in both cases (Table 6-2). 

6.2.6 Vitric versus Zeolitic Calico Hi l l s  

The Calico Hills is divided into two distinct types of tuff for modeling purposes: vit& 
and zeolitic. The CHnv represents unaltered tuff, whereas the CHnz represents tuff that has 
undergone mineral alteration in part caused by exposure to high saturations. The alteration 
typically causes a slight reduction in porosity and a much larger reduction in matrix saturated 
hydraulic conductivity (Figure 3-5). Because of the smaller pore size, the zeolitic region will tend 
to exhibit higher saturations than the vitric region of the Calico Hills at similar capillary pressures. 

4. Rautman, C.A. (in review). Preliminary Geostatistical Modeling of Them1 Conductivity for a Cross 
Section of Yucca Mountain, Nevada. SAND94-2283. Albuquerque, NM: Sandia National Laboratories. 
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Figure 6-15. Comparison of matrix saturation distributions for two cases similar to those 
presented in Figure 6-2 except for a modified capillary pressure upper boundary 
condition. 
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Figure 6-16. Porosity distribution before (a) and after (b) upscaling of new anisotropy ratio. 
Porosity increases with darker shading. 
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Figure 6-17. Matrix saturation (a) and Darcy flux (b) with revised anisotropy ratio. Fluxes 
shown are scaled only to those shown in Figure 6-3. 
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In order to evaluate the effect on the analyses of the variation in amounts of the vitric 
versus zeolitic Calico Hills tuffs, new indicator simulations were run on cross-section lb. No dip 
was used in this indicator simulation for the zeolitic Calico Hills since its position is thought to be 
primarily controlled by paleo-water table positions which are generally horizontal. Different 
random number files from the original simulations were used to generate the CHnv, CHnz, and 
TSbv hydrogeological units only. Therefore, the porosity distribution for the other units should be 
similar to those of the original simulations. There are only conditioning data from two boreholes 
in the vicinity of the cross-section which should affect the indicator simulations. Drill hole H-5 is 
located 258.7 meters north of the western portion of the cross-section. The majority of the Calico 
Hills unit has been recorded as being vitric with 68.6 meters as CHnv and 19.8 m as CHnz. 
Borehole G-4 is located 201.4 meters east of the eastern end of the cross-section. The zeolitic 
Calico Hills has been recorded as being dominant in this borehole with 108 m CHnz and 13 m 
CHnv. 

The results of the indicator simulations show varying amounts of zeolitic Calico Hills with 
the least amount in chlb3 and the most in chlb2 (Figure 6-18). As expected from the 
conditioning data, more CHnz is present on the eastern side of the cross-section and more CHnv is 
present on the western section south of boring H-5. These results can be seen after upscaling by 
comparing the saturated hydraulic conductivities in these units (Figure 6-19). Saturated 
conductivity in the Calico Hills is much higher in chlb3 than chlb2, intermediate in chlbl and 
lowest in chlb (the base case). 

All four simulations exhibit the same plume of water below the PTn outcrop as expected 
since the properties of the upper units (TCw, PTn, and TSw) have not been altered (Figure 6-20). 
Matrix saturation in this plume is highest for chlb2, the cross-section with the most zeolitic 
Calico Hills, and lowest for chlb3. Fracture saturations generally mirror matrix saturations 
(Figure 6-21). Higher fracture saturations are not observed in the eastern part of the Calico Hills 
in any of the simulations where there is more CHnz. There are some elements with higher 
fracture saturation underneath the PTn outcrop in chlbl. The extent of zeolitic units does appear 
to affect how far down the areas of higher fracture saturation will extend, as can be seen by 
comparing chlb2 to chlb3. Lateral flow is more prominent in the CHnv unit than the CHnz and 
the elements with lateral flow correspond with high saturated conductivity regions of the vitric 
region of the Calico Hills (Figure 6-22 and Figure 6-19). 

Overall, there appears to be little sensitivity of the flow model to the extent of the zeolitic 
portion of the Calico Hills, even though the presence of the CHnv was important for channeling of 
water. Although this study only looked at the qualitative flow behavior, it is unlikely that the 
travel times through zeolitic material could change appreciably. In running the particle tracker, 
most of the particles left the UZ from units above the Calico Hills; therefore, particle tracker 
results should not be greatly affected by these sensitivity studies. 

6.2.7 Sensitivity to Fracture Properties 

There is very little information on the fractures at depth. It is unknown whether the 
zeolitic alteration extends into the fractures. The GW"-94 models were based on heterogeneity 

6-25 



chlb . 

1400 

120( 2 

z 
a, 
a, 

.Jd 

1000 

3 

1400 

L 

1.700=1 O5 1.705*1 O5 
Meters 

1200 2 

2 

0) 
0) 
U 

1000 

t 1 

800 

1.700*1 O5 1.70501 O5 
Meters 

CHnv 
CHnz 

Figure 6-18. Results of indicator simulations varying only the TSbv, CHnv, and CHnz units: 
(a) base case; (b) one realization with horizontal CHnv and CHnz. 
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Figure 6-18 (Continued). Results of indicator simulations varying only the TSbv, CHnv, 
and CHnz units: (c) & (d); other realizations with horizontal CHnz and CHnv. 
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Figure 6-19. Saturated hydraulic conductivity comparisons when varying the indicator 
simulations for the TSbv, CHnv, and CHnz: (a) base case; (b) one realization 
with horizontal CHnv and CHnz. 
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Figure 6-19 (Continued). Saturated hydraulic conductivity comparisons when varying the 
indicator simulations for the TSbv, CHnv, and CHnz: (c) & (d); other 
realizations with horizontal CHnz and CHnv. 
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Figure 6-20. Matrix saturation comparison when varying the indicator simulations for the 
TSbv, CHnv, and CHnz units: (a) base case; (b) one realization with horizontal 
CHnv and CHnz. 
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Figure 6-20 (Continued). Matrix saturation comparison when varying the indicator 
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Figure 6-21. Fracture saturation comparisons when varying the indicator simulations for the 
TSbv, CHnv, and CHnz units: (a) base case; (b) one realization with horizontal 
CHnv and CHnz. 
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Figure 6-2 1 (Continued). Fracture saturation comparisons when varying the indicator 
simulations for the TSbv, CHnv, and CHnz units: (c) & (d); other realizations 
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Figure 6-22. Darcy flux comparisons when varying the indicator simulations for the-TSbv, 
CHnv, and CHnz: (a) base case; (b) one realization with horizontal CHnv and 
CHnz. 
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Figure 6-22 (Continued). Darcy flux comparisons when varying the indicator simulations 
for the TSbv, CHnv, and CHnz: (c) & (d); other realizations with horizontal 
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in the fracture porosity and saturated hydraulic conductivity. Fracture moisture retention curves 
were identical for all of the elements regardless of their hydrogeological units. In order to assess 
the sensitivity of the flow field to heterogeneities in the fracture moisture retention curves, the 
mean half-aperture was sampled from an exponential distribution with a mean half-aperture of 
178 pm instead of remaining constant at 178 pm. The mean and standard deviation of the fracture 
pore size was assumed to be exponential. The fracture saturated conductivity and fracture 
porosity were calculated as described in Section 3.2.5. 

The resulting matrix saturation, fracture saturations and fluxes as compared to the base 
case are shown in Figure 6-23,644, and 6-25, respectively. In general, the saturations are lower 
in the simulation with variable moisture retention curves (chlbj); however, no distinct trends 
emerged. Overall, matrix saturation appeared to have a greater effect on fracture flow than the 
moisture retention curves used for fractures. More simulations need to be performed in order to 
sufficiently answer question about the effects of fracture properties on the flow field. 

6.3 Summary and C,onclusions 

The sensitivity analyses are useful in that they have shown how certain hydrogeologic 
properties affect simulation of the flow system and also some of the limitations of DUAL. 
Including intra-unit heterogeneities has been shown to be critical to modeling groundwater-flow 
fast paths. It is the heterogeneities that can concentrate flow, forming areas of higher saturation 
and therefore higher unsaturated hydraulic conductivity and groundwater velocities. With the 
composite-porosity conceptual model, a zone of higher matrix saturation could lead to fracture 
flow and thus significant fast-path flow. These results are not surprising, but should emphasize the 
importance of understanding the heterogeneities of a system. 

The effects of using deterministic boundaries between units (in this case a uniformly thick 
PTn) were not as straightforward. These analyses showed that small differences in porosity, 
especially at the PTn outcrop, can have a strong control on the flow system. When these 
differences were minimized as much as possible, there was some evidence that the system with the 
uniformly thick PTn was more likely to have fast paths. However, the effect of the deterministic 
versus geostatistically simulated unit boundaries was small compared to the effects of small 
changes in porosities. These analyses again show the importance of complexities in the system 
(porosity distribution) in controlling fast paths. 

Many of the sensitivity analyses conducted have shown a great deal of variability in the 
infiltration is through the upper boundary in response to small changes in the system. Changes in 
infiltration in turn led to changes (in some cases quite large) in saturations and Darcy fluxes. 
Infiltration, therefore, appears to be an important factor in controlling groundwater flow. 

The capabilities of DUAL in its present state were also tested by changing boundary 
conditions and grid sizing. DUAL was shown to be unable to converge when a flux condition was 
specified along the upper boundary. It would have facilitated the sensitivity analyses to be able to 
hold flux into the system constant. However, there is not a direct method for determining flux. On 
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Figure 6-23. Matrix saturation comparisons with constant (a) and variable (b) fracture 
moisture retention curves. 
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Figure 6-24. Fracture saturation comparisons with constant (a) and variable (b) fracture 
moisture retention curves. 
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the other hand, pressure can be directly inferred from field measurements of saturation. Thus a 
pressure boundary condition is more closely linked to the available data. 

The limitations of DUAL were also tested by refining the grid size. Simulations were able 
to be conducted with finer grids than used in the base case; however, if too fine a grid was used the 
code did not converge. This is most likely due to high contrasts in saturations between adjoining 
elements. For the cases that did converge, while there were slight variations, in general the results 
were consistent and independent of grid size. 

It has been recognized that the correlation length and anisotropy ratio used in GWTT-94 
might not best reflect the data to date (Istok et al., 1994) (see section 3.1). However, it can be seen 
that in using alternative ratios leads to generating a system with more homogeneous 
hydrogeological units. Because heterogeneities in a system are critical for the initiation of fast- 
path flow, it is important to preserve intra-unit heterogeneities in conducting future GWTT 
calculations. 

'Channeling in the vitric Calico Hills unit became apparent when the amount of vitric 
versus zeolitic Calico Hills was geostatistically varied. These findings indicate that fast-path flow 
is more likely to occur in the CHnz. This finding is not surprising due to its higher saturated 
hydraulic conductivity of the CHnz. Addition boreholes drilled to the depth of the Calico Hills 
would assist finding potential in fast-paths. 
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Chapter 7 
Conclusions and Recommendations 

7.1 Findings 

The GW"-94 work was intended to identify and evaluate the processes and conditions that 
initiate fast-path flow in the unsaturated zone,. a necessary step in the ultimate calculation of 
groundwater travel time. The conclusions presented reflect our success at evaluating these prelim- 
inary, limited aspects of the problem. Our findings are: 

The flow modeling simulations produced only a few areas of locally high groundwater sat- 
uration in the unsaturated-zone in the nine two-dimensional realizations. The factors that 
cause locally saturated conditions are: infiitration at the PTn outcrop, low upper-boundary 
capillary suction pressures, and low porosities in the TSbv. 

- The particle-tracking modeling indicates particles that remain in matrix-flow conditions 
move very small distances over the duration of the simulations even when large time steps 
were used. Only when particles move at fracture-flow velocities is it possible for them to 
exit the system, demonstrating the importance of understanding the mechanisms causing 
locally saturated conditions or any other conditions that can initiate and sustain fracture 
flow (Table 5-1). Because of the large time steps used in the particle tracker, and the as- 
sumptions made regarding imbibition of particles from fractures into the matrix, the report- 
ed travel-time results are quite conservative. 

- Zones of higher saturation below the PTn outcrop are observed in simulations of the cross- 
sections between the Solitario Canyon and Ghost Dance faults (Figures 4-5a and 4-5b), 
suggesting that the PTn outcrop is a critical zone for high infiitration. This pattern is not 
observed in the other simulations where there are lower porosities of the PTn at its outcrop 
in Solitario Canyon, or where there is no PTn outcrop at all (Figure 4-5c). 

- In most realizations, the zones of localized high saturation occur in the western part of the 
repository, beneath the outcrop of the PTn. The generally higher saturation of the upper 
boundary at the outcrop of the PTn (Figure 4-5a), combined with predominantly vertical 
flow (Figure 4-9a), results in high local saturation below the outcrop and the consequent 
mobilization of particles at fracture-flow velocities in this region of the model. 

- The surface capillary pressure boundary conditions exert a strong influence on the satura- 
tions and flow fields observed in the flow simulations which in turn affect the travel time 
of particles. In one simulation, cslbc (Figure 4-5a), an unusually high-magnitude capillary 
suction pressure produced high matrix saturations which consequently resulted in a large 
number of particles experiencing fast-path fracture flow. 



- Low porosities in the TSbv result in zones of high saturation in all three simulations of both 
cross-sections 1 and 3 (Figure 4-5a and c), suggesting that the TSbv might be an important 
unit in the initiation of fracture flow. The stratigraphic position of the basal vitrophyre rel- 
ative to the western part of the repository has a significant impact on the number of particles 
exiting the system. If the disturbed zone boundary caused particles to start from below the 
repository in the vicinity of the TSbv, travel times would be faster than the difference in 
path lengths would predict. The vertical separation of the initial particle positions and the 
zones of higher saturation at the basal vitrophyre is therefore a controlling feature of the 
groundwater travel time calculated by the model. 

- The LBL/USGS site-scale model predicts that moisture would build up along faults when 
they act as capillary barriers, while relatively dry conditions would prevail when the faults 
are assumed to readily conduct water (Bodvarsson et al., 1994). However, the results of the 
simulations performed for this study show that neither high nor low saturation zones were 
observed along the Ghost Dance Fault at the eastern boundary of cross-sections 1 and 2 
(Figures 4-5a and b), suggesting instead that heterogeneities or irregularities of unit con- 
tacts may have a strong enough influence on the flow system to minimize lateral flow (Fig- 
ure 4-9a and b) and thus prevent such transport of liquid to the faults where it would either 
build up or be diverted down the fault. 

- The sensitivity analyses demonstrated how certain hydrologic properties affect simulation 
of the flow system. Inclusion of intra-unit heterogeneities of porosity is critical to modeling 
groundwater-flow fast paths because they concentrate flow, forming areas of higher satu- 
ration, unsaturated hydraulic conductivity, and groundwater velocities (Figure 6-2,6-3,6- 
4). The effects of the deterministic versus geostatistically simulated unit boundaries were 
also tested; these effects were minor, however, compared to the effects of small changes in 
porosities at the outcrop of the PTn (Figures 6-7,6-8,6-9,6-10,6-11). Many of the sensi- 
tivity analyses conducted showed that small changes in the system resulted in significant 
variation in infiltration through the upper boundary which in turn led to changes in satura- 
tions and Darcy fluxes, suggesting that infiltration is an important factor in controlling 
groundwater flow. 

- The capabilities of DUAL in its present state were tested by changing boundary conditions 
and refining grid size. When specified-pressure upper boundaries of the model were 
changed to the specified fluxes, DUAL failed to converge. If too fine a grid was used (e.g., 
30 by 60), the code also did not converge, most likely due to high contrasts in saturations 
between adjoining elements. Otherwise, the results of alternative simulations were consis- 
tent and independent of grid size, demonstrating that grid size is not a sensitive factor when 
using DUAL to the extent it was varied (Figure 6-13,6-14). 

- Because the assumptions regarding water-particle travel are quite conservative, the travel- 
time results have not been emphasized here. Once fracture flow was initiated for a particle, 
it was almost always transported to the water table and thus out of the system. Overall, with 
one exception, a small percentage of particles (less than 3%) exited the system by these pro- 
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cesses. Had a mechanism for reimbibition of fracture water into the matrix been imple- 
mented, the number of particles moving to the water table by fracture flow may have been 
significantly less. 

7.2 Future Directions 

Despite the conservative assumptions regarding mechanisms which propagate fracture-flow as 
indicated by water-particle movement, the modeling done for the GWTT-94 study has given pos- 
itive indications that the Yucca Mountain site might meet the GW"' regulations. However, these 
calculations are preliminary and do not account for important factors specified in the criteria (sat- 
urated zone and disturbed zone). The modeling has identified sensitive factors and demonstrated 
areas needing further investigation. Several areas of future work can be proposed at this time: 

The geostatistically determined geometry of hydrostratigraphic units and distributions of 
porosity should be compared with alternative geological conceptualizations of the site, es- 
pecially as new hydrogeological data become available. 

Infiltration appears to be an important factor controlling groundwater flow. The imposition 
of uniform pressure upper boundary conditions for the entire outcrop of a unit as was done 
in this study is probably not realistic. Thus more detailed and accurate data (spatially vary- 
ing within a unit) about infiltration or pressure boundary conditions, in-situ saturations and 
shallow-water content along PTn outcrop are needed. 

All numerical simulations of groundwater flow in the GWIT-94 study were for steady- 
state conditions. Numerical modeling of transient flow in response to high-infiitration 
events may delineate fast flow paths in response to temporarily non-uniform distribution of 
infiltration. Transient groundwater flow modeling will provide a more realistic simulation 
of fast flow in the unsaturated zone. 

To incorporate outcrop data effectively into the model, it will be necessary to use finer grid 
patterns along the outcrop of the PTn. 

Understanding water flow in PTn will increase our confidence in our predictions of UZ 
flow behavior. If lateral diversion occurs, flow may drain toward Ghost Dance fault, where 
it may either drain into the fault zone or accumulate, depending on the permeability of the 
fault zone. If, however, vertical flow predominates, perched-water zones may develop, 
particularly in western portion of site. 

The particle tracker used in GWTT-94 incorporated large time steps, allowing the initiation 
of transport at fracture-flow velocities when matrix saturation occurs, but essentially pro- 
hibiting reimbibition of particles. The particle tracker therefore is likely to underestimate 
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the travel time of the particles exiting the system by fracture flow. A dual-permeability for- 
mulation of the code that simulates reimbibition of groundwater into areas with low matrix 
saturation will provide more realistic estimates of travel times. 

- The sensitivity analyses demonstrated that infiltration, matrix saturation, and Darcy fluxes 
were all higher in simulations of a heterogeneous system; more realistic investigation of the 
effects of the heterogeneities is essential. 

- Refinements are needed in the flow code to provide for simulation of the heterogeneity in 
the fracture system, thereby refrning the matrix-fracture interaction in terms of both the ini- 
tiation and propagation of fracture flow in the model. Fracture-system heterogeneities, like 
those of the matrix, will be geostatistically simulated. 

- Future modeling should include an estimate of the effect of disturbances by the repository 
on surrounding rock to more accurately predict travel times to the water table. 

- Additional investigation and data collection will eliminate uncertainties about hydrogeo- 
logical parameters; nevertheless, multiple-realization numerical modeling will continue to 
be performed to account for uncertainties which remain about the conceptual model. 

7.3 Plans for GWTT-95 Work 

Plans for improving the modeling done as part of the 1995 GWTT calculations include: 

- Selecting additional cross-sections, based on information gained from the site-scale mod- 
eling effort and available site-characterization data. One cross-section will be oriented 
roughly north-south. Another will trend northwest to southeast, approximately through 
Drill Hole wash. The east-west cross-sections will extend from the Solitario Canyon fault 
to the Bow Ridge fault, thus incorporating the Ghost Dance fault as an interior feature. 

- Co-simulating matrix porosity and saturated conductivity in the geostatistical simulations. 
Although there are more abundant porosity data, saturated conductivity is a more effective 
hydrological parameter for flow calculations because it accounts for the interconnection be- 
tween pore space. The future geostatistical simulations will use saturated conductivity data 
where available. Where only porosity data are available, a correlation between porosity 
and saturated hydraulic conductivity will be used, similar to what was done for the 1994 
GWTT calculations. 

- Using a dual-permeability conceptual model in addition to modeling an equivalent contin- 
uum. This model allows for capillary-pressure disequilibrium between fractures and the 
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matrix. With this model it is possible to propagate fracture flow under less saturated con- 
ditions than is needed for an composite-porosity model. This model will allow for more 
realistic reimbibition of water from fractures into the matrix. 

- Using the currently available data for infiltration or pressure along the upper boundary, in- 
cluding if possible spatial variation within units. 

7.4 Implications for Other YMP Activities 

This work is a precursor to the complete evaluations of GWTT for the Technical Site Suitabil- 
ity report due in 1997. The complete GWTT evaluations require analyses in the unsaturated and 
saturated zones, and that the effects of repository-induced thermal disturbances to the hydrologic 
flow field be defined. It is expected that the future analyses will be able to build on the current 
geostatistical unsaturated-zone model domains. This work will be used for both future GWTT 
analyses and other performance-assessment activities, such as upcoming total-system performance 
assessments. Furthermore, the conceptual model of the groundwater flow (Le., the composite-po- 
rosity model) used here is expected to represent one of the alternative conceptual models that must 
be considered in the complete GW" evaluation. 

The geostatistically simulated model domain used in this work can also be applied to other in- 
vestigations, such as the evaluation of the importance of a more complete characterization of the 
Calico Hills unit beneath the potential repository. 

The observations that the fast-path flow times are not linearly related to the distance itom the 
point of initiation to the water table is of importance to the design and systems-engineering activ- 
ities. Because of the presence of areas of high local saturation beneath the potential repository ho- 
rizon, design and construction practices that result in a disturbed-zone that extends to these' 
saturated areas might imply a relatively high percentage of fast-flow paths. 
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