Boundary Determination for Trivariate Solids

K. I. Joy and M. A. Duchaineau

This article was submitted to Pacific Graphics Conference, Seoul, Korea, October 5-7, 1999

May 14, 1999

Approved for public release; further dissemination unlimited
DISCLAIMER

This document was prepared as an account of work sponsored by an agency of the United States Government. Neither the United States Government nor the University of California nor any of their employees, makes any warranty, express or implied, or assumes any legal liability or responsibility for the accuracy, completeness, or usefulness of any information, apparatus, product, or process disclosed, or represents that its use would not infringe privately owned rights. Reference herein to any specific commercial product, process, or service by trade name, trademark, manufacturer, or otherwise, does not necessarily constitute or imply its endorsement, recommendation, or favoring by the United States Government or the University of California. The views and opinions of authors expressed herein do not necessarily state or reflect those of the United States Government or the University of California, and shall not be used for advertising or product endorsement purposes.

This is a preprint of a paper intended for publication in a journal or proceedings. Since changes may be made before publication, this preprint is made available with the understanding that it will not be cited or reproduced without the permission of the author.

This report has been reproduced
directly from the best available copy.

Available to DOE and DOE contractors from the
Office of Scientific and Technical Information
P.O. Box 62, Oak Ridge, TN 37831
Prices available from (423) 576-8401
http://apollo.osti.gov/bridge/

Available to the public from the
National Technical Information Service
U.S. Department of Commerce
5285 Port Royal Rd.,
Springfield, VA 22161
http://www.ntis.gov/

OR

Lawrence Livermore National Laboratory
Technical Information Department's Digital Library
http://www.llnl.gov/tid/Library.html
BOUNDARY DETERMINATION FOR TRIVARIATE SOLIDS

Kenneth I. Joy
Center for Image Processing and Integrated Computing
Department of Computer Science
University of California, Davis

and

Mark A. Duchaineau
Center for Advanced Scientific Computing
Lawrence Livermore National Laboratory
Livermore, CA 95616

Abstract

The trivariate tensor-product B-spline solid is a direct extension of the B-spline patch and has been shown to be useful in the creation and visualization of free-form geometric solids. Visualizing these solid objects requires the determination of the boundary surface of the solid, which is a combination of parametric and implicit surfaces. This paper presents a method that determines the implicit boundary surface by examination of the Jacobian determinant of the defining B-spline function. Using an approximation to this determinant, the domain space is adaptively subdivided until a mesh can be determined such that the boundary surface is close to linear in the cells of the mesh. A variation of the marching cubes algorithm is then used to draw the surface. Interval approximation techniques are used to approximate the Jacobian determinant and to approximate the Jacobian determinant gradient for use in the adaptive subdivision methods. This technique can be used to create free-form solid objects, useful in geometric modeling applications.
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1. Introduction

A trivariate parametric equation of the form

\[ \mathbf{p}(u, v, w) = (x(u, v, w), y(u, v, w), z(u, v, w)) \]

for \( u \in [u_a, u_b], v \in [v_a, v_b], \) and \( w \in [w_a, w_b] \), represents a solid model in 3-dimensional space. To render this model in conventional surface-based rendering systems, it is necessary to identify the boundary surfaces that surround the solid.

The solid contains six "boundary faces," each the image of a rectangle representing the boundary of the domain space. These six faces comprise a portion of the boundary of the solid, but in general, they are not sufficient to describe the complete boundary surface. It is straightforward to develop solids for which the boundary faces do not form the complete boundary of the solid. Figure 1 illustrates a solid model defined by

\[ \mathbf{p}(u_a, v_a, w) = (\cos \pi u + 3w, \sin \pi u, v). \]

This solid represents a half-cylinder that has been swept along a linear path. The parametric boundary faces of the solid are shown, but the top surface is an implicit surface, and not a boundary face. These parametric trivariate solids arise naturally through modeling operations (e.g., sweeping or lofting of bivariate models). It has been shown by Joy [7, 8] that solids formed in this way frequently have the property that their boundary surface is not representable by the boundary face patches.

In this article, we limit ourselves to a discussion of the trivariate tensor-product B-spline solid and methods by which the boundary surface of the solid can be determined. In this case, the boundary face patches are B-spline patches and can be directly calculated. Based upon the Jacobian determinant of the defining function, a robust test is developed that indicates the presence of an implicit boundary surface in a region of the domain space. An adaptive subdivision
FIGURE 1: Images of the boundaries of the domain space are not sufficient to describe the boundaries of the solid. This model was generated by a linear sweep of a half-cylinder, creating a trivariate function. (a) the images of the boundaries in the domain space. (b) the complete solid.

In Section 2, we review research related to trivariate solid models. Section 3 introduces the trivariate B-spline solid and the mathematical properties of the solid that we require. Definition of the boundary surface of a trivariate solid is discussed in Section 4. Interval methods to approximate the Jacobian determinant over a domain cell are given in Section 5. The adaptive subdivision algorithm that isolates the implicit boundary surface is defined in Section 6. The isosurface generation algorithm is presented in Section 7. Here, we discuss the prevention of cracks that are naturally generated from the adaptive algorithm. Results of the use of the algorithm are shown in Section 8.

2. Related Work

Trivariate B-Spline and Bézier solids have been treated by a number of researchers. Stanton et al. [18], Casale and Stanton [3] and Farouki and Hinds [6] all discuss the trivariate form, but avoid the questions of construction of the general boundary surfaces. Lasser [10] discusses the general trivariate B-spline form, the generation of points in the volume and the generation of
derivatives for these solids.

Sederberg and Parry [16] utilized the free-form trivariate B-spline solid for deformations. They embed an object in a deformable region of space defined by the trivariate solid such that each point of the object has a unique parameterization that defines its position in the region. The trivariate region is then altered by moving its control points. Using the trivariate form gives great flexibility to the definition of the deformable regions, and gives few parameters (the control points) which can be used to control the deformation.

Joy [7] described a modeling system for trivariate B-spline solids. These solids were rendered by using the parametric face patches where possible. Heuristic methods were developed to render the implicit surface, but these were not robust and did not work in many cases. Joy [8] also generalized his method to sweeping, generating trivariate B-spline solids from the sweeping operations. The trivariate generators of the sweeping operations, however, must be representable by the boundary face patches for this method to work.

Rappaport et al. [13] have incorporated physical properties into free-form trivariate solids. They utilize volume preservation and energy measures to limit the flexibility of the deformations of the solids. Reus et al. [14] have also treated the trivariate tensor-product solid in a physical manner.

In this paper, we are interested in a boundary-surface description of the trivariate tensor-product B-spline solid. On a surface-based rendering system, we must find the surface that represents the boundary of the solid. We provide a robust method that guarantees the presence of the implicit boundary and renders it to a desired accuracy. To do this, we approximate the Jacobian determinant using interval techniques, and subdivide the domain space to isolate rectilinear cells in the domain that contain the implicit surface. We adapt the marching-cubes algorithm to generate a crack-free surface that represents the complete surface of the solid.

3. The Trivariate Tensor-Product B-Spline Solid

The trivariate tensor product B-spline solid is defined by an a set of \((n_1 + 1) \times (n_2 + 1) \times (n_3 + 1)\) control points \(\{p_{i_1,i_2,i_3} : 0 \leq i_1 \leq n_1, 0 \leq i_2 \leq n_2, 0 \leq i_3 \leq n_3, \}\) and three sets of knots

\[
\{u_0, u_1, \ldots, u_{n_1+m_1}\}
\]
\[
\{v_0, v_1, \ldots, v_{n_2+m_2}\}
\]
\[
\{w_0, w_1, \ldots, w_{n_3+m_3}\}
\]
A cubic trivariate Bézier solid. The solid is defined by 64 control points, shown in blue. The boundary faces are the images of the boundaries of the domain interval.

where

\[ p(u, v, w) = \sum_{i_1=0}^{n_1} \sum_{i_2=0}^{n_2} \sum_{i_3=0}^{n_3} p_{i_1, i_2, i_3} N_{i_1, m_1}(u) N_{i_2, m_2}(v) N_{i_3, m_3}(w) \]

for \( u \in [u_{m_1-1}, u_{n_1+1}] \), \( v \in [v_{m_2-1}, v_{n_2+1}] \) and \( w \in [w_{m_3-1}, w_{n_3+1}] \). The products \( N_{i_1, m_1}(u) N_{i_2, m_2}(v) N_{i_3, m_3}(w) \) are the trivariate tensor-product B-spline normalized blending functions defined by the knot sequences, and \( m_1 \), \( m_2 \) and \( m_3 \) are the orders of the spline in each of the parametric variables.

The trivariate B-spline provides a robust set of solids for design purposes. One can easily define many polygonal solids and close approximations to spheres, cylinders, cones and tori (with exact specification if one wishes to use the rational form of the spline). In addition, complex solids can also be defined by using control-point specification with a variety of curve and patch fitting algorithms. The solid can be refined/subdivided by a trivariate adaptation of the a B-spline subdivision algorithm [2, 4]. They satisfy the convex-hull property, so that bounding volumes can be calculated by examining only the control points. The B-spline solids may be refined/subdivided into a set of Bézier solids whose union is the original – similar to the refinement of a B-spline patch into its Bézier components (see [1, 5]).

Partial derivatives of trivariate B-splines functions are also trivariate B-splines. The control
points of the partial-derivative B-spline functions $\mathcal{D}_u p = \frac{\partial}{\partial u} p$, $\mathcal{D}_v p = \frac{\partial}{\partial v} p$ and $\mathcal{D}_w p = \frac{\partial}{\partial w} p$ are given by

$$\mathcal{D}_u p_{i,j,k} = \frac{m_1 - 1}{u_{i+m-1} - u_i} (p_{i,j,k} - p_{i-1,j,k})$$

for $1 \leq i \leq n_1$, and

$$\mathcal{D}_v p_{i,j,k} = \frac{m_2 - 1}{v_{j+m-1} - v_j} (p_{i,j,k} - p_{i,j-1,k})$$

for $1 \leq j \leq n_2$ and

$$\mathcal{D}_w p_{i,j,k} = \frac{m_3 - 1}{w_{k+m-1} - w_k} (p_{i,j,k} - p_{i,j,k-1})$$

for $1 \leq i \leq n_3$, respectively. These control points are vectors, and each derivative $\mathcal{D}_u p$, $\mathcal{D}_v p$, and $\mathcal{D}_w p$ is of degree one less than the degree of $p$ in $u$, $v$, and $w$, respectively.

4. The Boundary of a Parametric Solid

We can state a simple result that gives a superset of the topological boundary of a parametric solid.

**Theorem 4.1**

Given a rectilinear cell $B = [u_a, u_b] \times [v_a, v_b] \times [w_a, w_b]$ and a trivariate B-Spline function $p(u, v, w)$ defined over $B$. Then the surface boundary of the solid $p$ is contained within the union of the boundary faces of the solid over $B$, and the points where the determinant of the Jacobian of $p$ over $B$ vanishes.

For a proof of this theorem see [12].

The boundary faces of a trivariate B-Spline solid are each bivariate B-spline patches. Thus the boundary of the solid is a combination of parametric B-spline patches and the isosurface where the determinant of the Jacobian of $p$ is zero. The determinant of the Jacobian of $p$ is defined by

$$J(p(u, v, w)) = \begin{vmatrix}
\mathcal{D}_u p(u, v, w) \\
\mathcal{D}_v p(u, v, w) \\
\mathcal{D}_w p(u, v, w)
\end{vmatrix}
= \begin{vmatrix}
\frac{\partial x}{\partial u}(u, v, w) & \frac{\partial x}{\partial v}(u, v, w) & \frac{\partial x}{\partial w}(u, v, w) \\
\frac{\partial y}{\partial u}(u, v, w) & \frac{\partial y}{\partial v}(u, v, w) & \frac{\partial y}{\partial w}(u, v, w) \\
\frac{\partial z}{\partial u}(u, v, w) & \frac{\partial z}{\partial v}(u, v, w) & \frac{\partial z}{\partial w}(u, v, w)
\end{vmatrix}
= \mathcal{D}_u p(u, v, w) \cdot (\mathcal{D}_v p(u, v, w) \times \mathcal{D}_w p(u, v, w))$$
Thus, we have that $J(p(u, v, w)) = 0$ if and only if the triple scalar product

$$D_u p(u, v, w) \cdot (D_v p(u, v, w) \times D_w p(u, v, w)) = 0$$

or, equivalently, when the three vectors $D_u p(u, v, w), D_v p(u, v, w),$ and $D_w p(u, v, w)$ are linearly dependent.

Using this theorem, we can state that the boundary faces of a trivariate solid accurately represent the boundary of the solid only if the Jacobian determinant of the defining function does not vanish over its domain. If this determinant does vanish, then the boundary may also be represented by an implicit surface, defined to be the isosurface where $J = 0$. It is this surface that we wish to calculate.

5. Approximating the Jacobian Determinant

Given a set of unit vectors $\vec{v}_1, \vec{v}_2, \ldots, \vec{v}_n$, we can bound these vectors by a cone $C$, defined by an axis $\vec{a}$ and a "spread" angle $\alpha$, such that the angle between each vector $\vec{v}_i$ and the axis $\vec{a}$ is less than $\alpha$. A cone gives an "interval" approximation to a set of unit vectors. Each cone can be associated with a region on the unit sphere - the intersection between the cone, with its apex at the origin, and the unit sphere. The construction of a cone that satisfies these properties was described by Sederberg and Meyers [15], or by Kim [9], and an example is shown in Figure 3. For a general set of vectors, with varying lengths, we determine a cone bounding the unit vectors, which are determined by dividing each of the vectors by its length.

Given two cones $C_1$ and $C_2$, we define the scalar product $C_1 \cdot C_2$ to be the interval defining the range of scalar products for pairs of vectors taken from $C_1$ and $C_2$, respectively. We can also define the cross product of two cones to be the smallest cone surrounding all cross products of vectors from $C_1$ and $C_2$, respectively (see [15], and Figure 4).

The convex hull property holds for trivariate B-spline solids, i.e., the solid is contained in the convex hull of its control points. This implies that for a given cell $B$ in the domain, the cones $C_u, C_v,$ and $C_w,$ constructed from the control points of $D_u p, D_v p,$ and $D_w p$, respectively, bound the range of directions of the respective partials. This implies that a bound on the Jacobian determinant over $B$ is given by

$$J(p) = D_u p \cdot (D_v p \times D_w p) \leq I(C_u \cdot (C_v \times C_w)) \tag{1}$$
**FIGURE 3:** A cone approximation to a set of unit vectors.

**FIGURE 4:** The cross-product cone. The blue cone is the smallest cone that surrounds the cross products of vectors in the two green cones. This cone can be directly calculated by bounding the four vectors that form the normals to the four great circles of the unit sphere tangent to the green cones. The yellow region is the actual region spanned by the cross products calculated from vectors in the two cones.
where $L$ is an interval with positive entries\textsuperscript{1}, defined to be

$$L = [L_{\text{min}}, L_{\text{max}}]$$

where

$$L_{\text{max}} = \max \left\{ \| \vec{u}_u \| \| \vec{v}_v \| \| \vec{w}_w \| : \vec{u}_u \in C_u, \vec{v}_v \in C_v, \text{ and } \vec{w}_w \in C_w \right\},$$

and

$$L_{\text{min}} = \min \left\{ \| \vec{u}_u \| \| \vec{v}_v \| \| \vec{w}_w \| : \vec{u}_u \in C_u, \vec{v}_v \in C_v, \text{ and } \vec{w}_w \in C_w \right\}.$$

The quantity $L (C_u \cdot (C_v \times C_w))$ is an interval product, and produces an interval bounding the range of values of $J(\mathbf{p})$ over $B$. If $L$ is interval with positive components, it is clear that if $0 \notin C_u \cdot (C_v \times C_w)$ then $J(\mathbf{p}) \neq 0$ in $B$. Therefore, given a cell $B$, and a trivariate B-spline solid $\mathbf{p}$ defined over $B$, we can state that the implicit boundary surface is not contained in $B$ if

$$0 \notin C_u \cdot (C_v \times C_w)$$

where $C_u$, $C_v$, and $C_w$ are the bounding cones for $D_u \mathbf{p}$, $D_v \mathbf{p}$, and $D_w \mathbf{p}$, respectively.

6. **Adaptively Subdividing the Domain Space**

To generate the implicit boundary surface, we adaptively subdivide the domain space, isolating rectilinear cells in the domain where the isosurface lies. We then use an adaptation of the marching-cubes algorithm to find the isosurface (see Lorensen et al.[11], or Wyvill and McPheeters [19] for a similar algorithm). We use a priority queue of domain cells, ordered by decreasing values of the widths of the intervals $C_u \cdot (C_v \times C_w)$. The full domain space is initially placed on the queue.

When a cell $B$ is removed from the queue, it is subdivided into two pieces $B_1$ and $B_2$ via a plane through the center of the cell and parallel to the $xy$, $xz$, or $yz$ plane. For each $B_i$, the cone approximation $C_u \cdot (C_v \times C_w)$ is calculated, yielding an interval. If zero is contained in this interval, the cell is inserted into the queue. If zero is not contained in the interval, the cell is discarded. By this process, we construct a binary tree of cells, keeping the relevant cells in a priority queue. This process is continued until the widths of the intervals of all cells in the queue are less than a prescribed minimum, or the number of cells in the queue reaches a predetermined number.

If the queue becomes empty, then the implicit boundary surface does not exist over the domain space, and the parametric boundary faces represent the boundary surface of the solid.

\textsuperscript{1}We assume none of our vectors have zero length.
We have three planes by which we can split each cell. Since we will use a marching-cubes method to generate the isosurface, we would like the isosurface to be relatively flat, relative to the cell size.

The gradient of the Jacobian determinant at a point \((u, v, w)\) is normal to the isosurface through this point. Thus, To accurately predict when a linear approximation of the isosurface is accurate over a box \(B\), we wish to subdivide cells such that the variation of these gradients is minimized.

The gradient of the Jacobian determinant \(\nabla J\) is the vector given by
\[
\nabla J(u, v, w) = \left( \begin{array}{ccc}
J_u(u, v, w) & J_v(u, v, w) & J_w(u, v, w)
\end{array} \right)
\]
where
\[
J_u(u, v, w) = \frac{\partial p}{\partial u} + \frac{\partial p}{\partial v} + \frac{\partial p}{\partial w}
\]

Similarly,
\[
J_v(u, v, w) = \frac{\partial p}{\partial u} + \frac{\partial p}{\partial v} + \frac{\partial p}{\partial w}
\]
and
\[
J_w(u, v, w) = \frac{\partial p}{\partial u} + \frac{\partial p}{\partial v} + \frac{\partial p}{\partial w}
\]

We can approximate each of the three quantities on the right side of these equations by Equation (1). This gives an interval for each determinant, and we can sum the three intervals to get a bound on the range of the gradient. This gives an approximation to the gradient over the cell.

If \(I_u\), \(I_v\) and \(I_w\) are the intervals approximating \(J_u\), \(J_v\), and \(J_w\), respectively, then we examine the three quantities:
\[
g_u = \text{width}(I_u)(u_b - u_a), g_v = \text{width}(I_v)(v_b - v_a), \text{ and } g_w = \text{width}(I_w)(w_b - w_a),
\]
where \(B = [u_a, u_b] \times [v_a, v_b] \times [w_a, w_b]\). We subdivide by a plane parallel to the \(xy\) plane if \(g_w\) is the maximum, parallel to the \(xz\) plane if \(g_u\) is the maximum, and parallel to the \(yz\) plane if \(g_v\) is the maximum. Thus, we subdivide in the direction where the gradient has the maximum variance over the cell, with respect to the cell size.
7. Isosurface Generation

At the finish of the adaptive subdivision process, we have a binary tree of cells. The children of each cell have been created by splitting the parent cell by a plane through the center of the cell and parallel to the $xy$, $xz$, or $yz$ plane. The standard way of calculating the isosurface $J(p) = 0$ is to use a marching cubes or similar algorithm, see Lorensen et al.[11], and Wyvill and McPheeters [19]. However, adaptive subdivision algorithms produce non-uniform cells, and the marching cubes algorithms typically produce cracks in the isosurface when applied to these collections of cells (see Shu et al. [17], and Figure 7). Shekhar et al. has published an algorithm that patches the cracks by comparing the isolines on abutting cell faces and modifying the isolines on the faces of the smaller cells to correspond to the isolines on the faces of the larger ones.

We use a variation of the marching cubes algorithm that subdivides each cube into tetrahedra. We can easily determine the isosurface in the tetrahedra, as there are only three cases to consider (see Zhao et al. [20], and Figure 6). We can also adaptively generate the tetrahedra representing a cell, such that the generated isosurface does not have cracks.

We first make a pass through our binary tree of cells and identify the cells that can possibly generate cracks. These cells have neighbors that have been subdivided, as shown in Figure 7. For those cells that do not require repair, we split the image of the cell under $p$ into twelve

\[\text{Figure 5: A crack in a generated isosurface. The underlying surface was colored green to enhance the crack.}\]
FIGURE 6: Two of the three cases for marching tetrahedra. A type-I tetrahedra, shown in (a), has one vertex that differs in sign from the other three. In this case, one triangle represents the isosurface. A type-II tetrahedra, shown in (b), has two pairs of vertices that differ in sign. In this case, two triangles represent the isosurface. In the third case, not shown, the vertices are all of the same sign and no isosurface exists in the tetrahedron.

FIGURE 7: With adaptive subdivision, cracks can appear in the resulting isosurface. When two adjoining cells are subdivided differently, as shown in (a), the resulting cells in the range space, shown in (b), will appear to have a crack between the cells.
tetrahedra, as shown in Figure 8. This subdivision has two tetrahedra per face, each connected to the image of the center point of the cell.

For those cells that may generate cracks we can identify two abutting faces, and we split the face of the smaller cell such that the faces of the generated tetrahedra lie in the planes of the tetrahedra generated for the larger cell. Figure 9 illustrates this process. Here the face in the smaller cell is split into three tetrahedra. The three tetrahedra all contain the center point of the smaller cell, and the face points are determined from the larger cell. Three new points are calculated on the edges of the tetrahedra from the larger cell, with Jacobian values interpolated from the values on the larger cell. This insures that the faces of the tetrahedra actually abut, and also that the isolines will be the same – removing the possibilities of cracks.

8. Results

We have implemented this algorithm and used it to generate a number of solids. The algorithms has three major steps: (1) the adaptive subdivision of the cells to isolate the implicit boundary surface; (2) The identification of the cells that could potentially cause cracking; and, (3) the generation of the isosurface.

Figure 10 shows a bivariate B-spline patch swept along a linear curve. The resulting func-
Repairing the cracks. The faces of two adjoining cells are shown in (a). The faces are shown with the triangles induced on the face by the tetrahedraization of the cells. Cracks will appear in the generated isosurface. We can adaptively generate the tetrahedraization of the smaller cell such that the faces induced by the tetrahedraization adjoin the faces induced by the tetrahedraization of the larger cell, shown in (b). This eliminates the cracking problem.

The model of Figure 11 uses the bivariate patch from the Figure 10 and rotates the patch 35° as it is swept along a linear path. Four samples of the patch are taken and the trivariate solid is generated by lofting the four bivariate samples. The algorithm produced 900 cells, and generated 5,161 triangles. Figure 12 shows the reduction in the Jacobian interval bound during the operation of the algorithm. Note the smooth reduction of the bounds as the cells are split.

The model of Figure 13 uses a bivariate patch which is swept along another B-spline curve. Again, sections are taken and the trivariate solid is produced by lofting.

We have illustrated these surfaces with Gouraud shading removed so that the reader can see the generated sections of the isosurface. If Gouraud shading is enabled, the surfaces are smoothly rendered.
FIGURE 10: Sweeping a bivariate patch along a linear curve. The boundary face patches are shown in (a), and the full solid is shown in (b).

FIGURE 11: Sweeping a bivariate patch along a linear curve with rotation. The boundary face patches are shown in (a), and the full solid is shown in (b).
FIGURE 12: Reduction in the width of the Jacobian determinant approximation interval during the operation of the algorithm.

FIGURE 13: Sweeping a bivariate patch along a curve. The boundary face patches are shown in (a), and the full solid is shown in (b).
9. Conclusions

We present a robust method that calculates the boundary surfaces of a trivariate tensor-product B-spline solid. We define the boundary surface as a combination of the boundary face patches of the solid – images of the two-dimensional boundaries of the domain space – and an implicit boundary surface, defined where the Jacobian determinant of the defining function is zero. We describe robust approximation methods, using cone approximates, to bound the Jacobian determinant over a region in the domain and use these approximates to generate an adaptive marching cubes algorithm that defines the isosurface. We present new methods, based upon tetrahedral decomposition, for patching the cracks in the isosurface generation routine.

Future work in this area is to use these techniques to describe the envelopes of general swept solids. Many of these swept surfaces can be described as a trivariate spline, and the techniques we present can be used. However, more general techniques are required to describe general surface envelopes.
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