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Abstract

Time resolved dynamics of high intensity laser interactions with atomic clusters have been studied with both theoretical analysis and experiment. A short-pulse Ti:sapphire laser system, which could produce 50 mJ of energy in a 50 fs pulse, was built to perform these experiments. The laser used a novel single grating stretcher and was pumped, in part, by a custom Nd:YLF laser system, including 19 mm Nd:YLF amplifiers.

It was found that there is an optimal pulse width to maximize absorption for a given cluster size. This optimal pulse width ranged from 400 fs for 85 Å radius xenon clusters to 1.2 ps for 205 Å radius xenon clusters. Using a pump-probe configuration, the absorption of the probe radiation was observed to reach a maximum for a particular time delay between pump and probe, dependent on the cluster size. The delay for peak absorption was 800, 1400, and 2100 fs for 85 Å, 130 Å, and 170 Å radius xenon clusters respectively. Model calculations suggest that these effects are due to resonant heating of the spherical plasma in agreement with the hydrodynamic interpretation of cluster interactions. While this simple hydrodynamic code produces reasonable agreement with data, it does not include bulk plasma or non-linear propagation effects and is limited to the regime where resonant behavior dominates.

We also measured the scattered laser light from the laser-cluster interaction. Similar
to the absorption measurements, there is an optimal pulse width which maximizes the scattered signal. This pulse width is larger than the optimal pulse width for absorption. This disagrees with model calculations which show both pulse widths being similar. Further experiments measuring the scattered light in a pump-probe configuration should help to resolve this disagreement.
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Chapter 1

Introduction

The interaction of electromagnetic radiation with matter is one of the fundamental areas in physics. These interactions form the basis for many different phenomena, from simple laser heating of materials to astrophysical events. With the first successful operation of a laser\(^1\) a new experimental window was opened into this important realm of physics. There was now a source which could produce a coherent optical field, allowing very basic interaction theories to be experimentally tested.

Optical ionization of gases was observed soon after the invention of the laser.\(^2\) Since the ionization potential of the gases used was greater than the energy of an optical photon, many photons need to be absorbed for ionization to occur. This multi-photon ionization had not previously been observed since it is a highly nonlinear process and the high incident photon density needed to observe it was not available before the invention of the laser. Theory was developed to explain multi-photon ionization and it was successfully described both quasi-classically\(^3\) and by perturbation theory.\(^4\)

Keldysh\(^3\) also realized that in very large fields the ionization mechanism will change. Once the electric field of the laser is on the order of the nuclear Coulomb field, the laser can
Figure 1.1: The Coulomb potential (dashed line) is altered in the present of the laser potential (straight line). An electron in the potential well can now tunnel through the barrier (solid line).

suppress the atomic potential to the point where an electron can tunnel through the barrier (see Fig. 1.1). Many studies of the ionization of noble gases have been carried out.\textsuperscript{5,6} These have shown that as the intensity increases we move from multi-photon ionization to tunnel ionization.\textsuperscript{7}

The field produced by early Q-switched lasers was large compared to what was previously available, but still small compared to the field produced by the nucleus ($\sim e/a_0^2$). Mode-locked lasers increased the available intensities, but these systems were limited to peak intensities of 1-10 GW/cm$^2$ in the amplifying medium. At this point, non-linear effects will cause the beam to self focus, causing catastrophic damage. The introduction of chirped pulse amplification\textsuperscript{8} (CPA) has made it possible to generate very large electric fields on the order of, and in some cases much larger than, the field from the nuclear Coulomb potential.\textsuperscript{9} CPA circumvents the self focusing problem by stretching the pulse in time before amplification. This reduces the peak intensity in the amplifiers, allowing safe amplification. After the amplifier chain, the pulse is recompressed to near its original pulse width, producing an
Electrons will be rapidly accelerated in this field. The kinetic energy of the electrons,

\[ KE = \frac{e^2 E_0^2}{2m_e \omega^2} \cos^2 \omega t, \]

where \( e \) is the elemental charge, \( E_0 \) is the laser electric field, \( m_e \) is the electron mass, and \( \omega \) is the laser frequency, can easily reach several MeV. It is important to note that this energy is oscillatory. Once the pulse has passed, if there have been no other interactions, the electron will not have gained any energy. In studying these interactions one looks for ways in which this energy can be transferred to the electrons.

Gas targets have often been studied in interaction experiments. Their low density allows one to study interactions with individual atoms. Along with their low density, however, comes low laser absorption (<1%). To increase absorption one can use solid targets. Very high absorption, up to 90%, has been seen in microstructured solid targets.\(^{10}\) In addition to the high absorption, high energy radiation and particles can be produced.\(^{11}\) There is a price to be paid for using solid targets. Debris becomes an issue, as solid particles can coat and destroy expensive optics. Target management is more difficult since solid targets are generally destroyed when they are irradiated and have to be replaced. Additionally, the overall physics of the problem is more complicated. We have to take into account interatomic effects, which are negligible in a gas. Collisional heating and collisional ionization will play a major role in the interaction. These processes will increase absorption and plasma temperatures. However, since we only irradiate a portion of a solid target, the remaining cold material will conduct heat away from the interaction zone, causing rapid cooling.

Atomic cluster targets present a situation somewhere between gases and solids.\(^{12}\) Clusters are small groups (tens to millions) of atoms held together with Van der Waals forces. These clusters can be formed by an adiabatic expansion of a gas into a vacuum. The
formation\textsuperscript{13} and electronic properties\textsuperscript{14} of clusters have been extensively investigated. Existing in a mesoscopic region, clusters can be studied to examine high density plasmas without the difficulties encountered when using true solids. The problems of target handling and debris are eliminated. Individual clusters have near solid density, allowing collisional processes to dominate the interaction. However, due to physical separation, each cluster behaves independently. This eliminates conductive cooling, allowing the plasma to remain hot for a long period of time.

The high field community's interest in clusters began in the early 90's. McPherson et al. used clusters to explain anomalous emission seen in experiments.\textsuperscript{15} The x-ray emission from an argon plasma showed much higher charge states than predicted by tunnel ionization. This observation was attributed to the presence of small clusters in the gas target.\textsuperscript{16} It was stated that the presence of these small clusters brings about inner-shell vacancies. This theory requires the production of prompt x-rays, since the recombination into these inner-shell vacancies will be very rapid.\textsuperscript{17} This built on earlier work by Rhodes et al.\textsuperscript{18} where he describes a process whereby inner shell electrons are excited by a coherent motion of the outer electron shell. There was debate in the literature as to the validity of this theory.\textsuperscript{19,20}

Rose-Petruck et al.\textsuperscript{21} created another model for these results. In this "ionization ignition model" the combined field of the laser and the closely spaced cluster ions cause a rapid ionization of the cluster, producing the observed high charge states. This model also included inner-shell vacancy production from electron-impact ionization. Because of the the computer intensive calculations required, this model was only run on small clusters up to 55 atoms.

Ditmire et al.\textsuperscript{22} showed, through Rayleigh scattering, that there are actually very large clusters in these gas targets, tens of thousands of atoms. He also demonstrated that the
radiation produced from the plasma is not prompt, but can actually last for nanoseconds. With this information, a hydrodynamic model of the laser cluster interaction was developed. This model was able to explain measured laser absorption and energetic particles.

One important aspect of this model was the presence of resonant cluster heating. These clusters are much smaller than the wavelength of light. This allows us to treat the field outside of cluster as quasistatic. The field inside a small sphere (with complex dielectric constant) immersed in a uniform electric field is simply

\[ E = \frac{3E_0}{|\epsilon + 2|} \]  

(1.2)

Where \( E_0 \) is the external field and \( \epsilon \) is the complex dielectric constant. Clearly, when \( \epsilon \approx -2 \) there is an enhancement of the field inside of the cluster. This leads to rapid heating of the cluster. This enhancement occurs because of a resonance when the cluster plasma is driven at its natural frequency. The dielectric constant is a function of the electron density in the plasma. In a bulk plasma the resonance will occur when the electron density equals the critical density, \( n_e/n_{crit} = 1 \) (\( n_{crit} = m_e \omega^2 / 4 \pi e^2 \)). In a spherical cluster plasma, as will be shown in chapter 3, the resonance condition will occur when \( n_e/n_{crit} = 3 \) due to the geometry of the problem. Once this resonance is reached the cluster heats greatly and undergoes rapid expansion. When this occurs, high energy electrons and ions are produced.

The goal of the research presented here was to observe direct evidence for the existence of resonant heating in cluster interactions. The initial experiment was to look at the effects of a variable pulse width on absorption. Once a cluster is ionized it will form an overdense plasma. It will take time, on the order of hundreds of femtoseconds, to expand and reach the resonance condition. A 50 fs laser pulse should be gone before the resonance is reached and hence absorption of such a pulse would be low. Making the pulse longer will allow...
more time for the cluster to expand. The resonance condition will be reached during the laser pulse and absorption will increase. A very long laser pulse will mostly interact with a greatly expanded cluster. Cluster effects should play a small role in these interactions, and we expect to see low absorption similar to a pure gas.

There are two main sections to this dissertation. The first section is contained in Chapter 2 and will discuss the design and construction of the terawatt class Ti:sapphire CPA laser system used for these experiments. The front end of this system has been described previously,\textsuperscript{28} and will be briefly reviewed; the final power amplifier, producing 175 mJ, will be discussed in more detail. There will also be a discussion of the characteristics of a 19 mm Nd:YLF amplifier developed to pump high power stages of a future laser.

The remaining chapters will discuss interactions between high intensity laser radiation and atomic clusters. The theory behind these interactions will be presented in Chapter 3. Of particular interest in this chapter is how the plasma resonance frequency is modified by the spherical geometry of a cluster plasma. Experimental results, measuring absorption and soft x-ray emission are the subject of Chapter 4. These experiments were carried out both in a pump-probe setup and using a variable pulse width. Chapter 5 will deal with Mie scattering of the laser pulse, and how pulse length affects the measured signal. Finally, conclusions and future work will be presented in Chapter 6.
Chapter 2

Terawatt class Ti:sapphire laser system

2.1 Background

In the past years, there has been a revolution in laser technology. Laser pulse widths have decreased and peak powers have increased. Pulse widths in the 10 fs regime are easily achievable\textsuperscript{29,30} and lasers with a peak power of 100 terawatts\textsuperscript{31} and even greater than a petawatt\textsuperscript{32} have been demonstrated. The enabling technologies that have made these changes possible are the introduction of Ti:sapphire\textsuperscript{33}, the introduction of chirped pulse amplification,\textsuperscript{8} and the development of high damage threshold, high efficiency diffraction gratings.\textsuperscript{34}

As mentioned in the introduction, at intensities of a few GW/cm\textsuperscript{2} non-linear effects will cause damage to laser amplifiers. In order to get around this problem there are two choices: either use very large amplifiers and increase the beam area, or increase the pulse length in the amplifiers, reducing the peak power. For a 1 TW laser pulse, the area would have to be
1000 cm\(^2\), or a beam diameter of 36 cm, to bring the intensity down to 1 GW/cm\(^2\). This is certainly out of the range of a small tabletop laser system. The expense of obtaining optics and the laser medium, if it could even be produced, would limit this kind of system to very large laboratories.

Increasing the pulse width is a much more attractive solution. We need a device which will increase the pulse width and allow us to return it to its original state after amplification. In 1969 Treacy\(^3\) showed that transmission through a pair of parallel diffraction gratings will produce negative dispersion in a laser pulse. This system creates a frequency dependent delay in the pulse, with the red side of the spectrum traveling a longer distance than the blue. A transform limited pulse will get longer after it passes through a grating pair, with the instantaneous frequency decreasing in time, called negative chirp. If a pulse is positively chirped before the grating pair, it will be compressed.

To introduce positive dispersion with a grating pair would require a negative grating spacing, a seeming impossibility. It had been proposed to use self-phase modulation (SPM) in the amplifiers to create a positive chirp.\(^3\)\(^6\),\(^3\)\(^7\) SPM in a fiber was used experimentally to create a positive chirp for amplification,\(^8\) but these systems were limited in their ability to stretch a pulse. Martinez\(^3\)\(^8\) showed that by placing a one to one imaging telescope between the gratings, and placing the gratings within the focal length of the lenses, one can obtain the equivalent of a negative grating spacing. This idea was implemented\(^3\)\(^9\) and has become the basis for modern CPA systems. Though they can be interchanged, usually the grating pair is used for the compressor and the system with a telescope is used as the stretcher. This minimizes non-linear effects and loss since the addition of the telescope adds optical elements which will either be transmissive, adding non-linear phase to the pulse, or reflective, adding loss.
The width of the final laser pulse is ultimately limited by the bandwidth which can be supported by the laser system. The uncertainty principle tells us that the time-bandwidth product $\Delta t \Delta \nu$ must be greater than 0.441 for a gaussian shaped pulse (using FWHM values). At 820 nm, in terms of wavelength, this becomes $\Delta t(\text{fs}) \Delta \lambda(\mu m) \geq 0.99$. This says that in order to obtain a 50 fs pulse we must pass 20 nm through the system. The laser system is limited by the initial bandwidth of the oscillator, the bandpass of the stretcher and compressor, the gain bandwidth of the lasing medium, and the frequency dependence of transmission and reflection of the laser optics.

The largest concern in the system is the gain medium. The stimulated emission cross-section is a function of wavelength and the initial laser spectrum will narrow as it is amplified. The cross section of Ti:sapphire has a FWHM $\sim 225$ nm peaking at 795 nm. In an oscillator, this material would be able to support pulses below 3 fs. However, as we amplify the pulse, gain narrowing will limit the pulse width. A flat input spectrum, amplified by $10^7$, will narrow to around 50 nm, or a pulse length of 20 fs. For the most part, this is the practical limit of a terawatt level Ti:sapphire CPA system. Previous work has shown that the bandwidth can be increased by balancing the frequency dependent loss with the frequency dependent gain in a regenerative amplifier. This has recently been accomplished by the introduction of an etalon into the cavity. The etalon is designed such that the convolution of the gain of Ti:sapphire and the etalon transmission function is constant over the laser bandwidth. This does increase the bandwidth which passes through the system and reduces the width of the final laser pulse. The price to be paid is modulation on the spectrum due to the etalon, which will degrade pulse quality in the time domain.

In this chapter, we will discuss the design and performance of a terawatt class Ti:sapphire CPA laser system. A block diagram of the laser is shown in Fig. 2.1. The short upperstate
lifetime of Ti:sapphire ($\sim 2\mu$s) necessitates laser pumping. Therefore, the system actually consists of two lasers: the Ti:sapphire system, and a pump system consisting of a commercial Nd:YAG laser and a custom Nd:YLF laser. Much of this system has been discussed before, and hence will only be briefly reviewed. Readers who want more details about the laser front end are referred to Fochs\textsuperscript{42} and Banks.\textsuperscript{28}

### 2.2 Ti:sapphire front end

The front end of this laser system will be defined as the components up through the amplifiers pumped with the commercial Nd:YAG laser. This consists of the oscillator, stretcher, regenerative amplifier, and first 4 pass power amplifier. Most of the gain ($\sim 10^7$) is produced in this part of the laser system. The high gain means it will produce most of the gain narrowing.
2.2.1 Oscillator

The Ti:sapphire oscillator is shown in Fig. 2.2. It is a standard Kerr-lens mode locked system\(^ {43}\) and was built as part of a master's thesis\(^ {42}\). It uses a 10 mm long Ti:sapphire rod with .1% doping. Dispersion compensation is done with a pair of LAKL21 prisms. It is pumped with about 7 W of power from a Coherent Innova 310 argon-ion laser running on all lines. This high pump power was used since it was necessary to run the argon laser above 45 amps to maintain proper tube pressurization. To compensate for the high pump power, an output coupler with 12% transmission was used. This lowered the intracavity power to the point where the oscillator was stable. Other features of this cavity are an adjustable slit between the prism pair, which could be used to tune the spectrum of the laser; and a horizontal knife edge on the lower part of beam near the output coupler, which was found to improve cavity stability.

The oscillator produced a 92 MHz pulse train of 30 fs pulses. The modelocked output power was 500 mW. The laser would maintain modelocking for many hours at a time. However, the cavity would revert to CW operation at least once a day. At this time the pointing of the pump laser had to be adjusted. It is believed that changes in the cooling
Figure 2.3: Diagram of the pulse stretcher.

water temperature (rise of up to 5° C over the day) were responsible for the argon laser pointing drift.

2.2.2 Stretcher

Figure 2.3 shows the design of the pulse stretcher in this laser.\textsuperscript{44} The stretcher is unique in that it has the grating pair and a fold mirror all on a single optic. Therefore, these components are always aligned. We were able to manufacture this optic with our large scale, holographic grating fabrication facility. The optic is a 12" grating with an opaque mask placed over it during exposure so that the grating pattern is not printed on a 2" stripe centered vertically on the optic. The entire stretcher consists of only 4 individual optics,
The beam from the oscillator comes into the upper grating and is diffracted at the HeNe Litrow angle (27.92°) to the spherical mirror (f=113 cm). This angle was chosen so that a HeNe laser (632.8 nm) could be used to align the system. The pulse then goes to the mirror stripe on the grating optic, the flat mirror, back to the mirror stripe, the curved mirror, and the lower grating. At this point the dispersed beam goes to the roof mirror and is sent back through the system a second time. The pulse is stretched approximately 20,000 times. The final pulse (shown in Fig. 2.4) is 600 ps long. The energy is down to 20% of the original due to the loss from many reflections off of gold surfaces and the diffraction
efficiency of the grating. This stretcher design can pass 60 nm of bandwidth, limited by the size of the optics.

Originally, instead of a spherical mirror, we had used a parabolic mirror. It was thought that aberrations could be eliminated with a parabola. However, this is only true when the grating is in the focal plane of the parabolic mirror, at which point the stretching ratio is 1. When the grating is in the proper location there are very large aberrations which cause broadening of the pulse on recompression. This caused us to use a spherical mirror. The spherical mirror in the telescope does impart aberrations on the laser pulse. However, in this case the aberrations can be used to help compensate for higher order dispersion. For this configuration, the spherical aberration helps to eliminate uncompensated 4th order dispersion, allowing for a near transformed limited pulse to be produced after compression.

After the stretcher output, the pulse train is chopped to 10 Hz using a Lasermetrics half-wave Pockels cell driver. The pulse is now ready to seed the 10 Hz front end amplifiers.

2.2.3 Regenerative amplifier

The first amplification stage in these lasers is generally referred to as a preamplifier. The purpose of the preamplifier is to bring the small nanojoule energy level pulses which come out of the stretcher up to the millijoule level. The gain will be several million, which is significantly larger than in the other amplifiers. This large amount of gain will narrow the spectrum of the pulse due to the finite bandwidth of the gain medium and cavity optics. Care must be taken to pass as much bandwidth as possible through this amplifier.

One can use a multipass or a regenerative amplifier in this stage. Multipass amplifiers have the advantage that the only transmissive element is the gain medium. This reduces material dispersion making it easier to compensate for the total pulse dispersion after the
amplifiers. We originally used an 8 pass amplifier. The amplifier consisted of two sets of eight 1” mirrors in a circular configuration. The two sets of mirrors were 1 m apart with a 5 x 24 mm brewster-cut Ti:sapphire rod between them. The alignment of this amplifier was very difficult and time consuming. With 100 mJ of 532 nm pump light, the amplifier only produced 1 mJ of energy. The stability was poor, with the output energy varying by 10%.

Since the multipass amplifier worked poorly, we decided to build a regenerative amplifier. This kind of amplifier uses a resonant cavity. The seed pulse is switched into the cavity electro-optically. Once trapped in the cavity, the pulse will gain energy every pass through the gain medium. Once the peak energy is achieved, the pulse is switched out. All elements inside of the cavity are passed through many times. This means the effect of any one element will be multiplied 20-40 fold. The material dispersion is the equivalent of about 1 m of KD*P from the Pockels cell and 1 m of Ti:sapphire. This will have to be compensated for in the compressor. The polarizers which we used reflected nearly all s-polarized (electric field perpendicular to the plane of incidence) light, but only transmitted 96% of the p-polarized (electric field parallel to the plane of incidence) light. Additionally, the spectrum would be narrowed about 8% after transmission through the polarizer. This necessitated using the polarizer in reflection to maximize the bandwidth of the output of the regenerative amplifier.

The layout of the regenerative amplifier is seen in Fig. 2.5. The cavity is of a confocal design using 2 m radius of curvature mirrors separated by 2 m. The cavity is folded due to space considerations. The laser rod is centered between the mirrors and the seed beam is introduced to the cavity off the brewster face to the Ti:sapphire rod. The beam is s-polarized at this point and is passed though the Pockels cell, reflecting off the polarizer. Half-wave
A voltage (≈ 7200 V) is now applied across the Pockels cell. This rotates the polarization 90° whenever the pulse passes through the Pockels cell. Hence, the pulse will be s-polarized to the left of the Pockels cell and p-polarized to the right. This traps the pulse inside the cavity. Once the pulse has reached its full energy, the Pockels cell is switched off while the pulse is in the right side of the cavity. The pulse remains p-polarized and transmits through the polarizer, exiting the amplifier.

This amplifier performed much better than the original 8-pass. Using only 20 mJ of pump energy from the Spectra Physics GCR-190, almost 3 mJ of output could be achieved. The build up is shown in Fig. 2.6. Generally, we switched out the pulse one round trip after the peak. This produced the most stable output. A stability test is shown in Fig. 2.7. The stability is better than ±2% RMS. The pump beam would walk over the day and had to be adjusted periodically. This pointing drift was due to temperature changes in the laboratory.

2.2.4 4 pass amplifier

After the preamplifier, the pulse goes to the first of the power amplifiers. While the gain will be low for the power amplifiers (10-20), the increase of energy will be much greater than
Figure 2.6: Energy buildup of regenerative amplifier. The oscillations after switchout are noise from the Pockels cell driver.

Figure 2.7: Stability of regenerative amplifier. Over 600 shots the stability is better than ±2% RMS.
in the pre-amplifier. Hence, much more pump energy is needed than in the regenerative amplifier. For efficient energy extraction we will run these amplifiers into the saturated regime and this will be reflected in our design.

This amplifier consists of six 1" dielectric mirrors and an 11 x 25 mm brewster-cut Ti:sapphire rod. The layout is shown in Fig. 2.8. The amplifier is pumped with approximately 250 mJ from the GCR-190. Since the GCR-190 pumps both the regenerative amplifier and the 4 pass amplifier, there is a delay of about 300 ns from when the pump beam excites the gain medium to when the seed beam arrives. This is a significant fraction of the 2 μs upperstate lifetime of Ti:sapphire. Hence, about 20% of the inversion is lost to spontaneous emission.

The seed beam waist is approximately 1 mm (1/e^2) when it enters the amplifier. Since this beam is propagating freely throughout this amplifier, the waist will increase due to diffraction. The effects of diffraction will be counteracted by the effects of the radial distribution of the gain in the rod. The pump beam can be approximated as a gaussian with a 2.8 mm waist. The amplified pulse will be the convolution of the gain profile and the seed beam, with the center of the seed being amplified more than the edges (Fig. 2.9). The formalism for calculating this can be found in the literature. In order to maximize energy extraction, the path lengths must be chosen such that the combined effect of these two phenomena cause the mode volume to be properly filled on each pass.
Figure 2.9: The effect of gain guiding is shown. The solid lines are the original pulse and the dashed lines are the amplified pulse. The radial gain profile used is a 2.8 mm ($1/e^2$) gaussian. The plot on the left shows the effect on a 1 mm gaussian beam. It narrows about 6% after being amplified. The larger the beam, the larger the gain guiding effect. The plot on the right shows the effect on a 1.5 mm gaussian beam. Now the beam narrows by 12%.

Figure 2.10: Profile of output from the first four pass amplifier.

This amplifier produced between 40 and 50 mJ of energy, depending on the condition of the pump laser. The beam profile is gaussian (Fig. 2.10) and is expanding slightly when
Figure 2.11. Stability of the first 4 pass amplifier.

After the laser front end the beam is still gaussian. In order to maximize extraction in the high power amplifiers we want to have a flat top beam profile. To obtain this we clip the beam with a serrated aperture to obtain a near flat top profile. Slightly more than half of the energy from the beam is lost in this process. After the serrated aperture, we spatially filter the beam to remove the higher spatial frequencies which correspond to the serrated teeth in the profile. This produces a reasonable flat top profile as seen in Fig. 2.12.

A flat top beam will diffract as it propagates and must be imaged throughout the rest of the system. This is done with the use of standard telescopes. These are evacuated to
Figure 2.12: Beam profile after serrated aperture and spatial filter. The profile is taken at the image plane.

Figure 2.13: Beam profile inside of the second 4 pass amplifier. The change from Fig. 2.12 is due to clipping in a 1 cm Pockels cell and subsequent diffraction.
Table 2.1: Parameters of various laser materials for pump laser

<table>
<thead>
<tr>
<th>Material</th>
<th>Nd:YAG</th>
<th>Nd:YLF</th>
<th>Nd:Glass</th>
</tr>
</thead>
<tbody>
<tr>
<td>Peak Lasing wavelength [nm]</td>
<td>1064</td>
<td>1053 (σ)</td>
<td>1054</td>
</tr>
<tr>
<td>Stimulated emission cross-section [cm²]</td>
<td>2.8×10⁻¹⁹</td>
<td>1.2×10⁻¹⁹ (σ)</td>
<td>4.3×10⁻²⁰</td>
</tr>
<tr>
<td>Upper state lifetime [μs]</td>
<td>230</td>
<td>480</td>
<td>330</td>
</tr>
<tr>
<td>Lower state lifetime [ns]</td>
<td>.200</td>
<td>10.5</td>
<td>.228</td>
</tr>
<tr>
<td>Thermal conductivity [W/cm-K]</td>
<td>.14</td>
<td>.06</td>
<td>.0067</td>
</tr>
</tbody>
</table>

prevent breakdown at the focus. After an amplifier, we place a pinhole at the telescope focus to remove high spatial frequencies, improving beam quality. Between the telescope and the image plane the beam profile will change drastically as it propagates, often with energy moving far out into the wings of the profile. All limiting apertures can effect the image. Figure 2.13 shows the beam profile at the image plane inside of the the second 4 pass amplifier. The beam has now passed through a 1 cm Pockels cell. The low energy wings are clipped going through this aperture, removing some of the higher spatial frequencies. When the beam reaches the image plane, the steep sides are gone and we see a less uniform beam profile.

2.3.1 Nd:YLF pump laser system

As the requirement for pulse energy increases, it becomes necessary to have larger pump lasers to obtain the necessary gain. Though pump lasers up to the Joule level are commercially available, due to cost consideration, we decided to build our own pump laser system. The majority of this system would be scavenged from old laser systems so the cost was minimal.

Many design parameters must be taken into account in choosing the laser material for this pump system. The parameters for three different gain media are shown in Table 2.1.⁴⁸,⁴⁹
The original design for the laser required the pump laser to produce three separate beams with the following energies: 1 J, 8 J, and 40 J. Nd:Glass amplifiers can produce these energy levels, but the poor thermal properties of Nd:Glass would make it difficult to run the laser at 10 Hz repetition rate. Nd:YAG is often used in commercial laser systems at the Joule level. However, it cannot be grown in large sizes necessary for the high energy amplifiers. Nd:YLF is comparable with Nd:YAG. It too cannot be grown in large enough sizes for the highest energies needed. However, the lasing wavelength of Nd:YLF is close enough to the peak wavelength for Nd:Glass that an effective hybrid system can be built. Nd:YLF is used in the early amplifiers to keep the repetition rate high and Nd:Glass is used in the latter amplifiers to achieve the high energies at the expense of repetition rate. Up to the Joule level we can easily run the Nd:YLF system at 10 Hz. A pump system up to this level was constructed and used to pump the Ti:sapphire system. In the higher power amplifiers the repetition rate would have to be reduced due to fracture concerns. The high power back end of the pump system was to consist of two 19 mm Nd:YLF amplifiers operating in parallel, running at 1 Hz; these would be frequency doubled to produce a total of 4 J of 2ω (527 nm). The remaining fundamental light would then be sent into 19 mm and 45 mm glass rod amplifiers to produce 40 J of 1053 nm radiation. The repetition rate would be one shot every 8 minutes due to the thermal properties of glass. Although this back end turned out to be unnecessary for the experiments performed in this thesis, the 19 mm Nd:YLF amplifiers have been tested and will be discussed at the end of this chapter.

The Nd:YLF pump laser is a standard master oscillator, power amplifier (MOPA) system. The layout of the front end can be seen in Fig. 2.14. The system begins with a simple ring oscillator, followed by two stages of amplification. The system has approximately a 2' × 4' footprint.
Figure 2.14: Layout of the Nd:YLF pump system.
Oscillator

A ring oscillator was chosen because of its energy stability and better longitudinal mode control than a linear oscillator. We used a design developed at LLNL for high energy phase conjugate lasers. This cavity is formed by a 4 mm flashlamp pumped Nd:YLF amplifier head, two high reflectors (one 5 m radius of curvature), and a polarizer used as the output coupler. There is an internal polarizer to prevent oscillation of the higher gain 1047 nm wavelength. A small Faraday rotator and a half waveplate ensure unidirectional operation. An aperture is placed in the cavity and sized to produce TEM$_{00}$ output. A quarter wave plate allow us to control the output coupling of the laser. A 30 mm etalon for longitudinal model control and a quarter wave Pockels cell for Q-switching are also in the cavity.

This oscillator is designed to be run with a single-longitudinal mode output. To accomplish this, a photodiode is set up to observe lasing inside of the cavity. The onset of lasing is detected by a discriminator, triggering the Q-switch. When lasing starts, the gain is just over the loss in the cavity so only one longitudinal mode has enough gain to oscillate. This single mode seeds the Q-switched pulse. Since this one mode has such a large initial population when the Q-switch is turned on, it dominates and the final output is single longitudinal mode.

As a practical matter, there must be several hundred nanoseconds between the detection of lasing and the triggering of the Q-switch. The fast timing system of the laser must be triggered from this detection. Many other devices, delayed from the fast timing system, need to trigger before the Q-switch of the pump laser. This means a small foot, several hundred nanoseconds long, will be formed in front of the main Q-switched pulse. In a phase conjugate system this is not a problem. At low intensities the reflection of a phase conjugate mirror is negligible and this foot is effectively cut off. This is not true in our laser system.
This small foot will see a gain of several thousand. At the output of the system this foot will contain about one quarter of the energy of the pulse. Since the intensity is low, the foot will not convert well to the second harmonic and the energy will be lost.

Losing a quarter of the energy is unacceptable so we modified the operation of the oscillator. We removed the diode and operated the oscillator in a normal Q-switched mode, where the triggering of the Pockels cell is timed directly to the firing of the flashlamps. The oscillator no longer operated in single longitudinal mode; mode beating was observed from two modes in the cavity. The etalon helped with mode selection. Modulation was in the 5-10% range.

The oscillator ran very well once set up. Energy output was 10 mJ with ±1% RMS variations. We generally ran the system with a pulse width of 20 ns. With a new amplifier head and flashlamps, we could get the pulse width down to 15 ns, though this proved difficult to maintain for a long period of time due to degradation of the lamps and reflector inside of the pump head.

Amplifiers

After the oscillator, the beam is expanded slighted and clipped with a serrated aperture to produce a flat top beam. The beam is then relayed through a 4 mm Nd:YLF amplifier producing 60 mJ of energy. From here the beam is expanded to 8 mm. The beam is then split using an 80%/20% beam splitter. Each beam goes to a separate 9.5 mm Nd:YLF double pass amplifier. The lower energy leg was designed for seeding the 19 mm Nd:YLF amplifier to be discussed later. The high energy leg was used to pump the second 4 pass Ti:sapphire amplifier.

To further examine this amplifier, we constructed a saturated gain model. As the
energy is extracted from the rod the pulse energy saturates. The theory of saturated gain is governed by the well know Frantz Nodvick equations. Assuming a flat top beam profile, the energy gain can be expressed as

$$G_E = \frac{\int_0^\infty \phi(L, t) \, dt}{\int_0^\infty \phi(0, t) \, dt},$$

(2.1)

where $\phi(x, t)$ is the photon flux as a function of location in the gain medium and time in the pulse, and $L$ is the gain length. To find $\phi(x, t)$ we need the solutions to the coupled population rate equations

$$\frac{\partial \phi(x, t)}{\partial t} + v_g \frac{\partial \phi(x, t)}{\partial x} = \phi(x, t) v_g \sigma \Delta(x, t),$$

(2.2)

$$\frac{\partial \Delta(x, t)}{\partial t} = -\phi(x, t) v_g 2^* \sigma \Delta(x, t),$$

(2.3)

where $\Delta(x, t)$ is the difference in upper and lower state populations, $v_g$ is the group velocity of light in the medium, and $\sigma$ is the stimulated emission cross-section. The enigmatic factor $2^*$ is from Siegman. This factor takes into account bottlenecking that occurs in the lower level of the laser transition. For an ideal 4 level laser system, where the lower state lifetime is zero, $2^* = 1$. For a 3 level system, $2^* = 2$. For cases where the lower state of the laser transition has a finite lifetime, $2^*$ will fall somewhere between these two values. This parameter is important for Nd:YLF which has about a 10 ns lower state lifetime. This is on the same order as the pulse width (20 ns), so we would expect bottlenecking to play a significant role in energy extraction.

The solutions to these equations are

$$\phi(x, t) = \frac{\phi(0, t - x/v_g)}{1 - (1 - \exp \left[ -\sigma \int_0^x \Delta(x', -\infty) \, dx' \right] \exp \left[ -2^* \sigma \int_0^t \frac{\phi(0, t') \, dt'}{v_g} \right]},$$

(2.4)

$$\Delta(x, t) = \frac{\Delta(x, -\infty) \exp \left[ -\sigma \int_0^x \Delta(x', -\infty) \, dx' \right]}{\exp \left[ -\sigma \int_0^x \Delta(x', -\infty) \, dx' \right] + \exp \left[ 2^* \sigma \int_0^t \frac{\phi(0, t') \, dt'}{v_g} \right] - 1}.$$  

(2.5)
Using these equations we can perform the integrals in Eq. 2.1, yielding

\[ G_E = \frac{F_{sat}}{F_{in}} \log \left\{ 1 + G_0 \left[ \exp \left( \frac{F_{in}}{F_{sat}} \right) - 1 \right] \right\}, \]  

(2.6)

where \( F_{in} \) is the input fluence

\[ F_{in} \equiv h \nu \int_{-\infty}^{\infty} \phi(0, t) dt, \]  

(2.7)

\( h \) is Planck’s constant, and \( \nu \) is the laser frequency. \( G_0 \) is the small signal gain

\[ G_0 \equiv \exp \left[ \int_0^L \Delta (x, -\infty) dx \right], \]  

(2.8)

and \( F_{sat} \) is the saturation fluence

\[ F_{sat} \equiv \frac{h \nu}{2a^2}. \]  

(2.9)

Calculating single pass gain can be done by simply using Eq. 2.6 with the proper parameter values. However, for a double pass amplifier the problem is complicated by the fact that the pulse overlaps itself inside of the gain medium. We have a 20 ns pulse, which is 6 m long, FWHM. Once the front of the pulse passes through, it will be reflected by the mirror and pass back through the amplifier. The forward and backward going pulses will overlap inside of the gain medium, making the fluence seen in the amplifier the sum of these two pulses.

In order to calculate this effect, we discritized the laser pulse into rod length segments. The forward and backward going segments which were inside of the amplifier were summed together, and this number was used for \( F_{in} \) in Eq. 2.6. The energy of the segments was then adjusted for the calculated gain. Next, the pulse was advanced one segment and the algorithm was repeated.

The output of the 9.5 mm amplifier was 1.2 J when pumped with 200 J of electrical energy. The small signal gain was 20. Energy extraction was approximately 50%. This
amplifier is highly saturated, which acts to stabilize the energy output. This can be seen in Fig. 2.15. The stability is better than ±1% RMS.

The results of the model can be seen in Fig. 2.16. The output energy is plotted as a function of input energy. The model is in excellent agreement with the measured values. The parameter $2^*$ was adjusted to 1.5, which produced the best fit.

Second Harmonic Generation

To obtain the proper frequency to pump Ti:sapphire the infrared light must be frequency doubled. This was accomplished using a 12 mm $\times$ 30 mm piece of KD*P cut for Type II doubling. The crystal, from Cleveland Crystals, is mounted in a hermetically sealed, temperature controlled housing to prevent both crystal degradation due to water absorption and any detuning of the phase matching angle due to changes in temperature.
Figure 2.16: Output of the 9.5 mm Nd:YLF amplifier. The solid line is the results of a calculation.

Figure 2.17: Profile of IR beam at the doubling crystal.
Before the crystal, the beam is passed through a telescope to decrease the beam size, increasing the intensity. The IR beam at the crystal face is shown in Fig. 2.17. The beam profile is a flat top with 10% modulation.

The conversion of the fundamental to second harmonic light is shown in Fig. 2.18. At maximum energy we produce 650 mJ of second harmonic light. The maximum conversion efficiency is approximately 55%. The solid line represents a model calculation from Banks. This code numerically solves the coupled wave equations describing this process in all four dimensions (3 spatial plus time). At low energy the model agrees well with these data. At higher energies the code overestimates the second harmonic output. This may be due to phase modulation on the pulse. The profile of the second harmonic beam at the plane of the second 4 pass amplifier Ti:sapphire crystal is shown in Fig. 2.19.

2.3.2 High power 4 pass Ti:sapphire power amplifier

The layout of the second 4 pass amplifier is shown in Fig. 2.20. This amplifier uses a bowtie design where the beam is passed through the crystal twice, and then reflected over the same path for the third and fourth pass. There is a Pockels cell at the entrance of the amplifier which switches the pulse into the amplifier. Whenever possible, the polarizers are used in reflection which maximized bandwidth for these polarizers.

This bowtie design was chosen to minimize the path length in the amplifier. The path length in this amplifier is significantly less than in the first 4 pass. The beam now has a flat top spatial profile which must be relayed through the system. The long image and object distances lead to long focal length telescopes. Due to limited space, one wants to keep the telescopes, and therefore the amplifiers, as short as possible. This amplifier has a path length of 3.2 m compared to over 8 m for the first 4 pass.
Figure 2.18: Second harmonic conversion of the 9.5 mm amplifier energy. The solid line is from a model calculation.

Figure 2.19: Profile of the second harmonic beam. The profile is taken at the plane of the amplifier crystal.
Figure 2.20: Layout of second 4 pass amplifier.

Figure 2.21: Stability of second 4 pass amplifier.
The maximum output of the amplifier was 175 mJ. This was achieved running the first 4 pass at 50 mJ. This damaged some of the transport optics between the two amplifiers and the first 4 pass had to be turned down to 40 mJ. The results of a stability measurement is shown in Fig. 2.21. This shows an average energy of 160 mJ and an RMS deviation of ±4%.

2.4 High power back end

Originally this laser system was designed to produce over 5 J of energy. This would require two more stages of amplification in Ti:sapphire. After the second 4 pass amplifier, there would have been a Pockels cell which would have switched a pulse at a 1 Hz repetition rate to these back end amplifiers. This reduced repetition rate was due to the capabilities of the pump system associated with the back end. This also would have allowed simultaneous experiments to be done. Nine pulses in every ten would go to a small pulse compressor in air which can handle up to 200 mJ, with the other pulse being amplified further in the laser back end before going to a vacuum pulse compressor.

The pump system for the back end was mentioned in section 2.3.1. The Ti:sapphire amplifiers were to consist of a 20 mm diameter, 3 pass amplifier and a 30 mm diameter, 2 pass amplifier. The first of these was designed to produce 1.5 J at 1 Hz, and the second would produce over 5 J every 8 min. After this, the beam would be transported to a pulse compressor inside a large vacuum chamber. At these high intensities (5 J at 50 fs would be 100 TW), it is necessary to compress the pulse in vacuum to prevent a massive accumulation of non-linear phase on the pulse.

This back end is being constructed (with minor modifications) as part of the new FALCON (Femtosecond Accelerator Concept) short pulse laser at LLNL.
2.5 Compressor

From the second 4 pass amplifier, the beam is expanded to 2.1 cm and relayed into a pulse compressor. We used a single grating design seen in Fig. 2.22. The grating was 12" in diameter and 1480 l/mm. This compressor is easy to align since the grating pair is formed from a single grating and a retro-reflecting fold mirror, making grating misalignment impossible. Another advantage is that by changing only the position of the fold mirror, the length of the pulse can be adjusted.

The maximum output energy measured after the compressor was 50 mJ. This low compressor throughput is due to the many gold surfaces which the beam reflects off of inside of the compressor, many of which were in poor condition. Also, some clipping occurs on the optics, further diminishing throughput.

The single shot second-order autocorrelation of the compressed pulse is shown in Fig. 2.23. The crystal used was KD*P, 500 μm thick. The FWHM of the autocorrelation trace was 72 fs, which deconvolves to 50 fs. There are some low energy wings at the 5% level.

By scanning the delay leg in the second order autocorrelator we found some small pulses far from the main pulse. This autocorrelator is inherently symmetric. A third-order autocorrelation had to be performed in order to determine if these pulses came before or after the main pulse. We used a scanning third-order autocorrelation shown in Fig. 2.24. The first KD*P crystal is cut for second harmonic generation. The two frequencies are then split with a dichroic mirror. The second harmonic is sent down a variable delay leg before being recombined with the fundamental. These beams then pass through the second KD*P crystal, cut for sum frequency generation. The third harmonic is then separated using a fused silica prism. The beam is passed through a bandpass filter to remove scattered light and finally measured using a silicon based energy meter.
Figure 2.22: Layout of the single grating pulse compressor.

Figure 2.23: Second-order autocorrelation. The open circles are the calculated values for a 50fs gaussian pulse.
Figure 2.24: Scanning third-order autocorrelator.

Figure 2.25: Third-order autocorrelation. Asymmetry of satellite pulses indicates that they are post-pulses.
Since this is a scanning method, it does not measure a single pulse, but rather the average of many pulses. The delay leg, which is the second harmonic in this case, is swept across the fundamental; the energy of the third harmonic is measured every 20 μm. For our purpose negative delay is defined when the delay leg has less delay than the fundamental, and positive delay is defined when it has more.

Extra pulses will still produce features for both positive and negative delay in this autocorrelator. However, unlike a second order device, the features will be asymmetric. In our case, if the larger feature is for positive delay it indicates a post-pulse; if it is larger for negative delay it indicates a pre-pulse. The third order autocorrelation is shown in Fig. 2.25. The satellite features are larger for positive delay, showing that these are post-pulses, and therefore should not interfere with our experiments. Their origin is most likely reflections somewhere in the laser system.

2.6 19 mm Nd:YLF amplifier development

The 19 mm Nd:YLF amplifiers were supposed to provide energy to pump a 20 mm Ti:sapphire amplifier, and provide seed energy for a set of Nd:Glass amplifiers. Although this section of the laser was not built as part of this thesis, the 19 mm Nd:YLF amplifiers were designed, built, and tested. They are currently installed in the FALCON short pulse laser system at LLNL.

2.6.1 19 mm amplifier design

The design of these amplifiers drew heavily from a 45 mm Nd:Glass amplifier developed at LLNL for the petawatt laser. The amplifier is shown in Fig. 2.26. The main housing is made of stainless steel. The laser rod rests on two stainless steel plates (one on each
Figure 2.26: 19 mm Nd:YLF amplifier.

Figure 2.27: 19 mm Nd:YLF amplifier head cutaway view.
side) which slide into the housing. The endcaps are made out of the thermoplastic, Ultem. Thin ceramic sleeves are inserted into the aperture to protect the plastic from the flashlamp light. A cutaway view of the inside of the head can be seen in Fig. 2.27. There is a diffuse cylindrical reflector inside of the housing made out of Spectralon. This material, made by Labsphere, is a thermoplastic resin which can be easily machined. At the flashlamp wavelengths, the reflectance is almost 99%. This material will damage before a ceramic reflector would, but we are operating below its damage threshold. The xenon flashlamps have a 10 cm arc length and 7 mm bore. The rod is 19 mm in diameter and 12 cm in length (10 cm inside of the pump cavity). Water is flowed through the entire central housing for cooling; the surfaces of the rod, lamps, and reflector are all "wet".

Based on our gain measurements of the 9.5 mm Nd:YLF amplifiers, we found that we needed near 1 kJ of energy for the flashlamps to achieve the required gain. With an array of 6 lamps, each lamp would run at about 12% explosion fraction. This should give a lifetime of well over 30 million shots (at 1 Hz this would be over 4 years). These lamps are run well below their explosion energy and conceivably only 4 lamps are needed. The 6 lamp design, however, offers better pumping uniformity and leaves room to boost the pump energy if we were to build a larger pulse-forming network (PFN).

We also developed a new PFN for this amplifier. It uses 210 μF of capacitance which can be charged up to 3 kV. The lamps are broken down by a 12 kV trigger pulse, after which the main capacitor bank discharges. The pulse width is 280 μs.

### 2.6.2 19 mm amplifier performance

The amplifier was tested using the seed from the front end of the Nd:YLF pump system described in section 2.3.1. Pyroelectric energy meters were used to make all the measure-
ments. The input beam into the amplifier was reflected off a beam splitter. The transmitted energy was measured as a reference, and calibrated to the input energy. A LabView data acquisition system collected both input and output energy from the amplifier over many shots.

Using a 16 mm beam with about 1 mJ of energy the small signal gain can be measured. The results are shown in Fig. 2.28. Even at the highest electrical energies we see increasing gain, indicating we are not saturating the inversion and could continue to increase the small signal gain beyond 20 if we had more electrical energy.

When we measure the small signal gain of the amplifier, we are taking an average of the gain across the rod. The pump energy will be depleted as it propagates inward from the outside of the rod. This will cause the inversion to be larger on the edges of the rod.
Figure 2.29: Radial gain profile in the 19 mm amplifier. The line is a parabolic fit to the data.
compared to the middle. To mitigate this problem we had the Nd:YLF rods doped at the .5% level as opposed to the standard 1%. The radial gain profile is shown in Fig. 2.29. This was taken with 710 J of electrical energy, which gave an average small signal gain of 12. The gain is reasonably uniform across the rod.

This dependence of gain on radius will help up to achieve a flat top profile for the output beam. The input beam, shown in Fig. 2.30 is a clipped gaussian beam. The output will be the convolution of the input profile and the gain profile. When you compare the two beams in Fig. 2.30, one can see that the output beam is much closer to a true flat top than the input. Something else to note in these images is the horizontal lines just slightly above

Figure 2.30: 19 mm amplifier beam profiles. The left image shows the unamplified seed and the right image is after amplification. The scales on the two lineouts are different.
Figure 2.31: Saturated gain in the 19 mm amplifier. The line represents a Frantz-Nodvick model.

...the center of the rod. These are from aberrations in the rod itself. The modulation is low, but it shows the difficulty of producing high quality, large aperture Nd:YLF rods.

With this preliminary data we can investigate the saturated gain performance of the amplifier. The same setup was used here as was used to measure the small signal gain, except a high damage threshold pyroelectric detector was used to measure the output energy. The results are shown in Fig. 2.31. These data were taken using 710 J of electrical energy. The model, described earlier, predicts the energy for small input energies accurately. At higher energies it over-predicts the output energy by about 5%. This is most likely due to deviations of the actual beam profile from an ideal flat top.

This amplifier is heavy saturated and that leads to good energy stability. The output stability is shown in Fig. 2.32. Overall the stability is better than ±4% RMS. There are several data points which are well below the average energy. These are not from instabilities...
of the 19 mm amplifier, but rather from changes in the seed energy. In these shots the seed energy is down by as much as 40%. These shots are accompanied by a loud snapping noise as either dust gets into the beam, or pointing instabilities lead to the beam missing a pinhole. If we remove these points, the stability is better than ±2% RMS.

2.6.3 Second harmonic conversion of 19 mm amplifier

Second harmonic generation in the 19 mm amplifiers is done with a 4 cm long piece of KD*P cut for Type I phase matching. The crystal is from Cleveland Crystals and is mounted in a hermetically sealed housing with sol-gel coated windows. The beam diameter is reduced from 16 mm to 8 mm before the crystal. This increases the peak intensity to about .4 GW/cm², improving conversion efficiency.

The conversion efficiency is shown in Fig. 2.33. We have a conversion efficiency slightly
Figure 2.33: Second harmonic conversion of the 19 mm amplifier. The large spread at the maximum energy is caused by thermal detuning.
over 50% at the maximum energy. This corresponds to about 2 J of second harmonic energy. There is no temperature control in these crystals, so as energy is absorbed by the crystal there is some thermal detuning. This accounts for the large spread in conversion efficiency at the maximum energy.

2.7 Conclusion

In this chapter we have examined the design of a terawatt class, 50 fs Ti:sapphire laser system. While designed to produce 100 TW of peak power, the system was only constructed up to the 1 TW level. This will provide a source with more than enough intensity to performed the experiments in this thesis. The designs for the high power amplifiers, while not used in this laser, have been incorporated into the new FALCON laser system at LLNL.
Chapter 3

Theory of laser-cluster interactions

As discussed in the introduction, the high field community did not start looking into interactions with atomic clusters until the early 1990's. Several theories were discussed in the introduction, and there has been a great deal of disagreement over the correct interpretation. The plasma model of Ditmire et al.\textsuperscript{22} has met with some success in modeling many experimental results.\textsuperscript{24} However, there have not been any time-resolved measurements on the femtosecond scale to support the predicted dynamics. The purpose of the experiments to be discussed in the chapters 4 and 5 was to get experimental evidence for this theory. In this chapter, this model is introduced and expanded.

3.1 Ionization

The first process which we consider is ionization. The laser field will ionize the cluster atoms, creating the initial free electrons. Once free, these electrons will go on to create further ionization through collisions. This collisional process will dominate the ionization and produce much higher charge states than optical ionization alone; this is a major difference between clusters and a pure gas.
3.1.1 Optical field ionization

Optical field ionization (OFI) is generally divided into two regimes: the tunneling regime and the multiphoton regime. The Keldysh\textsuperscript{3} parameter, $\gamma$, is used to quantitatively differentiate between these regimes. $\gamma$ is defined as

$$\gamma = \left( \frac{I_p}{2U_p} \right)^{1/2},$$  \hspace{1cm} (3.1)

where $I_p$ is the ionization potential of the atom and $U_p$, the pondermotive potential of the laser, can be written

$$U_p(eV) = \frac{e^2\varepsilon_0^2}{4m_e\omega^2} = 9.33 \times 10^{-14} I(W/cm^2) \lambda^2(\mu m).$$  \hspace{1cm} (3.2)

$\gamma > 1$ indicates the multiphoton regimes, while $\gamma < 1$ for the tunneling regime. For the first ionization stage of xenon ($I_p = 12.13eV$), $\gamma = 1$ when the intensity is $9.6 \times 10^{13}$. For the tenth ionization stage ($I_p = 206eV$), $\gamma = 1$ when the intensity is $1.6 \times 10^{15}$. So for our experiments, which take place in the $10^{15} - 10^{17}$ range, we can expect the ionization to be dominated by tunnel ionization.

Tunneling rates are generally calculated using the rate equation of Ammosov, Delone, and Kraľov\textsuperscript{55}. This so called ADK rate, $W_{\text{tun}}$, is

$$W_{\text{tun}} = \omega_a \left[ \frac{2}{\varepsilon (2I_p)^{3/2}} \right]^{2n^*-|m|-1} \exp \left[ -\frac{2}{3\varepsilon (2I_p)^{3/2}} \right],$$  \hspace{1cm} (3.3)

where $\omega_a$ is the atomic unit of frequency ($= 4.134 \times 10^{16} s^{-1}$), $\varepsilon$ is the laser electric field in atomic units, $l$ and $m$ are the angular momentum and magnetic quantum numbers (the rate is averaged over $m$ for a given $l$), $n^*$ is the effective principle quantum number ($n^* = \sqrt{27.2Z[2I_p(eV)]^{-1/2}}$), and $e$ is the base of the natural logarithm.
3.1.2 Collisional ionization

OF1 will occur in both clusters and a pure gas. In a gas the density is low and OF1 fully describes the ionization process. The high density inside of a cluster allows the free electrons to further ionize other ions through collisions, greatly increasing the level of ionization in the plasma. Both thermal electrons and electrons driven by the pondermotive force will contribute to collisional ionization.

To calculate the collisional ionization rates we will be using the empirical ionization cross-section of Lotz:

\[ \sigma_i = a_i q_i \frac{\ln(K_e/I_p)}{K_e I_p}, \]  

where \( a_i \) is an experimentally determined constant, \( 4.5 \times 10^{-14} \text{cm}^2(\text{eV})^2 \), \( q_i \) is the number of electrons in the outer shell, and \( K_e \) is the kinetic energy of the electron. The rate of ionization averaged over all collision energies will simply be

\[ W = n_e \sigma_i \bar{v} \]  

For ionization by thermal electrons we start with a Maxwellian distribution

\[ \frac{dn}{n} = \frac{2}{kT} \left( \frac{K_e}{\pi kT} \right)^{1/2} \exp(-K_e/kT) dK_e, \]

where \( T \) is the plasma temperature and \( k \) is Boltzmann's constant. Using Eq. 3.4 and the distribution, Eq. 3.5 becomes

\[ W_{kT} = n_e \int_{I_p}^{\infty} \frac{2}{kT} \left( \frac{K_e}{\pi kT} \right)^{1/2} \exp(-K_e/kT) dK_e a_i q_i \frac{\ln(K_e/I_p)}{K_e I_p} \left( \frac{2K_e}{m} \right)^{1/2} \]

The lower limit of integration is the ionization potential since there will not be an ionization event if the energy is below this level. Performing the integration we get the thermal electron collisional ionization rate per ion (s⁻¹),

\[ W_{kT} = n_e 6.7 \times 10^{-7} \frac{a_i q_i}{(kT)^{1/2} I_p} \int_{I_p/kT}^{\infty} \frac{e^{-x}}{x} dx \]
where $a_i$ is given in $10^{-14} \text{ cm}^2(\text{eV})^2$ and $I_p$ and $kT$ are in eV. The integral here is the standard exponential integral and can be easily calculated.

The other contribution to collisional ionization will come from collisions with electrons driven by the electric field of the laser. These electrons have a characteristic energy equal to the pondermotive energy, $U_p$ (Eq. 3.2).

We will again use the cross-section of Lotz (Eq. 3.4) but now we will average over the kinetic energy of the electron in the laser field. The velocity of the electron can be written as

$$
u = \frac{eE_0}{m_e \omega} |\sin \omega t| \quad (3.9)$$

This makes the cycle averaged ionization rate

$$W_{\text{los}} = \frac{2n_e}{\pi} \int_{\phi_{\text{min}}}^{\pi/2} \frac{eE_0}{m_e \omega} \sin \phi d\phi \sin \phi d\phi$$

$$= \frac{2n_e}{\pi} \int_{\phi_{\text{min}}}^{\pi/2} \frac{eE_0}{m_e \omega} \sin \phi d\phi$$

where $\phi_{\text{min}}$ is the phase where the kinetic energy of the electron is equal to the ionization potential of the ion. Noting that $K_e = 2U_p \sin^2 \phi$ we can write

$$\sin \phi d\phi = \frac{dK_e}{4U_p \sqrt{1 - K_e/2U_p}} \quad (3.11)$$

Substituting this into Eq. 3.10 and using Eq. 3.4 yields the ionization rate

$$W_{\text{los}} = n_e \frac{a_i q_i}{\pi I_p} \left( \frac{1}{m_e U_p} \right)^{1/2} \int_{I_p}^{2U_p} \frac{\ln(K_e/I_p)}{2K_e} \frac{1}{\sqrt{1 - K_e/2U_p}} dK_e. \quad (3.12)$$

This integral would have to be evaluated numerically. We know that the ionization rates will be largest when the electron energy is near the ionization potential. Hence, if we only look at kinetic energies around $I_p$, we can expand the logarithm in Eq. 3.12 about $1 - I_p/K_e$ and obtain

$$W_{\text{los}} \approx \frac{a_i n_e q_i}{2\pi m_e I_p^{1/2}} \left[ \left( 3 - \frac{I_p}{U_p} + \frac{3}{32} \left( \frac{I_p}{U_p} \right)^2 \right) \ln \frac{1 + \sqrt{1 - I_p/2U_p}}{1 - \sqrt{1 - I_p/2U_p}} \right. \left. - \frac{7}{2} \frac{3}{8} \frac{I_p}{U_p} \sqrt{1 - I_p/2U_p} \right]. \quad (3.13)$$
Note that this corrects a sign error in previous publications.\textsuperscript{22}

The total ionization rate will be determined by the summation of Eqs. 3.3, 3.8, and 3.13.

### 3.2 Heating mechanisms

#### 3.2.1 Above threshold ionization

As the electrons are ionized by the optical field they will gain energy from the laser. This process, called above threshold ionization (ATI)\textsuperscript{58} occurs in both gases and clusters. First observed by Agostini \textit{et al.}\textsuperscript{59} ATI allows density independent heating of the plasma.

Quasi-classically,\textsuperscript{60} we can think of ATI as a result of ionization occurring when the electric field is not at a maximum. An electron is ionized at essentially zero velocity. Once free, the electron will oscillate in the electric field. If it was ionized at the peak, where the probability for ionization is highest, the velocity will still be zero after the laser passes. However, if it is ionized at a phase, $\delta \phi$, from the field maximum, the electron will have a residual velocity after the laser pulse. The energy associated with this, per electron, is\textsuperscript{60}

$$K_e = 2U_p \sin \delta \phi. \quad (3.14)$$

This will be small for the majority of electrons. The total energy transferred to the plasma is small and an ATI heated plasma will have a temperature in the tens of eV.

#### 3.2.2 Inverse bremsstrahlung heating

Although the pondermotive energy of an electron in the laser field is large, this energy cannot directly be transferred to the electron. A third body, usually an ion, is needed since momentum and energy cannot both be conserved in a photon-electron interaction. This process is known as inverse bremsstrahlung (IB).
Pure gas targets have low densities and low collision rates. Hence, we expect IB to play little role in heating. In solid targets, on the other hand, IB plays a major role in plasma heating. Clusters, having solid density, will see IB dominate the heating.

A simple way to bring IB heating into the calculation is through the use of a Drude model for the complex dielectric constant,

$$\epsilon = 1 - \frac{\omega_p^2}{\omega(\omega + i\nu)}, \quad (3.15)$$

where $\nu$ is the electron-ion collisional frequency and $\omega_p$ is the plasma frequency ($\omega_p^2 = 4\pi n_e e^2 / m_e$). This treats the cluster as a small plasma. The collisional frequency is responsible for the imaginary part of the dielectric constant (and therefore the absorption). Its exact value is difficult to measure experimentally and we will estimate it with the formulas of Silin\(^61\)

$$\nu = \frac{4}{9} \left( \frac{2\pi}{3} \right)^{1/2} \frac{Z^2 e^4 n_i}{m_e^{1/2} (kT_e)^{3/2}} \ln \Lambda, \quad \nu_{osc} < \nu_{kT} \quad (3.16)$$

$$\nu = \frac{16Z^2 e^4 n_i m_e \omega^3}{E_0^3 \omega^3 (3m_e kT_e)^{1/2}} \left( \ln \left[ \frac{eE_0}{2\omega(3m_e kT_e)^{1/2}} \right] + 1 \right) \ln \Lambda, \quad \nu_{osc} > \nu_{kT} \quad (3.17)$$

where $v_{osc}$ is the oscillatory velocity of the electron from the laser field, $v_{kT}$ is the average electron thermal velocity, and $\ln \Lambda$ is the standard Coulomb logarithm.

We can calculate the heating inside of a cluster by looking at the cycle averaged energy deposited by the field.\(^62\) The time rate of change of the electromagnetic energy inside of the cluster is the divergence of the Poynting vector

$$\frac{\partial U}{\partial t} = \nabla \cdot \mathbf{S} = \frac{c}{4\pi} \nabla \cdot (\mathbf{E} \times \mathbf{H}). \quad (3.18)$$

Using Maxwell's equations

$$\nabla \times \mathbf{E} = -\frac{1}{c} \frac{dB}{dt}, \quad (3.19)$$

$$\nabla \times \mathbf{H} = \frac{\epsilon}{c} \frac{dE}{dt}, \quad (3.20)$$
where $\varepsilon$ is the complex dielectric constant, we can write

$$\frac{-\partial U}{\partial t} = \frac{1}{4\pi} \left( \varepsilon \mathbf{E} \cdot \frac{\partial \mathbf{E}}{\partial t} + \mathbf{H} \cdot \frac{\partial \mathbf{B}}{\partial t} \right)$$

(3.21)

Taking the fields in the form $\mathbf{E} = \frac{1}{2}(\mathbf{E}e^{-\text{i}\omega t} + \mathbf{E}^* e^{\text{i}\omega t})$, and assuming a non-magnetic material ($\mu = 1$), the heating rate, per unit volume, can be written as,

$$\frac{\partial U}{\partial t} = \frac{\omega}{8\pi} \text{Im}[\varepsilon] |\mathbf{E}|^2,$$

(3.22)

where $E$ is the peak amplitude of the laser field inside of the cluster. We see here that it is only the imaginary part of the dielectric constant that leads to absorption of this nature.

Also important is the fact that the electric field will be modified inside of the cluster, or any material for that matter. As we will shall see, the field inside can actually become many times larger than the field on the outside.

### 3.2.3 Resonance in Cartesian geometry

A plasma will have a natural frequency at which it will oscillate. When we drive the plasma at this frequency we will excite a resonance. For a bounded plasma, the dipole created
from the offset of the electron and ion fluid can couple to the driving field, enhancing the internal electric field. The frequency will be dependent on the plasma parameters as well as the boundary conditions of the plasma. We will first look at the case for a very thin, semi-infinite plasma.

Due to its large mass, we consider the ion fluid a stationary background of positive charge. We imagine pulling on the electron fluid in our plasma a small distance $\delta$. This will offset the charge as seen in Fig. 3.1. When we release the electron fluid there will be a force acting to restore the plasma to its original state.

We calculate the field inside of the plasma with Gauss’s law,

$$\oint_S \mathbf{E} \cdot d\mathbf{a} = 4\pi \int_V \rho dv.$$  \hfill (3.23)

Integrating over the closed surface (perimeter of area $A$) as shown in Fig. 3.1, we obtain

$$\mathbf{E} = 4\pi n_e e \delta \hat{x},$$  \hfill (3.24)

where $n_e$ is the electron density. The force exerted on the plasma will be

$$\mathbf{F} = q\mathbf{E} = -4\pi e^2 n_e \delta \hat{x}.\hfill (3.25)$$

The equation of motion in the $\hat{x}$ direction is

$$\frac{d^2 \delta}{dt^2} m_e = F = -m_e \omega_p^2 \delta, \quad \omega_p^2 \equiv \frac{4\pi n_e e^2}{m_e}.\hfill (3.26)$$

This leads to the differential equation

$$\frac{d^2 \delta}{dt^2} + \omega_p^2 \delta = 0.\hfill (3.27)$$

This is the equation of a simple harmonic oscillator with frequency

$$\omega = \omega_p.\hfill (3.28)$$
\( \omega_p \) is the well known plasma frequency, which can be defined as the resonant frequency of a plasma of this nature.

Now we can look at how an external electric field interacts with this resonance. We can drive the resonance when the field is perpendicular to the surface of the plasma. This case can occur when the electric field of the incident wave is in the plane of incidence, termed p-polarized. Since the plasma is thin, we can consider the external field \( E_0 \) (note the external fields will be denoted with a subscript while the internal fields will not) to be uniform. From the boundary conditions, we know that the perpendicular \( D \) field must be continuous across the boundary. This leads to,

\[
D_0 = D = \epsilon E_0 = \epsilon E, \quad E = \frac{E_0}{|\epsilon|}. \tag{3.29}
\]

Clearly, when \( \epsilon \) is near zero the field inside of the plasma can become greatly enhanced. This is from the coupling of the plasma dipole to the driving field. Eq. 3.22 becomes

\[
\frac{\partial U}{\partial t} = \frac{\omega}{8\pi} \frac{Im[\epsilon]}{|\epsilon|^2} |E_0|^2. \tag{3.30}
\]

If we put in the Drude model (Eq. 3.15) for \( \epsilon \), we find the maximum heating per electron occurs when the plasma frequency equals the laser frequency, just as we expect. Defining the critical density, \( n_{\text{crit}} \), as

\[
n_{\text{crit}} = \frac{m_e c^2}{4\pi e^2}, \tag{3.31}
\]

we can say this resonance will occur when the electron density equals the critical density. If we started with a solid density thin film \( (n_e > n_{\text{crit}}) \) the field will be initially shielded. As it expands, it will pass through the resonance \( (n_e = n_{\text{crit}}) \) and there will be an enhancement of the heating. This effect can greatly increase the amount of energy transferred to the plasma.
Relationship to resonance absorption

Resonance absorption\textsuperscript{63} is a well known process in laser interactions with plasma.\textsuperscript{64} An obliquely incident $p$-polarized electromagnetic wave ($\mathbf{E} = E_x\mathbf{x} + E_y\mathbf{y}$) must satisfy Possion's equation

\begin{equation}
\nabla \cdot (\varepsilon \mathbf{E}) = 0.
\tag{3.32}
\end{equation}

If there is a density gradient where $\varepsilon = \varepsilon(x)$, using the identity $\nabla \cdot (\varepsilon \mathbf{E}) = \varepsilon \nabla \cdot \mathbf{E} + \nabla \varepsilon \cdot \mathbf{E}$ we find that

\begin{equation}
\nabla \cdot \mathbf{E} = -\frac{1}{\varepsilon} \frac{\partial \varepsilon}{\partial x} E_x.
\tag{3.33}
\end{equation}

This says that the incident wave has developed an electrostatic component. As the electric field oscillates along the direction of the density gradient, charge oscillations are produced. This produces the electrostatic field. At the critical surface ($\varepsilon = 0$) the incident electric field is resonantly enhanced and a large amount of energy can be transferred to this electrostatic oscillation or electron plasma wave. This wave is damped, through either collisional or collisionless processes, and the energy is transferred to the random motion of the electrons.\textsuperscript{65}

In our previous calculation, we assume a uniform density throughout the plasma. For this abrupt vacuum-plasma interface, we must match the appropriate boundary conditions across the interface, rather than looking at propagation through a continuous density gradient. The plasma is much smaller than the wavelength of light, so the electric field is constant over the scale of the plasma. All elements of the plasma will see the same field (Eq. 3.29). Hence, the electrostatic oscillations (Fig. 3.1) will lead to a surface charge oscillation (front surface to back surface) rather than an electron plasma wave. So while the process we discussed is similar to resonance absorption, the small size and sharp boundary makes this phenomena unique.
3.2.4 Resonance in a spherical geometry

The natural frequency of a bounded spherical plasma is going to be different than our semi-infinite plasma calculated in section 3.2.3. The geometry makes this more complicated, but we can calculate the natural frequency of the spherical plasma by calculating the electric field inside of a sphere of ions and a sphere of electrons and then using the principle of superposition.\(^6\)

To calculate the field inside of a single sphere we use Gauss’s law (Eq. 3.23) once again. We find that,

\[ E(4\pi r^2) = 4\pi ne \left(\frac{4}{3}\pi r^3\right) \hat{r}. \]  

Which simplifies to

\[ E = \frac{4}{3} \pi ne r. \]  

We need to look at the field inside of two spheres, oppositely charged, offset from each other slightly. The situation is shown in Fig. 3.2. The electric field inside the negative and...
positively charged spheres, respectively, will be
\[ E' = -\frac{4}{3} \pi enr', \quad E'' = \frac{4}{3} \pi enr''. \tag{3.36} \]

By the principle of superposition the electric field inside will be
\[ E - E' + E'' = \frac{4}{3} \pi en(r'' - r'). \tag{3.37} \]

We calculate the force trying to pull the spheres together after they are separated
\[ F = qE = -\frac{4}{3} \pi e^2 n \delta \hat{x} = -m_e \frac{\omega_p^2}{3} \delta \hat{x}. \tag{3.38} \]

As before, to find the resonance frequency we look at the equation of motion. When the electron sphere is displaced a distance \( \delta \) we have
\[ \frac{d^2 \delta}{dt^2} m_e = F = -m_e \frac{\omega_p^2}{3} \delta. \tag{3.39} \]

This leads to the differential equation
\[ \frac{d^2 \delta}{dt^2} + \frac{\omega_p^2}{3} \delta = 0. \tag{3.40} \]

As in section 3.2.3 we have the equation of an harmonic oscillator, but now the frequency is
\[ \omega = \frac{\omega_p}{\sqrt{3}}. \tag{3.41} \]

This is similar to what we saw before, except for the factor of \( \sqrt{3} \). This corresponds to the electron density being 3 times the usual critical density.

The incident wave will drive the cluster in an analogous manner as the thin slab. The major difference will be the field inside of the cluster. For a sphere (small compared to the wavelength) the internal field will be
\[ E = \frac{3}{|r + 2|} E_0. \tag{3.42} \]
Plugging this into Eq. 3.22 we get

$$\frac{\partial U}{\partial t} = \frac{9\omega}{8\pi} \frac{Im[\epsilon]}{|\epsilon + 2|^2} |E_0|^2. \quad (3.43)$$

The maximum heating will now occur when $n_e/n_{crit} = 3$. We still see a large enhancement of the electric field and the laser heating, but it occurs at a higher density than for the thin slab.

### 3.3 Mie scattering

As mentioned before, section 3.2.4 assumes the cluster is very small compared to the wavelength of light. This is true in the beginning of the interaction. But once the resonance is reached the cluster expands rapidly becoming comparable to the wavelength. To get a more accurate picture of what is going on during the total interaction, we need to look at the solution of Maxwell’s equations for an electromagnetic wave incident on a spherical object.

#### 3.3.1 Historical perspective

The problem of a sphere in an electromagnetic field has been solved and is generally referred to as the Mie solution. History does a disservice to many people here since Mie$^{67}$ was not the first to develop this solution.$^{68}$ As far back as 1863, Clebsch$^{69}$ published a work on scattering from spheres. He published the exact solutions to the scalar wave equations. Lord Rayleigh published many works on scattering,$^{70}$ though he never fully solved the electromagnetic problem. Most germane to our discussion here is his 1881 publication,$^{71}$ where he develops the equations for scattering from small objects which bear his name today. What we call the Mie solution was first published by Lorenz in 1890.$^{72}$ Many others published these results,$^{73,74}$ developed independently, around the turn of the century.
Mie published his work in 1908. His theoretical development does not differ in any significant way with these previous works. What Mie did, however, was to apply this theory to an actual scattering problem. He presented calculations of scattering from colloidally dispersed metal particles. His methods presented a template for other researchers who wanted to do scattering calculations. These results were widely used by others and hence the entire solution came to bear Mie’s name.

With all due respect for those who first developed the theory, in this thesis the solution will be referred to as the Mie solution. The derivation is involved and is presented in appendix A for the interested reader. Those further interested in this topic are referred to one of the excellent books published on the topic of scattering from spheres.

### 3.3.2 Cross-sections

For our calculations we only need the final results of appendix A. We can calculate the absorbed energy by computing the Mie extinction and scattering cross-sections,

\[
\sigma_{\text{ext}} = \frac{2\pi}{k^2} \sum_{n=1}^{\infty} (2n + 1) \text{Re}(a_n + b_n), \tag{3.44}
\]

and

\[
\sigma_{\text{sca}} = \frac{2\pi}{k^2} \sum_{n=1}^{\infty} (2n - 1) \{|a_n|^2 + |b_n|^2\}, \tag{3.45}
\]

where

\[
a_n = \frac{m \psi_n(y) \psi'_n(x) - \psi_n(x) \psi'_n(y)}{m \psi_n(y) \xi'_n(x) - \xi_n(x) \psi'_n(y)}, \tag{3.46}
\]

\[
b_n = \frac{\psi_n(y) \psi'_n(x) - m \psi_n(x) \psi'_n(y)}{\psi_n(y) \xi'_n(x) - m \xi_n(x) \psi'_n(y)}, \tag{3.47}
\]
$m$ is the complex index of refraction of the sphere and $\psi_n(z), \xi_n(z)$ are the Riccati-Bessel functions, which are related to the spherical Bessel and Hankel functions:

\begin{align}
\psi_n(z) &= z j_n(z), \\
\xi_n(z) &= z h_n^{(1)}(z).
\end{align}

(3.48)
(3.49)

From conservation of energy we have

$$\sigma_{abs} = \sigma_{ext} - \sigma_{sca}$$

(3.50)

This is the absorption cross-section for a single cluster. Our target will consist of a large ensemble of spheres. For a medium containing $N$ spheres per unit volume, over a distance $l$, the intensity of the incident beam will decrease by

$$e^{-N l \sigma_{ext}}.$$  

(3.51)

This contains all the information we need about IB heating. Using a Drude model to calculate the index of refraction we can calculate $\sigma_{ext}$ and $\sigma_{sca}$ and find the energy transferred to the clusters by collisional heating.

### 3.4 Cluster expansion

If we assume the cluster maintains a uniform density throughout its volume as it expands we can write

$$4 \pi r^2 \frac{\partial r}{\partial t} = \frac{\partial K_z}{\partial t},$$

(3.52)

where $P$ is the pressure inside of the cluster. From this we can compute the acceleration of the cluster expansion

$$\frac{\partial^2 r}{\partial t^2} = \frac{3P}{n_i m_i r}.$$  

(3.53)
The pressure inside of the cluster is controlled by two processes. First, rapid ionization
and free-streaming of electrons will cause charge to build up on the cluster; the excess
charge on the cluster represents potential energy which is trying to push the cluster apart
in a Coulomb explosion. The pressure from this effect is

$$P_{\text{Coul}} = \frac{Q^2 e^2}{8 \pi r^4},$$

where \(Qe\) is the accumulated charge on the cluster.

Additionally, the hot plasma formed will have an electron temperature which will create
a pressure forcing a hydrodynamic expansion. The pressure from this will be

$$P_e = n_e kT_e$$

where \(T_e\) is the plasma electron temperature.

It is difficult to get an intuitive feel for the difference in magnitude of the two pressures.
It would seem as if the \(1/r^4\) scaling of the Coulomb pressure will cause it to rapidly decrease
as we interact with larger and larger clusters. However, a larger cluster will have more
ionization and more electrons will leave the cluster leading to a larger \(Q\). Both \(n_e\) and \(T_e\)
will be effected by cluster size, thus effecting the hydrodynamic pressure.

To examine this we are going to need to look at the free-streaming of the electrons.
Initially the electrons will be able to leave the cluster easily when they are ionized. As
charge builds up on the cluster an electron must have enough kinetic energy to overcome
the Coulomb attraction in order to leave the cluster volume. Ditmire \textit{et al.}\cite{22} estimated
the free-streaming rate by looking at the cluster geometry and calculating the number of
electrons with enough energy to escape the cluster which are within one mean free path
(\(\lambda_e\)) of the cluster surface. This rate is

$$W_{FS} = \int \int_S v f(v) dS dv,$$

where \(S\) is the surface of the cluster.
where $f(v)$ is a Maxwellian velocity distribution

$$f(v) = 4\pi n_e \left( \frac{m_e}{2\pi kT_e} \right)^{3/2} v^2 \exp \left[ -\frac{m_e v^2}{2kT_e} \right].$$

(3.57)

Because only a fraction of the electrons can reach the surface, $dS$ is not simply $dA$. Accounting for the fraction which reach the surface we can write

$$dS = \frac{3\rho^2}{4\pi r^3} d(\cos \psi) d\phi d\rho dA,$$

(3.58)

where $\rho$ is a distance from the origin along the vertical axis, $\psi$ is the angle an electron’s velocity makes with the vertical axis (defined as zero when the electron is moving downward along the axis), and $\phi$ is the azimuthal angle. From the geometry, we can form the constraints

$$\cos \psi_{\text{max}} = -1,$$

(3.59)

$$\cos \psi_{\text{min}} = \frac{\rho^2 + \lambda_e^2 - r^2}{2\rho\lambda_e},$$

(3.60)

$$\rho_{\text{min}} = r - \lambda_e.$$  

(3.61)

Hence, Eq. 3.56 can be written

$$W_{FS} = 4\pi r^2 \int_{\psi_{\text{min}}}^{\psi_{\text{max}}} d\psi \int_{\rho_{\text{min}}}^{\rho_{\text{max}}} d\rho \int_{A_{\text{min}}}^{A_{\text{max}}} dA \int_{v_{\text{min}}}^{v_{\text{max}}} dv \frac{3\rho^2}{4\pi r^3} d(\cos \psi) d\phi d\rho d\psi.$$

(3.62)

Performing the integral we obtain

$$W_{FS} = n_e \frac{2\sqrt{2\pi}}{m_e^{1/2}(kT_e)^{1/2}} \exp \left[ -\frac{K_{\text{esc}}}{kT_e} \right] \times \left\{ \begin{array}{ll} \frac{\lambda_e (12r^2 - \lambda_e^2)}{4r^2} & \lambda_e < 2r \\ 4r^2 & \lambda_e > 2r \end{array} \right\}.$$

(3.63)

where $\lambda_e$ is given by

$$\lambda_e = \frac{(kT_e)^2}{4\pi n_e (Z+1)e^4 \ln \Lambda}.$$

(3.64)
and In \(\Lambda\) is the standard Coulomb logarithm. We also need to estimate the minimum energy an electron needs to escape from the cluster, \(K_{\text{esc}}\). We can use the potential energy of the Coulomb attraction at the surface of the sphere,

\[
K_{\text{esc}} = \frac{(Q + 1)e^2}{r}
\]  

(3.65)

### 3.5 Computer simulation

The model presented here is similar to the one used in previous publications.\(^{22}\) The largest difference is the inclusion of a Mie scattering code\(^{80}\) which will be used to calculate the collisional heating in the cluster. This gives a more accurate answer for the case of longer pulse lengths, where the cluster expands to a size on the order of the wavelength. The code uses a second order Runge-Kutta method\(^{81}\) to perform the numerical integration. The ionization, free streaming, cluster heating, and cluster expansion are calculated from the equations in the previous sections. Corrections are made to the electron temperature to account for ATI, energy loss from free streaming, and energy absorbed during collisional ionization. These corrections are small but are included for completeness.

The first thing we will look at is the heating of the cluster. Figure 3.3 shows the heating and electron density of an individual cluster. As the laser irradiates the cluster the atoms are rapidly ionized and an overdense plasma is formed. As the intensity increases the cluster expands while electrons continue to be ionized; ionization still dominates and the electron density increases. Eventually the rate of expansion overcomes the rate of ionization and the electron density begins to drop. At \(n_e/n_{\text{crit}} = 3\) the cluster undergoes rapid heating because of the enhancement of the internal electric field due to the resonance condition. The energy absorbed increases an order of magnitude at this point. This heating causes a rapid
Figure 3.3: Heating and density of a 100 Å initial radius xenon cluster. The laser conditions are 450 fs and an intensity of $1.1 \times 10^{16}$ W/cm$^2$. The graph shows the total energy absorbed by collisional heating per cluster (solid), the electron density compared to the critical density (dashed) and the relative intensity of the laser pulse (dotted).

Figure 3.4: Electron temperature of a 100 Å initial radius xenon cluster. The laser conditions are 450 fs and an intensity of $1.16 \times 10^{16}$ W/cm$^2$. 
spike in the electron temperature (Fig. 3.4) up to 10 keV. The cluster now rapidly expands and cools. The cluster forms an underdense bulk plasma and hence interacts weakly for the remaining duration of the laser pulse.

The rapid acceleration is seen in Fig. 3.5. Just before the peak of the laser pulse, when the resonance occurs, the velocity increases rapidly. In the latter half of the pulse, the radius is increasing at a high rate; the cluster approaches the size of the laser wavelength. At this point we can no longer make the small cluster approximation and need to use the full Mie formulas to accurately calculate the absorption.

The problem with using the small sphere approximation (Eq. 3.43) is that it will predict a heating that is too high as the cluster radius becomes comparable to the wavelength. This will be a problem for longer pulse widths, since the cluster has more time to expand during the pulse. Figure 3.6 shows the total heating using Eq. 3.43 and the full Mie solution. At
Figure 3.6: Heating of 100 Å initial radius xenon cluster using the small sphere approximation (dashed) and the full Mie solution (solid). The small sphere approximation overestimates the heating as the cluster radius becomes comparable to the wavelength.
short pulses the heating is similar. As the pulse width gets longer, the heating is larger for the small sphere approximation. This will overestimate the absorption, and shows the need for the full Mie calculation.

Where the resonance occurs during the laser pulse is going to greatly effect the transfer of energy between the laser and the cluster. There will be more heating if the resonance occurs near the peak of the pulse, rather than in the wings. If we use a short enough pulse, the laser will be gone before the cluster reaches resonance. This can be seen in Fig. 3.7. We do not see the sharp increase in the heating as in Fig. 3.3. We ionize the cluster and create an overdense plasma, but now there is not enough time for that plasma to expand to the resonance condition. Hence we see over an order of magnitude less energy absorbed by the cluster compared with Fig. 3.3. This leads to the idea of an optimal pulse width for
The time for a cluster to reach resonance will depend on initial cluster radius. If we assume a constant expansion velocity, the radius of the cluster becomes

\[ r(t) = r_0 + vt, \quad (3.66) \]

where \( r_0 \) is the initial radius. The time it takes for a cluster to expand to resonance \((n_e = 3n_{\text{crit}})\) is

\[ \tau_r = \frac{r_0}{v} \left[ \left( \frac{n_0}{3n_{\text{crit}}} \right)^{1/3} - 1 \right], \quad (3.67) \]

where \( n_0 \) is the initial density, \( n_{\text{crit}} \) is the critical density, and \( v \) is the expansion velocity.

From Eq. 3.66 we can write

\[ n(t) \propto (r_0 + vt)^{-3}. \quad (3.68) \]
Figure 3.9: Free-streaming of electrons from different sized xenon cluster. The laser conditions were 450 fs and an intensity of $1.16 \times 10^{16}$ W/cm². The sizes modeled were: 50 Å (dashed), 100 Å (solid), and 200 Å (dotted).

Taking the derivative we find

$$\frac{dn}{dt} = -3v(r_0 + vt)^{-4}.$$  \hspace{1cm} (3.69)

From this we see that the density of larger clusters will initially change slower than small clusters. From this we expect the breadth of the resonance to be larger for larger clusters.

Figure 3.8 shows the density of various sized clusters interacting with a 450 fs pulse. Each size reaches $n_e/n_{crit} = 3$ at a different point in the laser pulse. Each size would be expected to have a different optimal pulse width for maximum absorption.

In a small cluster (a few atoms), all of the electrons leave the cluster once the atoms are ionized. This leads to the well know Coulomb explosion which is used to also describe the dynamics of molecules in intense fields. Large clusters will confine the electrons to their volume behaving like a plasma, much like a laser fusion target capsule. In the range of
several hundred to millions of atoms the behavior is some combination of the two. Figure 3.9 shows the fraction of ionized electrons which free stream away from different sized clusters. The larger a cluster is, the smaller the fraction of electrons that leave. It should be noted that this calculation overestimates the free streaming rate since it does not account for the changes in the Maxwellian distribution of electron energies in the cluster from the free streaming.\textsuperscript{22}

Figure 3.9 also shows that the majority of the electrons which leave the cluster do so during the resonance. The cluster plasma is effectively neutral before it reaches this point. We would expect the hydrodynamic forces to dominate in this region. We can see this in Fig. 3.10. Before the resonance the hydrodynamic pressure is well above the Coulomb pressure, driving a hydrodynamic expansion. There is a spike in the pressure at the resonance which causes the rapid acceleration seen in Fig. 3.5. This is when most of the free streaming occurs, increasing the charge on the cluster. After resonance, the pressure drops rapidly. The smaller cluster has lost most of its electrons, and hence the Coulomb pressure is larger than the hydrodynamic pressure; while in the large cluster the two pressures are nearly equal.

### 3.6 Conclusion

This completes the basic theory of laser-cluster interactions. This theory assumes the cluster can be treated as a plasma. We have seen that a large fraction of the electrons are confined to the cluster (especially in larger clusters), supporting the plasma assumption. The clusters expand during the laser pulse and, for longer pulses, become comparable to the wavelength of the laser. At this point a full Mie calculation has to be performed in order to compute energy absorption. A small sphere approximation\textsuperscript{22} will overestimate the absorbed energy.
Figure 3.10: Coulomb (dashed) and hydrodynamic pressure (solid) on xenon clusters. (a) 50 Å cluster and (b) 200 Å cluster. The laser conditions are 450 fs and an intensity of $1.16 \times 10^{16} \text{ W/cm}^2$. 
Modeling shows that a resonance, when \( n_e = 3n_{\text{crit}} \), will greatly effect the absorption. Different pulse widths should interact differently with this resonance. We now move on to examine this experimentally.
Chapter 4

Absorption and Soft X-ray Experiments

4.1 Experimental design

The experiments in this section were conceived to test the hydrodynamic theory of cluster interactions. Our goal was to directly observe the effects of resonance on the coupling of the laser energy to the cluster target. We needed to perform a time resolved measurement with a resolution much greater than the expansion time to resonance. From Eq. 3.67 we estimate the expansion time to be on the order of 100's of femtoseconds to a few picoseconds. It was with this in mind, that we designed and built the 50 fs laser system, described in chapter 2.

4.2 Cluster formation and characterization

Clusters are formed by the expansion of a gas into a vacuum through a nozzle. The gas jet used in these experiments was a Mach 8 Laval nozzle. This nozzle was attached to a standard General Valve solenoid gas jet. The throat diameter was 150 $\mu m$, and the half
angle of the nozzle was 5°. The jet was backed with 50–200 psi of xenon or 300–600 psi of argon. Based on our calculations of laser absorption to be discussed in section 4.3.5 we estimate the average gas density to be $6.9 \times 10^{17}$ at 200 psi and it scales linearly with pressure. This is in reasonable agreement with previous density measurements of these jets.\textsuperscript{83}

Cluster sources have been thoroughly investigated by the chemistry community. They have studied their formation\textsuperscript{13,84} and electronic properties.\textsuperscript{14,85} The onset of cluster formation can be determined by calculation of the Hagen scaling parameter, $\Gamma^*$. This is defined as

\begin{equation}
\Gamma^* = k \frac{d_{eq}^{85} p_0}{T_0^{2.29}}
\end{equation}

where $p_0$ is the stagnation pressure in mbar, $T_0$ is the initial gas temperature, $d_{eq}$ is the equivalent jet throat diameter in $\mu$m, and $k$ is a constant depending on the gas used ($k=5500$ for Xe, 2890 for Kr, and 1650 for Ar).\textsuperscript{85} For a sonic jet, $d_{eq}$ is the actual throat diameter, $d$. However, for a supersonic nozzle it is equal to $0.73d/\tan \alpha$, where $\alpha$ is the nozzle half angle.\textsuperscript{86}

The relation of the Hagen scaling parameter to average cluster size can be found in the literature (Fig. 4.1).\textsuperscript{85} The onset of clustering is seen when the Hagen scaling parameter is about 300. For the conditions of these experiments the Hagen scaling parameter is on the order of several times $10^4$, so we expect the formation of massive clusters. If we extrapolate from Fig. 4.1 we can write a power law relation for $\bar{N}$

\begin{equation}
\bar{N} = 4.33 \times 10^{-4}(\Gamma^*)^{1.87} \quad \Gamma > 1000
\end{equation}

We needed to measure the sizes of the clusters produced from this jet to ensure they agree with the Hagen scaling. The standard method for measuring cluster size is with
Figure 4.1: Cluster size as a function of Hagen parameter. The data points are from the literature. Reprinted from Chem. Phys. Lett. 159, "Fluorescence excitation spectroscopy of xenon clusters in the VUV," p. 322, Copyright 1989, with permission from Elsevier Science.
electron impact ionization followed by time of flight (TOF) spectroscopy. This gives a measurement of the charge to mass ratio from which the full cluster size distribution can be determined. Unfortunately this cannot be done with the very large clusters we are using in these experiments. Large clusters will fragment once they are ionized and we will not be able to determine the initial size distribution.

To get information about the cluster sizes we will use Mie scattering. This will not break apart the clusters. However, we will only be able to measure an average cluster radius. Since the clusters are much smaller than the wavelength of the laser we will use (532 nm), we can use the Rayleigh scattering limit. In this limit the differential scattering cross-section is

$$\frac{d\sigma}{d\Omega} = \frac{2\pi r^6}{\lambda^4} \left( \frac{n^2 - 1}{n^2 + 2} \right) \cos^2 \theta,$$

for $\mathbf{E} \parallel$ scattering plane \hspace{1cm} (4.3)

$$\frac{d\sigma}{d\Omega} = \frac{2\pi r^6}{\lambda^4} \left( \frac{n^2 - 1}{n^2 + 2} \right),$$

for $\mathbf{E} \perp$ scattering plane \hspace{1cm} (4.4)
where $n$ is the index of refraction of the clusters, $\lambda$ is the wavelength of the scattered light, $\theta$ is the angle in the scattering plane with respect to the k-vector, and $r$ is the cluster radius. The setup for this measurement is shown in Fig. 4.2. Our diagnostic measured the light scattered perpendicular to the polarization, at $\theta = 90^\circ$. The incoming beam, several hundred microjoules from the doubled Nd:YAG pump laser, is approximately 1 cm in diameter. It is focused with a 1 m lens onto the target. The scattered light is collected with a large 30 cm focal length lens and imaged onto a photomultiplier tube (PMT).

Figure 4.3 shows some scattering data from Xe. The signal goes as $p^{2.4}$ which is in reasonable agreement with the expected $p^3$ relation. We can estimate the average cluster size from the magnitude of the scattered signal. Using the index of refraction for solid Xe we calculate the mean cluster radius at 200 psi backing pressure to be 200 Å.
4.3 Variable pulse width experiments

The initial experiments to examine the cluster resonance used a variable laser pulse width. The concept behind these experiments is shown in Fig. 4.4. With a very short laser pulse...
Figure 4.5: Setup for cluster experiments.

(top), the pulse passes before the cluster has had enough time to expand to the resonance condition. We would expect absorption to be low in this case. When the pulse width is longer (middle), such that the laser pulse is near its maximum intensity when the resonance condition is met, the absorption should be much higher. If the pulse gets too long (bottom), the majority of the laser pulse interacts with a greatly expanded cluster and again we should see low absorption.

4.3.1 Experimental setup

The experimental setup is shown in Fig. 4.5. We can adjust the pulse width of the laser by varying the spacing of the fold mirror in the compressor. After the single grating compressor, the beam was sent to an expanding Galilean telescope (M=4x). This was done to minimize the accumulation of non-linear phase traveling through the air and the 1 cm thick fused silica target chamber window. Additionally, this beam expansion permitted a lower
f-number for our final focusing, increasing the intensity on target. After the telescope the beam was sent into a 2' diameter, spherical target chamber. The beam was then focused with an f/3 off axis paraboloid onto a cluster target. The focal spot can be seen in Fig. 4.6. Approximately 70% of the energy was contained in a 9 μm gaussian spot, with the remaining energy in low intensity wings.

The input energy of the laser was measured with a pyroelectric energy meter, measuring transmitted light through one of the mirrors before the target. The laser energy transmitted through the target was collected with an f/2.3 lens and measured with a similar energy meter. We checked for scattered laser light (90°, 45° forward) by imaging the interaction region onto a silicon detector with an f/2.3 lens. Additionally, we looked for backscattered light by placing a diode behind the dielectric mirror before the entrance of the chamber. These data will be discussed in chapter 5, but the signals levels were small. We found only a negligible amount of energy was scattered (< 1% over 4π sr), so the absorbed energy was taken to be the difference between the input and output energies. The absorption
Figure 4.7: Absorption measurement in xenon for variable pulse length experiments. The pressure 50 (diamonds), 100 (circles), 200 (squares) psi.

measurements were averaged over 50 shots. We also utilized a variable line spaced, grazing incidence soft x-ray spectrometer (resolution = $\lambda/\Delta \lambda \approx 100$) with a soft x-ray CCD camera to look at plasma emission with wavelengths between 170 Å to 300 Å. There was a 3000 Å thick Al filter in the spectrometer to prevent the laser radiation from getting to the CCD.

### 4.3.2 Absorption measurements

Figure 4.7 shows the results of absorption measurements as a function of laser pulse duration for several pressures. The laser energy is about 6.5 mJ, with a peak intensity of $2.3 \times 10^{17}$ W/cm$^2$ in vacuum for a 50 fs pulse. When the pulse is short the absorption is about 15%. At 50 fs, the pulse length is small compared to the hydrodynamic expansion time. An
Figure 4.8: Absorption measurement for variable pulse length experiments. The target was argon at 300 (circles) and 600 (squares) psi.

overdense plasma is formed from each cluster, but by the time it expands to the resonance condition, the laser pulse is already past. As the pulse gets longer the resonance begins to occur during the laser pulse, enhancing the absorption. Eventually, the absorption begins to fall off as the resonance occurs early in the pulse and most of the laser energy interacts with a bulk plasma with relatively low density.

As the cluster size increases, the peak absorption occurs for a larger pulse width. This is expected from Eq. 3.67. We also observe that the width of the resonance is larger for increasing cluster size. In a larger cluster the rate of change in density is less than for a smaller one. Hence, a larger cluster will be near resonance for a longer period of time, increasing the absorption of laser light.

We should see similar effects in other cluster species. The absorption results for argon
Figure 4.9: Absorption measurement for both positive and negative chirp. Negative grating spacing indicates positive chirp and positive spacing is negative chirp. The target was Ar at 300 psi.

are seen in Fig. 4.8. The graph shows the same trend as in xenon. The larger clusters take a longer time to reach resonance, and the resonance is wider as well.

Note on pulse chirp

When we change the grating spacing to get a longer pulse width we are chirping the pulse. The resonance condition is dependent on the laser frequency through the critical density. If the instantaneous frequency is varying in the direction such that it matches the changes in the plasma frequency due to expansion (negative chirp) there may be higher absorption. In Fig. 4.9 we look at absorption as we sweep the pulse width from positive chirp (negative spacing), to transform limited pulse, to negative chirp (positive spacing). There is no
significant difference for positive or negative chirp. If there is an effect here it is small.

4.3.3 X-ray measurements

As electrons recombine with ions and transition between energy levels, radiation will be emitted. Along with the kinetic energy of electrons and ions, this is one of the ways the absorbed energy will be emitted from the plasma. We expect the increased absorption seen in the previous section to imply increased x-ray emission.

The spectra from argon (600 psi) at two different pulse lengths are shown in Fig. 4.10. The spectra were integrated over 20 shots. The pulse length was 50 fs, corresponding to a peak intensity in vacuum of $1.9 \times 10^{17}$ W/cm$^2$ for the left spectra; and the pulse length was 900 fs, corresponding to $1.1 \times 10^{16}$ W/cm$^2$ for the right one. The input energy is the same in both spectra (5.4 mJ). The frequency increases vertically in the raw spectra, with the lower emission edge being about 170 Å, which is the cutoff of the Al filter. The x-ray yield increased almost 400% by making the pulse length 18 times longer. Although the intensity has dropped by over an order of magnitude, the two spectra look similar. Collisional ionization still produces a significant amount of sodium-like argon at $1.1 \times 10^{16}$ W/cm$^2$, while tunnel ionization does not.$^{92}$

By estimating the total throughput of our system we can find the overall conversion efficiency. From the manufacture's literature, the quantum efficiency of the back-illuminated CCD is 40% in this energy range. The energy gain is approximately 1 electron per 3.65 eV of photon energy. The spectrometer subtends $5.81 \times 10^{-6}$ sr. Throughput of the spectrometer is estimated$^{93}$ to be about 1% and the Al filter in front of the spectrometer transmits 60% of the incident radiation. From these number we find the conversion efficiency for argon into the 170 Å to 300 Å band, at optimal pulse width, to be $\sim 1\%$. There is an uncertainty of
Figure 4.10: Argon spectra at 600 psi. The spectra on the left is for a 50 fs pulse and the one on the left is for a 900 fs pulse. The input energy is 5.4 mJ for both spectra. The graph shows a partial line out of the spectra with some main lines identified. The lower trace corresponds to the 50 fs pulse and the upper one the 900 fs pulse. The upper trace has been offset 10 AU for clarity.
about a factor of 2 since we do not have specific calibrations for the equipment used and we are using the manufacturers typical numbers; ideally the entire spectrometer and detector system would be calibrated either with synchrotron radiation or calibrated photodiodes. As we decrease the pulse width from the optimal, the overall conversion efficiency drops. However, if we take into account the change in absorption, we find that the percentage of the absorbed energy which is converted into x-ray emission remains constant.

We see the spectra for 200 psi Xe in Fig. 4.11. The intensity in vacuum for the 50 fs pulse is $1.9 \times 10^{17}$ W/cm$^2$ for the spectra on the left and for the one on the right it was 2 ps, corresponding to $4.8 \times 10^{15}$ W/cm$^2$. In this case the emitted radiation increased by 600%. The conversion efficiency into this band is comparable to the previous case of argon. There should be substantial emission below the 170 Å cutoff, but our diagnostics were not set up to observe it.

These data all imply that when the absorption increases, the x-ray emission increases along with it. To verify this we measured the spectra and the absorption simultaneously (Fig. 4.12). The x-ray yield tracks the absorption very closely. By adjusting the pulse width we can control the conversion efficiency into soft x-ray energy. This is an attractive technique for source development, since a brighter source can be produced without increasing the laser energy.

### 4.3.4 Variable energy

Since we are keeping the energy constant in these experiments, the intensity increases as we shorten the pulse. It has been previously observed, using a 2 ps pulse, that as the laser intensity increases, the absorption saturates and eventually decreases. To see if the increasing intensity was responsible for the decrease in absorption at the shortest pulses,
Figure 4.11: Xenon spectra at 200 psi. The spectra on the left is for a 50 fs pulse and the one on the right is for a 2 ps pulse. The input energy is 5.4 mJ for both spectra. The graph shows a partial line out of the spectra with some main lines identified. The lower trace corresponds to the 50 fs pulse and the upper one the 2 ps pulse. The traces are on the same scale.
we measured the absorption of laser light as a function of intensity, keeping the pulse width constant and varying the input energy. The shortest pulse of 50 fs was used since this produces the highest intensities and would therefore cause the most saturation. The results of these experiments are shown in Fig. 4.13. Over the intensity range in which these experiments were performed, the absorption is a monotonically increasing function of the laser intensity, clearly indicating that it is the change in pulse width and not the change in intensity which is responsible for the results seen in section 4.3.

When we use a long pulse, shown in Fig. 4.14, the absorption is also increasing over our intensity range. The behavior here, however, is different from the 50 fs case. We see absorption at much lower intensities. Absorption is seen down to $2 \times 10^{13}$ while, with a 50 fs pulse, the absorption is down below 10% by $6 \times 10^{16}$. These data are similar to what has
Figure 4.13: Absorption as a function of intensity from 190 psi Xe. Pulse width was 50 fs.
Figure 4.14: Absorption as a function of intensity for 190 psi Xe. Pulse width was 1.2 ps.
Figure 4.15: Model calculations for variable pulse width data in Xe. The lines are calculated values for 50 (solid), 100 (dashed), and 200 (dotted) psi. The calculations are overlayed on the data from Fig. 4.7 has been previously observed with picosecond pulses.23

4.3.5 Modeling

To further understand the interaction we applied the model discussed in chapter 3 to the entire jet. The jet was divided into slices for purposes of computation. The incident electric field was then applied to a sample cluster in the first slice, and the computation described in chapter 3 was performed. Each timestep, the energy absorbed was multiplied by the number of clusters in the slice and subtracted from the incident energy contained in the timestep. Once the pulse has propagated through the slice, the modified laser electric field was applied to the next slice. This process was repeated until the laser has passed through the entire jet. In our experiments the Rayleigh range was smaller than the jet length. We accounted
for this by adjusting the beam waist through the jet, based on a gaussian beam propagating through focus with a 14 μm waist. The code was run for several intensities and then these were used to integrate over the actual intensity distribution in the focal spot. Summarizing from chapter 3, the overall model considers a uniform density cluster plasma, taking into account tunnel and collisional ionization, ATI and inverse bremsstrahlung heating, along with the hydrodynamic and Coulomb explosion aspects of the expansion.

The distribution of cluster sizes in the jet may effect the calculation. Each cluster size will reach peak absorption at a different pulse width. To account for this we ran the code for several cluster sizes and then took a weighted average. While we do not know the exact distribution, previous work in hydrogen shows an asymmetric distribution biased toward larger clusters. We used a superposition of a gaussian distribution with a FWHM equal to the average cluster size and an exponential distribution producing a tail of large clusters.

The computational results are shown in Fig. 4.15. While the code does not produce an exact fit, the agreement is acceptable for a simple model of this nature. All of the curves show the basic features of a fast rise to a peak and then a slow fall as the pulse width increases. As the cluster sizes get larger, the peak absorption moves to longer pulse widths, just as predicted by Eq. 3.67. The peak absorption also gives reasonable agreement between model and data.

The most troubling disagreement is that the code predicts a much slower fall off than was seen in the data. In this regime a significant portion of the laser pulse interacts with clusters after they hit resonance. We saw in chapter 3 how the clusters begin to expand rapidly after the resonance. We will begin to transition from cluster behavior to bulk plasma behavior in this regime. The code does not account for this. Once we form a bulk plasma the Mie code will no longer accurately model the absorption. Additionally,
nonlinear propagation effects in the plasma, which may occur at these high intensities, are not considered.

4.4 Two-pulse experiments, single time delay

The variable pulse width experiments indicated that resonance was playing a major role in cluster interactions. One complication of these experiments was the fact that the laser pulse is continuous while the cluster is expanding to the resonance condition. The dynamics of the laser interaction with the cluster target during this expansion time will be convolved with the effects of the resonance. This complicates the analysis of the experiment.

A pump-probe style experiment would lend itself to simpler analysis. Figure 4.16 shows this experiment. It is probing the same effect as the variable pulse experiments, however, now we use two short 50 fs pulses. A small pulse is placed in front of the main pulse. The small pulse starts the cluster expanding. If there is a small delay (top) the plasma is overdense when the main pulse arrives and absorption is low, similar to the case of no prepulse. If it arrives when the plasma is at the resonance condition (middle), absorption is much higher than it would be without the prepulse. If the delay is too great (bottom), the cluster density is low and we expect the absorption to be small.

4.4.1 Experimental setup

A simple way to create the two pulses for this kind of experiment is to pass the beam through an optic with a hole in the middle of it. Shown in Fig. 4.17, the part of the beam going through the hole will be ahead of the rest of the beam since it does not see the larger index of refraction in the optic. This technique eliminates any alignment problems one may have if they split the beam in two and then recombine the two beams after each has gone
Figure 4.16: Experimental concept for pump-probe experiments.
Figure 4.17: Experimental setup for pump-probe experiments.

through a different path length. The delay induced by the optic will be

\[ \tau = (n - 1) \frac{t}{c}, \]

where \( n \) is the index of refraction in the optic, \( t \) is the thickness of the optic, and \( c \) is the speed of light in vacuum. We knew from the previous experiments that the delay would have to be on the order of 100’s of femtoseconds. In order to achieve this, the optic needs to be about 100 \( \mu \text{m} \) thick. Although standard laser optics are not found this thin, microscope slide cover glass of this thickness can be purchased.

We had two hole sizes (.8 and 1.2 cm) ultrasonically drilled in cover glass to provide our delay. These could be inserted and removed from the laser beam after the compressor. The absorption was measured with the same setup described in section 4.3.1. We could also insert cover glass with no hole in it so that we could demonstrate that it is the prepulse.
Table 4.1: Data for prepulse experiment using an optic with a hole to generate the delay. Target was 300 psi argon.

<table>
<thead>
<tr>
<th>Optic thickness (mm)</th>
<th>Delay (fs)</th>
<th>Hole size (cm)</th>
<th>Total absorption</th>
</tr>
</thead>
<tbody>
<tr>
<td>.130</td>
<td>220</td>
<td>no hole</td>
<td>.19</td>
</tr>
<tr>
<td>.130</td>
<td>220</td>
<td>.8</td>
<td>.43</td>
</tr>
<tr>
<td>.130</td>
<td>220</td>
<td>1.2</td>
<td>.37</td>
</tr>
<tr>
<td>2</td>
<td>3300</td>
<td>1.0</td>
<td>.19</td>
</tr>
</tbody>
</table>

and not the cover glass itself that is causing the effect.

4.4.2 Experimental results

Table 4.1 shows the data from this experiment. With only the cover glass there is no enhancement of the absorption and only 19% of the laser energy is absorbed. The .8 cm hole creates a prepulse containing 14% of the energy. This causes the overall absorption to more than double. If we use a larger hole we create a larger prepulse, 33% in this case. The absorption goes down since the delayed pulse, which has the higher absorption, is now smaller. We can calculate the absorption of the delayed pulse since we know only 19% of the prepulse is absorbed. If we do this, we find that for the small hole 47% of the main pulse is absorbed, while with the large hole 46% is absorbed. The difference in the prepulse intensity is small, so the clusters expand in the same manner for both cases. The main pulse comes at the same point in the expansion and the absorption is more or less the same for both cases.

We also used a thick optic to delay the main pulse to long after the clusters go through the resonance condition. In this case the total absorption was only 19%. Both the prepulse and the main pulse are poorly absorbed. The clusters have expanded into a low density bulk plasma by the time the delayed pulse arrives and we see weak coupling with the laser.
4.5 Two-pulse experiments, variable time delay

The success of the glass slide experiments encouraged us to do an actual pump probe style experiment. This way we can continuously change the delay between the main pulse and the prepulse, allowing us to probe the expansion process.

4.5.1 Experimental setup

The setup is similar to Fig. 4.5. The compressor is set to the shortest pulse and a delay leg is inserted (lower left corner). This unit consists of a beam splitter which directs the pulse down two separate paths one of which has an adjustable length. The beams are then recombined with another beam splitter and sent to the expanding telescope.

In order to check alignment a far field diagnostic was set up and used to be sure the beams overlap at the focus. When the alignment was correct we could easily see an interference pattern when the pulses overlapped in time. The input and output energies were measured in the manner described in section 4.3.1. By changing the input polarization to the beam splitter we were able to adjust the relative magnitude of the two pulses. We had previously determined that the polarization does not affect the absorption of the laser pulse.

4.5.2 Experimental results

Figure 4.18 shows absorption as a function of probe delay for different backing pressures of xenon. The peak intensity in vacuum for the pump was $1.6 \times 10^{16}$ W/cm$^2$ and for the probe it was $1.6 \times 10^{17}$ W/cm$^2$. The pulse length was 50 fs. At very small delays, absorption is low; the cluster has little time to expand and the second pulse arrives long before the electron density reaches the resonance condition. However, as we increase the delay, absorption
Figure 4.18: Absorption measurements for pump-probe experiments. The target was xenon at 50 (circles), 100 (squares), and 150 (diamonds) psi. The peak intensity in vacuum for the pump is $1.6 \times 10^{16}$ W/cm$^2$ and for the probe it is $1.6 \times 10^{17}$ W/cm$^2$. The pulse length was 50 fs.
increases. The longer delay allows the electron density to be near the resonance condition when the pulse arrives, greatly enhancing the absorption of laser light. For longer delays, the cluster has continued to expand and the probe pulse is poorly absorbed by the, now underdense, plasma. Eventually, we reach a condition in which the local atomic density within a cluster equals the average atomic density in the jet. At this point the clusters are fully disassembled and play little role in the interaction. The absorption approaches a constant depending only on the average gas density.

Similar to the variable width experiments, larger clusters have broader resonance peaks. If we measure the width of the resonance at 70% of the maximum absorption in xenon we find that it is about 2, 3 and 5 ps for 50, 100, 150 psi backing pressures respectively. The larger clusters have lower density rates of change and are near resonance for a longer period of time, increasing the absorption of laser light. A smaller rate of change in density would also indicate a longer disassembly time. The three curves flatten out, indicating full cluster disassembly, after different delays with larger clusters taking longer periods of time to reach this point. The largest clusters are fully disassembled after 35 ps.

We see similar behavior in argon. The delay for peak absorption is about 400 fs for 300 psi, while it is slightly over 1 ps at 600 psi. The lighter argon ions move faster than xenon and hence the clusters expand faster, leading to shorter delays. Interestingly, the absorption for the fully disassembled clusters (> 10^4 fs) is higher for argon (Fig. 4.19) than it is for xenon (Fig. 4.18). To first order one would expect the electron density to be about the same for both of these systems, the higher pressure of the argon being canceled by the larger number of electrons in xenon. However, the ionization is tied to collisions in the clusters before they are disassembled. The ion density is about 50% greater in argon than in xenon. This will produce more collisional ionization and a greater electron density in
4.5.3 Modeling

We modified the code used in the variable pulse experiments for the pump-probe experiments. The incident electric field was changed from a single pulse with variable width, to two discreet pulses of 50 fs width. The results of this modeling is shown in Fig. 4.21. We see the trend of larger clusters requiring longer periods of time to expand to resonance. The calculated peaks are somewhat narrower than experiment. This discrepancy may be due to our incomplete knowledge of the exact cluster distribution in the jet. Since larger clusters will require more delay and smaller clusters will require less, a broader distribution will broaden the widths of the model curves. Soft x-ray scattering, using either harmonics or synchrotron radiation, could be used to find out more precise information about the
actual distribution (the wavelength must be on the order of the cluster size to get this information). However, the main problem is most likely the limitations of the code itself. The uniform density cluster model does not fully describe the hydrodynamics involved in the expansion process. As density gradients develop within the expanding cluster the resonance will spread out and not be so distinct; this will broaden the calculated curve. While the intensity is not high enough to see significant $J \times B$ heating,\textsuperscript{95} vacuum heating\textsuperscript{96} may contribute to the absorption. The fluid model assumes small oscillations. In reality, some electrons will be pulled out of the cluster and then reenter the cluster on the next half-cycle, depositing energy. Kinetics modeling would have to be done to do the calculation, but this effect should be maximum for short pulse lengths (high intensities) and sharply bounded overdense plasmas.

### 4.6 Conclusions

The data in this chapter shows the behavior expected from the plasma model for cluster interactions; resonance behavior dominates and we see enhanced absorption when the cluster is given some time to expand to resonance before the bulk of the laser energy interacts with the target. For variable pulse width experiments the optimal pulse width is from 300 fs to 1.2 ps, depending on atomic species (lighter elements have smaller optimal pulse widths) and cluster size (larger clusters have larger optimal pulse widths) Clearly both pulse length and laser energy, not just intensity, control the dynamics of laser interactions with clusters.

This phenomena can also be investigated with a pump-probe style experiment. The same behavior is observed where a certain delay is needed to allow the cluster to expand to resonance. The optimal delays ranged 500 fs to 2.1 ps.

We have also seen that we can effect the conversion efficiency of the laser into soft x-ray
energies. This can increase the brightness of small soft x-ray sources, without increasing laser energy, possibly making XUV plasma sources for lithography more economical.
Chapter 5

Mie Scattering Experiments

As we saw in chapter 3, Mie scattering theory gives the total field both inside and outside of the sphere. The field inside leads to the absorption which we measured in chapter 4. Laser light will also scatter from the cluster target during the interaction. If we see a resonance in the absorption, we would expect to see a resonance in the scattering.

Normally Mie scattering is done with low irradiance such that the laser does not change the state of the target. In our case the clusters are changing rapidly while the laser interacts with them. This will greatly complicate the calculations; both the index of refraction and the radius will be changing. However, the same physics will apply to this dynamic Mie scattering and we can use our code, discussed in chapter 3, to model the interaction.

5.1 Experimental setup

The experimental setup is basically the same as in Fig. 4.5. In this case, the spectrometer was removed and a large f/2.3 lens is used to collect the 90° scattered light, that is the light scattered perpendicular to the direction of propagation. The signal was detected with a silicon energy probe. An 810 nm bandpass filter, with a 10 nm FWHM bandwidth, was
Figure 5.1: Emission pattern for scattered laser light. The target was argon at 600 psi. The intensity was $1.3 \times 10^{16}$ W/cm$^2$. The pulse width was 800 fs.

placed in front of the energy head to filter both room light and most plasma light. A $\lambda/2$ waveplate before the expanding telescope allowed us to rotate the polarization before the beam enters the chamber. All measurements are 50 shot averages.

5.2 Emission pattern

We first examined the radiation pattern to be sure that the plasma dynamics were not interfering with the scattered signal. By rotating the waveplate we can map out the scattered intensity with respect to the laser polarization. The characteristic of Mie scattering, in the Rayleigh limit, is a dipole radiation pattern. The radiation pattern for 600 psi argon is shown in Fig. 5.1. The $\cos^2(\theta)$ dependence is exactly what we expect.

To be sure plasma light was not interfering with the measurement, we put a filter to
block the scattered laser light in front of the detector. We simply used a dielectric mirror which reflected the band from about 770-870 nm. The radiation pattern for 200 psi xenon, with the mirror, is shown in Fig. 5.2. Xenon had to be used here in order to produce enough signal to measure. This shows an isotropic radiation pattern which would be expected from plasma light. The difference between the two plots shows that the signal measured in Fig. 5.1 is from scattering and not plasma emission.

### 5.3 Scattering data

We examined argon and xenon, both of which produced similar results. We observed the scatter perpendicular to the polarization of the incident field. From the previous section we see that this is where the signal is the largest.

The total amount of energy scattered was small. The maximum detected signal was 16
Figure 5.3: Scattering in xenon as a function of pulse width. The input energy was 6.4 mJ which corresponds to an intensity of $2.4 \times 10^{17}$ W/cm$^2$ for a 50 fs pulse. Data for 50 psi (circles), 100 psi (squares), and 200 psi (diamonds) backing pressures are shown.

nJ for 200 psi xenon. The detector could reliably measure 30 pJ, so the measured signal was well above the detection limit.

### 5.3.1 Scattering in xenon

Figure 5.3 shows the scattered signal from the cluster target for several backing pressures of xenon and many pulse widths. We see the same qualitative features which we saw in the absorption measurements from chapter 4. There is a rapid rise to a peak and then a gradual decrease in signal. Both the magnitude of the signal and the pulse width for peak signal are larger for higher backing pressure.
Figure 5.4: Scattering in argon as a function of pulse width. The input energy was 6.4 mJ which corresponds to an intensity of $2.4 \times 10^{17}$ W/cm$^2$ for a 50 fs pulse. Data for 300 psi (squares) and 600 psi (circles) backing pressures are shown.

5.3.2 Scattering in argon

The scattering data for argon are shown in Fig. 5.4. The results are similar to what was seen in xenon. There is a relatively rapid rise, and a gradual decrease after the peak is reached.

5.4 Scattering and absorption

If we compare the scattering (Figs. 5.3 and 5.4) and absorption (Figs. 4.7 and 4.8) data, we see one major difference. The scattering signal peaks at a longer pulse width than the absorption. Initially, it was thought there may be some systematic error causing the difference since the data were taken at different times. Simultaneous measurements were
Figure 5.5: Scattering (gray) and absorption (black) in xenon as a function of pulse width. The input energy was 6.4 mJ which corresponds to an intensity of $2.4 \times 10^{17}$ W/cm$^2$ for a 50 fs pulse. Data for 50 psi (circles), 100 psi (squares), and 200 psi (diamonds) backing pressures are shown.
performed for xenon. The results, shown in Fig. 5.5, show the same discrepancy. Hence the difference in pulse width is real and not a systematic error.

This is somewhat of a surprising result. Figure 5.1 showed a dipole nature, indicating small object scattering. In this limit the scattering and absorption cross sections are

$$\sigma_{scn} = \frac{8\pi}{3} k^4 r^6 \left| \frac{\epsilon - 1}{\epsilon + 2} \right|^2, \quad \sigma_{abs} = 4\pi kr^3 Im \left\{ \frac{\epsilon - 1}{\epsilon + 2} \right\}. \quad (5.1)$$

These are similar in form and, to first order, we would expect to see similar behavior.

While absorption generally dominates for very small particles, it is well know that as the radius increases the $r^6$ scaling of the scattering cross section will overcome the $r^3$ scaling of the absorption cross section (Fig 5.6). This looks like it could be an explanation of the data. With a longer pulse, the resonance will be reached early in the pulse so a cluster will have a larger radius during more of the pulse than it would for a short pulse. However,
Figure 5.7: Calculated dielectric constant for an expanding plasma sphere. Plot shows both real (dashed) and imaginary (solid) components.
Figure 5.8: Calculated cross-sections for an expanding plasma sphere. Plot shows both absorption (solid) and scattering (dashed) cross-sections.

This scaling holds only for a constant index of refraction. As a cluster expands, the density drops and hence the index of refraction drops. We can rewrite Eq. 3.15 as

$$\epsilon = 1 - \frac{n_0}{n_{\text{crit}}} \left( \frac{r_0}{r} \right)^3 \left( 1 + \frac{i\nu}{\omega} \right)^{-1}$$

where $n_0$ is the initial electron density and $r_0$ is the initial cluster radius. This is plotted in Fig. 5.7 for an expanding plasma sphere. Both real and imaginary parts start off very large and then approach their vacuum values. Using the Mie code, we can calculate the cross-sections for a radially expanding cluster using this dielectric constant. Seen in Fig. 5.8, both cross-sections reach their peaks at the same time. Also, while the scattering is less than the absorption, the general shape of the curves are the same.

We can calculate the heating and scattering of a cluster with the full absorption code. Figure 5.9 shows the calculated scattered signal (as measured in the experiment) along with
Figure 5.9: Calculated scattering (dashed) and heating (solid) for a 100 Å xenon cluster. The pulse width was 450 fs and the intensity was $4.1 \times 10^{15}$.

the heating as a function of time. This calculation shows what we expect from the previous calculations. Both of these show a rapid increase at the same time. This resonant behavior, which we discussed in section 3.2.4, dominates both absorption and scattering.

This leaves the data in Fig. 5.5 unexplained. More experiments in this area need to be done. It would be helpful to perform two pulse scattering experiments. Much as this experiment made the absorption experiments easier to interpret, it can clear up the scattering experiments. This should provide better resolution to see if it is a true shifting of the resonance, or an effect from having significant laser radiation present when we are away from the resonance.

One possible explanation of these data is effects from the ions in the plasma. The Drude model only accounts for the free electrons in the plasma. The ions still have a large number of bound electrons around the nucleus. These are tightly held and one would not
expect this to be a large effect. However, it is possible that electron recombination into outer orbitals are creating effective scatterers.

5.5 Conclusions

Clearly there is a resonance in the scattered radiation. While this is related to the resonance seen in the absorption, the fact that the peaks occur at different pulse widths indicates that there is more happening than a simple model assumes. Calculations show that both absorption and scattering should behave in the same way, and the resonance should be reached at the same time.

We do not know if the scattering data is due to scattered light before the resonance, after the resonance, or if the location of the resonance actually shifts. Further experiments measuring the scattered light in a pump-probe configuration should help determine this and resolve the disagreement between theory and experiment.
Chapter 6

Conclusion and future directions

In the preceding chapters we have seen the results from several different experiments. These data make a very convincing argument for the plasma model of cluster interactions. Resonance effects dominate and are responsible for the gross behavior of the clusters. Though there is some data which cannot be fully explained by the current model, the general agreement with experimental results infers that a modification to the model is required and not a fundamentally different approach.

We have seen that absorption optimizes with pulse width between 300 fs and 1.2 ps. This is dependent on both the size and atomic species of the cluster. Absorption also optimizes for delay between pulses in pump-probe style experiments. Delays are longer than the optimal single pulse widths. This is due to smaller expansion velocities in a pump-probe configuration. Clusters disassemble, expanding from solid density to the average gas density, on a scale of 1–10's of ps.

Perhaps the most important result from this research is that the pulse width of a laser must be carefully considered when designing and analyzing cluster experiments. Results taken with different lasers which have different pulse widths, but the same intensity,
cannot be freely compared; energy and pulse width must be considered independently.

6.1 Future directions

High intensity cluster interactions is still a relatively new field. While the work presented in this thesis answers one question, there are still further questions about the exact dynamics of the cluster expansion. Also, cluster targets are being investigated as possible sources in other applications. We will now briefly discuss some areas for future work.

6.1.1 Computer modeling

The model presented in this thesis is admittedly simple. While it does a good job of predicting the absorption and resonance effects in the interaction, there are some discrepancies between the model and the data.

A first step would be to add bulk plasma effects. In addition to just adding the effects, the code would have to take into account the transition in behavior, as the cluster expands, from individual cluster behavior to a bulk plasma. However, what is really needed to model this problem is a full scale code to solve the hydrodynamic equations of motion coupled with Maxwell’s equations. This would have to be done in two dimensions since the electric field breaks the radial symmetry of the cluster. A code of this nature is a daunting task, and would need large scale computer support.

6.1.2 Electron emission

One interesting observation from these experiments is shown in Fig. 6.1. The small spots all over the image were found to be electrons scattering through the 3000 Å Al filter in front of the spectrometer, scattering off the spectrometer optics and finally hitting the CCD
Figure 6.1: Target in both cases is 200 psi Xe. (a) The pulse width was 50 fs. A very dim spectrum is seen under the white spots. The spots are electrons hitting the CCD. (b) The pulse width is 900 fs. The x-ray emission is now much greater, but the electrons have for the most part disappeared. The dark vertical lines are from a grid placed in front of the spectrometer.
camera. In order to have traveled this path the electrons have to have energies of several keV. The interesting thing is that these electrons seem to be produced when absorption is low. When the pulse length is increased from 50 fs, the electron signal rapidly decreases. Possible explanations are that this is caused by an instability at high intensities or actual electron acceleration. Further work is required to determine the origin of these electrons.

6.1.3 Neutron generation

It was predicted that it should be possible to achieve high enough ion temperatures in deuterium clusters to cause thermonuclear fusion. This reaction \((D+D \rightarrow ^3\text{He} + n)\) would produce 2.45 MeV neutrons which can be detected outside of the target chamber. This has now been observed using the FALCON laser.

Figure 6.2 shows time of flight data for the neutrons produced in this reaction at several distances. The neutrons were detected with large area plastic scintillators wrapped in lead. The energy peak indicates the presence of 2.45 MeV neutrons as we would expect from this reaction. The production yield is on the order of \(10^4\) per shot over \(4\pi\) sr.

Possible applications of this work include neutron radiography and materials science. It remains to be seen if these results can be scaled up to make this a useful, and relatively inexpensive, neutron source. However, this experiment certainly demonstrates the ability of clusters to produce very high ion temperatures.

6.1.4 X-ray emission

As more and more components are placed on a silicon wafer, there is a need to go to smaller and smaller feature sizes. This requires the use of shorter wavelengths in the lithographic manufacturing process. There is currently a major development effort to create a soft
Figure 6.2: TOF data from neutron generation experiments.
x-ray source, near 134 Å, to be used for the next generation of lithography. Kubiak et al.\textsuperscript{100} has been working on a xenon cluster source for this purpose. Using a standard nanosecond pulse width laser, they have seen near total absorption and about 1% conversion into useful wavelengths. We have shown that the clusters are disassembled after the first few picoseconds of the pulse, so exactly how the clusters enhance the absorption is not clear. Most likely it has to due with enhanced ionization due to collisional ionization in the early stages of the pulse. Time resolved interferometry could help understand the role clusters play in the interaction. By using a shorter pulse it may be possible to make these sources more efficient and economical, and therefore more commercially viable.

6.2 Conclusions

After several years of research, the physics of laser cluster interactions is being understood. More work is needed before we have a complete picture of what is happening on the femtosecond timescale. The research presented here is a step along that road. Clusters are beginning to find some practical applications, and we can only wait and see if this research will find its way into mainstream use.
Appendix A

Derivation of the Mie Solution

The Mie solution has been presented in many works.\textsuperscript{75-77} This derivation will follow from these.

A.1 Maxwell’s equations and the vector wave equation

The problem of solving for the electric and magnetic fields around and inside a sphere comes down to solving Maxwell’s equations with the appropriate boundary conditions. Maxwell’s equations can be written as

\begin{equation}
\nabla \times \mathbf{H} = \frac{4\pi}{c} \mathbf{J} + \frac{1}{c} \frac{d\mathbf{D}}{dt},
\end{equation}
\begin{equation}
\nabla \times \mathbf{E} = -\frac{1}{c} \frac{d\mathbf{B}}{dt},
\end{equation}
\begin{equation}
\nabla \cdot \mathbf{D} = 4\pi \rho,
\end{equation}
\begin{equation}
\nabla \cdot \mathbf{H} = 0.
\end{equation}

We are looking for periodic solutions to these equations of the form

\[ A = Ce^{-i\omega t}. \]
Using this and
\[
J = \sigma E, \quad (A.6)
\]
\[
D = \varepsilon E, \quad (A.7)
\]
\[
B = \mu H, \quad (A.8)
\]
we can simplify Eqs. A.1 and A.2
\[
\nabla \times H = ikm^2 E, \quad (A.9)
\]
\[
\nabla \times E = -ikH, \quad (A.10)
\]
where
\[
k = \frac{\omega}{c}, \quad (A.11)
\]
\[
m^2 = \epsilon + \frac{i4\pi\sigma}{\omega}, \quad (A.12)
\]
\[
\mu = 1. \quad (A.13)
\]
Taking the curl of both sides of Eq. A.10 yields
\[
\nabla \times \nabla \times E = -ik\nabla \times H. \quad (A.14)
\]
Using a vector identity and Eq. A.9 we obtain
\[
\nabla(\nabla \cdot E) - \nabla^2 E = k^2 m^2 E. \quad (A.15)
\]
The first term is zero from the divergence of Eq. A.9. Hence Eq. A.14 becomes
\[
\nabla^2 E + k^2 m^2 E = 0, \quad (A.16)
\]
This is a vector wave equation. The same treatment will produce a similar result for \( H \) so that both \( E \) and \( H \) will satisfy the vector wave equation of the form
\[
\nabla^2 A + k^2 m^2 A = 0, \quad (A.17)
\]
Using Eqs. A.18, A.19, A.30, and A.31 we can form the solutions to the vector wave equation (A.17), namely the vector spherical harmonics

\[
M_{\text{ein}} = -\frac{l}{\sin \theta} \sin l \phi \frac{d}{d\theta} P_n^l (\cos \theta) z_n (mkr) \hat{\phi}
- \cos l \phi \frac{d}{d\theta} P_n^l (\cos \theta) z_n (mkr) \hat{\theta}, \tag{A.32}
\]

\[
M_{\text{oin}} = -\frac{l}{\sin \theta} \cos l \phi \frac{d}{d\theta} P_n^l (\cos \theta) z_n (mkr) \hat{\theta}
- \sin l \phi \frac{d}{d\theta} P_n^l (\cos \theta) z_n (mkr) \hat{\phi}, \tag{A.33}
\]

\[
N_{\text{ein}} = \frac{z_n (mkr)}{mkr} \cos l \phi n (n + 1) P_n^l (\cos \theta) \hat{\mathbf{r}}
+ \cos l \phi \frac{d}{d\theta} P_n^l (\cos \theta) \frac{1}{mkr} \frac{d}{dr} [r z_n (mkr)] \hat{\theta}
- l \sin l \phi \frac{d}{d\theta} P_n^l (\cos \theta) \frac{1}{mkr} \frac{d}{dr} [r z_n (mkr)] \hat{\phi}, \tag{A.34}
\]

\[
N_{\text{oin}} = \frac{z_n (mkr)}{mkr} \sin l \phi n (n + 1) P_n^l (\cos \theta) \hat{\mathbf{r}}
+ \sin l \phi \frac{d}{d\theta} P_n^l (\cos \theta) \frac{1}{mkr} \frac{d}{dr} [r z_n (mkr)] \hat{\theta}
- l \cos l \phi \frac{d}{d\theta} P_n^l (\cos \theta) \frac{1}{mkr} \frac{d}{dr} [r z_n (mkr)] \hat{\phi}. \tag{A.35}
\]

A.2 Expansion of the fields in spherical harmonics

A.2.1 Incident field

The incident field will be a simple plane wave. The origin will be set at the center of the sphere and the z-axis will be the direction of propagation. The incident wave will be polarized with the x-axis being the plane of electric oscillation. This makes the incident field

\[
E_i = \hat{\mathbf{x}} E_0 e^{imkr - i\omega t} = \hat{\mathbf{x}} E_0 e^{imkr \cos \theta - i\omega t} = \hat{\mathbf{x}} E_0 e^{i\phi \cos \theta - i\omega t}. \tag{A.36}
\]
where

\[ \hat{x} = \sin \theta \cos \phi \hat{r} + \cos \theta \cos \phi \hat{\theta} - \sin \phi \hat{\phi}, \]  
\[ \rho = nr. \]

We need to now expand the field in the vector spherical harmonics. We can write the incident field as

\[ \mathbf{E}_i = \sum_{l=0}^{\infty} \sum_{n=-l}^{l} (B_{eln} \mathbf{M}_{eln} + B_{aln} \mathbf{M}_{aln} + A_{eln} \mathbf{N}_{eln} + A_{aln} \mathbf{N}_{aln}). \]  

We find the unknown coefficients, \( A_{eln}, A_{aln}, B_{eln}, B_{aln} \) with the use of the orthogonal properties of the vector spherical harmonics. By taking the dot product of both sides with the individual vector spherical harmonics and integrating, we can solve for the coefficients. All permutations produce 16 different integrals, 10 of which are unique in form.

First we will use the properties of sine and cosine, namely

\[ \int_{0}^{2\pi} \sin l \phi \cos n \phi \, d\phi = 0 \quad \text{for all integral } l \text{ and } n. \]  
\[ \int_{0}^{2\pi} \cos l \phi \cos n \phi \, d\phi = \begin{cases} \pi \delta_{l,n} & l \neq 0, \\ 2\pi & l = n = 0, \end{cases} \]  
\[ \int_{0}^{2\pi} \sin l \phi \sin n \phi \, d\phi = \begin{cases} \pi \delta_{l,n} & l \neq 0, \\ 0 & l = 0. \end{cases} \]

Using this, it follows from Eqs. A.32 and A.33, that \( \mathbf{M}_{aln} \) and \( \mathbf{M}_{eln'} \) are orthogonal

\[ \int_{0}^{2\pi} \int_{0}^{\pi} \mathbf{M}_{eln'} \cdot \mathbf{M}_{aln} \sin \theta \, d\theta \, d\phi = 0 \quad \text{(for all } l, l', n, n'). \]  

From further inspection of Eqs. A.32–A.35 and A.40, we find that \( (\mathbf{N}_{aln}, \mathbf{N}_{eln'}), (\mathbf{M}_{aln}, \mathbf{N}_{eln'}), \) and \( (\mathbf{M}_{eln}, \mathbf{N}_{eln'}) \) are also orthogonal. This eliminates 4 of the integrals.
To show the orthogonality of \((M_{\ell m}, N_{\eta l'})\), and \((N_{\ell m}, M_{\eta l'})\) is slightly more complicated. First we can eliminate all the terms where \(\ell \neq l'\) by Eqs. A.41 and A.42. To deal with the remaining terms we need to evaluate

\[
I \int_{0}^{\pi} \left( P_{\ell}^{m} \frac{dP_{n}^{l'}}{d\theta} + P_{n}^{l'} \frac{dP_{\ell}^{m}}{d\theta} \right) d\theta. \tag{A.44}
\]

Note we are leaving off the \((\cos \theta)\) argument of \(P_{\ell}^{m}\) for clarity. Recognizing the derivative of a product, we find

\[
I \int_{0}^{\pi} \frac{d}{d\theta} \left( P_{\ell}^{m} P_{n}^{l'} \right) d\theta = l P_{\ell}^{m} P_{n}^{l'} |_{0}^{\pi}. \tag{A.45}
\]

Which is zero immediately if \(l = 0\), and is zero otherwise because \(P_{\ell}^{m} = 0\) for \(\theta = 0, \pi\) by Eq. A.27.

This leaves us with the four integrals containing the dot product of each vector spherical harmonic with itself. If we can show that these are zero when \(\ell \neq l'\) or \(n \neq n'\), the remaining terms can be used to calculate the unknown coefficients.

For \(\ell \neq 0\) the sine and cosine relations again eliminate all \(\ell \neq l'\) terms. For the \(n \neq n'\) terms we need to show

\[
I \int_{0}^{\pi} \left( \frac{dP_{\ell}^{m}}{d\theta} \frac{dP_{n}^{l'}}{d\theta} + l^{2} \frac{P_{\ell}^{m} P_{n}^{l'}}{\sin^{2} \theta} + P_{n}^{l'} P_{\ell}^{m} \right) \sin \theta d\theta = 0. \tag{A.46}
\]

The last term (which is only from the \(N\) integrals) is zero by the orthogonality of the associated Legendre polynomials. We need to rewrite the remaining terms. Since \(P_{\ell}^{m}\) is a solution to Eq. A.24 we can write

\[
\frac{1}{\sin \theta} \frac{d}{d\theta} \left( \sin \theta \frac{dP_{\ell}^{m}}{d\theta} \right) + \left[ n(n + 1) - \frac{l^{2}}{\sin^{2} \theta} \right] P_{\ell}^{m} = 0. \tag{A.47}
\]

Multiplying by \(P_{n}^{l'}\) and rearranging we get

\[
\frac{d}{d\theta} \left( \sin \theta \frac{dP_{\ell}^{m}}{d\theta} \right) P_{n}^{l'} + \sin \theta n(n + 1) P_{\ell}^{m} P_{n}^{l'} = \sin \theta \frac{l^{2}}{\sin^{2} \theta} P_{\ell}^{m} P_{n}^{l'}. \tag{A.48}
\]
With further manipulation we can put this into the form of Eq. A.46

\[
\left( \frac{dP_n^l}{d\theta} \frac{dP_{n'}^{l'}}{d\theta} + l^2 \frac{P_n^l}{n} \frac{P_{n'}^{l'}}{n'} \sin^2 \theta \right) \sin \theta = n(n + 1) P_n^l P_{n'}^{l'} \sin \theta
\]

\[
+ \frac{1}{2} \frac{d}{d\theta} \left( \sin \theta \frac{dP_n^l}{d\theta} P_n^l + \sin \theta \frac{dP_{n'}^{l'}}{d\theta} P_{n'}^{l'} \right). \tag{A.49}
\]

When this is substituted into Eq. A.46 and the integral is performed the first term on the right side of Eq. A.49 is zero by orthogonality of the associated Legendre function and the second term is zero from the values at the integration limits.

Finally for \( l = 0, N_{\text{eln}} \) and \( M_{\text{eln}} \) are zero by definition and the arguments in Eqs. A.46 and A.49 will hold for \( N_{\text{eln}} \) and \( M_{\text{eln}} \).

What remains can be used to solve for the unknown coefficients, \( A_{\text{eln}}, A_{\text{oln}}, B_{\text{eln}}, B_{\text{oln}} \). These will be of the form

\[
B_{\text{eln}} = \frac{\int_0^{2\pi} \int_0^\pi \mathbf{E}_i \cdot \mathbf{M}_{\text{eln}} \sin \theta \, d\theta \, d\phi}{\int_0^{2\pi} \int_0^\pi |\mathbf{M}_{\text{eln}}|^2 \sin \theta \, d\theta \, d\phi}, \tag{A.50}
\]

with similar expressions for the other coefficients. Using Eqs. A.37 and A.40 we find that \( B_{\text{eln}} = A_{\text{oln}} = 0 \), for all \( l \) and \( n \). Looking at Eqs A.41 and A.42, the remaining coefficients will only be non-zero when \( l = 1 \). Furthermore, in order for the field to be finite at the origin, the appropriate spherical Bessel function to use is \( j_n(\rho) \) which will be well behaved at the origin. We will denote the vector spherical harmonics which use \( j_n(\rho) \) with the superscript \((1)\). With this we can now write the incident field as

\[
\mathbf{E}_i = \sum_{n=1}^{\infty} (B_{\text{eln}} M_{\text{eln}}^{(1)} + A_{\text{eln}} N_{\text{eln}}^{(1)}). \tag{A.51}
\]

The denominator in Eq. A.50 for the \( B_{\text{eln}} \) coefficient can be written as

\[
\int_0^{2\pi} \int_0^\pi |\mathbf{M}_{\text{eln}}|^2 \sin \theta \, d\theta \, d\phi
\]

\[
= j_n^2(\rho) \int_0^{2\pi} \int_0^\pi \left[ \frac{1}{\sin^2 \theta} \cos \phi P_n^1 P_n^1 + \sin^2 \phi \frac{dP_n^1}{d\theta} \frac{dP_n^1}{d\theta} \right] \sin \theta \, d\theta \, d\phi. \tag{A.52}
\]
Performing the integral over $\phi$ and substituting in Eq. A.49 we obtain

$$j_n^2(\rho) \pi \int_0^\pi \left[ n(n+1)P_n^1 P_n^1 \sin \theta + \frac{d}{d\theta} \left( \sin \theta \frac{dP_n^1}{d\theta} P_n^1 \right) \right] d\theta. \quad (A.53)$$

The second half of this integral will zero by virtue of the values at the integration limits.

The first half is just the normalization integral for the associated Legendre polynomials

$$\int_0^\pi P_n^1 P_n^1 \sin \theta d\theta = \frac{2n(n+1)}{2n+1}. \quad (A.54)$$

Therefore, the denominator becomes

$$\int_0^{2\pi} \int_0^\pi |M_{01n}|^2 \sin \theta d\theta d\phi = \frac{2\pi j_n^2(\rho)[n(n+1)]^2}{2n+1}. \quad (A.55)$$

The numerator in Eq. A.50 for this coefficient is

$$\int_0^{2\pi} \int_0^\pi E_i \cdot M_{01n} \sin \theta d\theta d\phi$$

$$= j_n(\rho) E_0 e^{-i\omega t} \int_0^{2\pi} \int_0^\pi \left[ \frac{\cos \theta}{\sin \theta} \cos^2 \phi P_n^1 + \sin^2 \phi \frac{dP_n^1}{d\theta} \right] e^{i\rho \cos \theta} \sin \theta d\theta d\phi. \quad (A.56)$$

Again, the integral over $\phi$ is easily performed and the remaining term is the derivative of a product. Hence, Eq. A.56 becomes

$$\pi j_n(\rho) E_0 e^{-i\omega t} \int_0^\pi \frac{d}{d\theta} \left( \sin \theta P_n^1 \right) e^{i\rho \cos \theta} d\theta. \quad (A.57)$$

Using Eq. A.27 it is easily shown that

$$P_n^1 = -\frac{dP_n}{d\theta}, \quad (A.58)$$

where $P_n$ are the Legendre polynomials which satisfy Eq. A.24 for $l = 0$

$$\frac{d}{d\theta} \left( \sin \theta \frac{dP_n}{d\theta} \right) = -n(n+1)P_n \sin \theta. \quad (A.59)$$

With Eqs. A.58 and A.59 we can rewrite Eq. A.57 as

$$E_0 e^{-i\omega t} \pi j_n(\rho) n(n+1) \int_0^\pi P_n \sin \theta e^{i\rho \cos \theta} d\theta. \quad (A.60)$$
We immediately recognize this as being similar to an integral representation of $j_n$:

$$j_n(\rho) = \frac{i^{-n}}{2} \int_0^{\pi} P_n \sin \theta e^{i \phi} \cos \theta \, d\theta. \quad (A.61)$$

Hence Eq. A.56 becomes

$$\int_0^{2\pi} \int_0^{\pi} E_i \cdot M_{01n} \sin \theta \, d\theta \, d\phi = 2\pi j_n^{2}(\rho)e^{-i\omega t} E_\theta u(n+1)i^n. \quad (A.62)$$

Bringing this together with Eq. A.55 we find

$$B_{01n} = i^n e^{-i\omega t} \frac{2\pi + 1}{n(n + 1)}. \quad (A.63)$$

Calculating $A_{e1n}$ is going to be more complicated. The denominator can be written

$$\int_0^{2\pi} \int_0^{\pi} |N_{e1n}|^2 \sin \theta \, d\theta \, d\phi$$

$$= \int_0^{2\pi} \int_0^{\pi} \left[ \frac{j_n^2(\rho)}{\rho^2} \cos^2 \phi \cos \phi + \cos^2 \phi \frac{dP_n}{d\rho} \frac{dP_n}{d\theta} \frac{1}{\rho^2} \left( \frac{d}{d\rho} [\rho j_n(\rho)] \right)^2 \right] \sin \theta \, d\theta \, d\phi. \quad (A.64)$$

Performing the $\phi$ integral and collecting terms we obtain

$$\frac{\pi}{\rho^2} \int_0^{\pi} \left[ j_n^2(\rho)[n(n + 1)]^2 P_n P_n + \left( \frac{dP_n}{d\theta} \frac{dP_n}{d\rho} + \frac{P_n}{\sin^2 \theta} \frac{dP_n}{d\rho} [\rho j_n(\rho)] \right) \left( \frac{d}{d\rho} [\rho j_n(\rho)] \right)^2 \right] \sin \theta \, d\theta. \quad (A.65)$$

Substituting in Eq. A.49 and using Eqs. A.27 and A.54 to evaluate the integral we find

$$\int_0^{2\pi} \int_0^{\pi} |N_{e1n}|^2 \sin \theta \, d\theta \, d\phi = \frac{2\pi [n(n + 1)]^2}{(2n + 1)\rho^2} \left[ j_n^2(\rho) n(n + 1) + \left( \frac{d}{d\rho} [\rho j_n(\rho)] \right)^2 \right]. \quad (A.66)$$

The numerator for the $A_{e1n}$ coefficient is

$$\int_0^{2\pi} \int_0^{\pi} E_i \cdot M_{e1n} \sin \theta \, d\theta \, d\phi = E_0 e^{-i\omega t} \int_0^{2\pi} \int_0^{\pi} \left[ \frac{j_n(\rho)}{\rho} \cos^2 \phi \cos \phi + \cos^2 \phi \frac{dP_n}{d\theta} \cos \theta \frac{1}{\rho} \frac{d}{d\rho} [\rho j_n(\rho)] + \sin^2 \phi \frac{P_n}{\sin \theta} \frac{1}{\rho} \frac{d}{d\rho} [\rho j_n(\rho)] \right] e^{i\rho \cos \theta} \, d\theta \, d\phi. \quad (A.67)$$
The integral over $\phi$ is trivial and after some manipulation we obtain

$$
\frac{\pi E_0 e^{-i\omega t}}{\rho} \int_0^\pi \left[ j_n(\rho) n(n+1) P_n^1 \sin^2 \theta + \left( \frac{dP_n^1}{d\theta} \cos \theta \sin \theta + P_n^1 \right) \frac{d}{d\rho} [\rho j_n(\rho)] \right] e^{i\rho \cos \theta} d\theta.
$$

(A.68)

The first term can be integrated by parts

$$
\int_0^\pi \left[ j_n(\rho) n(n+1) P_n^1 \sin^2 \theta \right] e^{i\rho \cos \theta} d\theta
$$

$$
= \frac{j_n(\rho)}{i\rho} P_n^1 e^{i\rho \cos \theta} \Big|_0^\pi + \frac{j_n(\rho)}{i\rho} \int_0^\pi e^{i\rho \cos \theta} \frac{d}{d\theta} \left( P_n^1 \sin \theta \right) d\theta. \quad (A.69)
$$

The first term here is zero by Eq. A.27. The remaining term is basically the same as Eq. A.57. Hence we find that

$$
\int_0^\pi \left[ j_n(\rho) n(n+1) P_n^1 \sin^2 \theta \right] e^{i\rho \cos \theta} d\theta = \pi \left[ n(n+1) \right]^2. \quad (A.70)
$$

We are going to have to do some work to evaluate the second term in Eq. A.68. Taking Eq. A.61, multiplying both sides by $\rho$, and differentiating with respect to $\rho$ we obtain

$$
\frac{d}{d\rho} [\rho j_n(\rho)] = j_n + \frac{i^n}{2n(n+1)} \rho \int_0^\pi \cos \theta e^{i\rho \cos \theta} \sin \theta P_n d\theta \quad (A.71)
$$

Substituting in from Eq. A.59 for $\sin \theta P_n$, using Eq. A.58, and expanding the derivative gives us

$$
\frac{d}{d\rho} [\rho j_n(\rho)] = j_n + \frac{i^n}{2n(n+1)} \rho \int_0^\pi \left( \cos^2 \theta P_n^1 + \cos \theta \sin \theta \frac{dP_n^1}{d\theta} \right) e^{i\rho \cos \theta} d\theta. \quad (A.72)
$$

Using

$$
\sin^2 \theta + \cos^2 \theta = 1, \quad (A.73)
$$

we can rewrite Eq. A.72 as

$$
\frac{d}{d\rho} [\rho j_n(\rho)] = j_n + \frac{i^n}{2n(n+1)} \rho \int_0^\pi \left[ -\sin^2 \theta P_n^1 + \left( P_n^1 + \cos \theta \sin \theta \frac{dP_n^1}{d\theta} \right) \right] e^{i\rho \cos \theta} d\theta. \quad (A.74)
$$
Using Eq. A.70 we find that the first term in the integral equals $j_n$ and cancels. Rearranging terms, we find what we have been looking for, namely an expression for the second term of Eq. A.68

$$
\int_0^\pi \left( P_n^1 + \cos \theta \sin \theta \frac{dP_n^1}{d\theta} \right) e^{i\rho \cos \theta} d\theta = \frac{2n(n+1)i^n}{i\rho} \frac{d}{d\rho} [\rho j_n(\rho)].
$$

We can now write the numerator of the $A_{e1n}$ coefficient as

$$
\int_0^{2\pi} \int_0^\pi \mathbf{E}_i \cdot \mathbf{N}_{e1n} \sin \theta \, d\theta \, d\phi = \frac{2\pi E_0 e^{-i\omega t} i^n}{i\rho^2} \left[ j_n^2(\rho) n(n+1) + \left( \frac{d}{d\rho} [\rho j_n(\rho)] \right)^2 \right].
$$

Taking this with Eq. A.66 we find

$$
A_{e1n} = -iE_0 e^{-i\omega t} \frac{2n+1}{n(n+1)}.
$$

Finally, we use Eqs. A.63 and A.77 in Eq. A.51 and obtain the desired result

$$
\mathbf{E}_i = E_0 e^{-i\omega t} \sum_{n=1}^{\infty} \frac{i^n}{n(n+1)} \left( M_{e1n}^{(1)} - iN_{e1n}^{(1)} \right).
$$

The incident magnetic field can be easily written by using Eqs. A.10, A.19, and A.21

$$
\mathbf{H}_i = -m E_0 e^{-i\omega t} \sum_{n=1}^{\infty} \frac{i^n}{n(n+1)} \left( M_{e1n}^{(1)} + iN_{e1n}^{(1)} \right).
$$

### A.2.2 Internal and scattered fields

When the plane wave described in the previous section is incident on a sphere of radius $a$ there will be two additional fields we must deal with, the internal field, $\mathbf{E}_i$, and the scattered field, $\mathbf{E}_s$. The total external field will be the sum of the scattered and incident fields. We need to use the condition that the tangential components of both $\mathbf{E}$ and $\mathbf{H}$ will be the same inside and outside the sphere at the boundary

$$
(\mathbf{E}_i + \mathbf{E}_s - \mathbf{E}_t) \times \hat{r} = (\mathbf{H}_i + \mathbf{H}_s - \mathbf{H}_t) \times \hat{r} = 0, \quad r = a.
$$
The internal field must be finite at the origin. Hence we will use \( j_n(\rho) \) for the spherical Bessel function in the vector spherical harmonics. Using the boundary condition, the form of the incident field and the general orthogonality of the vector spherical harmonics, the internal field must take on the form of

\[
E_i = E_0 e^{-i\omega t} \sum_{n=1}^{\infty} i^n \frac{2n + 1}{n(n+1)} (c_n M^{(1)}_{e1n} - i d_n N^{(1)}_{e1n}).
\]  
(A.81)

\[
H_i = -m_i E_0 e^{-i\omega t} \sum_{n=1}^{\infty} i^n \frac{2n + 1}{n(n+1)} (d_n M^{(1)}_{e1n} + i c_n N^{(1)}_{e1n}).
\]  
(A.82)

where \( c_n \) and \( d_n \) are constants to be determined and \( m_i \) is the internal index of refraction.

The scattered field has no condition at the origin which has to be satisfied, and therefore we cannot eliminate the spherical Bessel function of the second kind. However, as we get very far away from the sphere, the scattered field should become an outgoing spherical wave. We recall that the asymptotic limit of the spherical Hankel function of the first kind \( (h^{(1)}_n(\rho) = j_n(\rho) + iy_n(\rho)) \) is

\[
h^{(1)}_n(\rho) \sim \frac{(-i)^{n+1}}{\rho} e^{i\phi}.
\]  
(A.83)

This is the outgoing spherical wave we want.

The asymptotic limit of the derivative of the spherical Hankel function of the first kind will have a similar form

\[
\frac{d h^{(1)}_n(\rho)}{d\rho} \sim \frac{(-i)^n}{\rho} e^{i\phi}.
\]  
(A.84)

Hence we want to use these functions for the radial dependence in the vector spherical harmonics. We will denote the vector spherical harmonics which use the spherical Hankel
functions of the first kind with the superscript (3). The scattered fields can be written as

$$\begin{align*}
E_\theta & = E_0 \sum_{n=1}^{\infty} i^n \frac{2n+1}{n(n+1)} (i a_n N_{e1n}^{(3)} - b_n M_{o1n}^{(3)}) , \\
H_\theta & = mE_0 \sum_{n=1}^{\infty} i^n \frac{2n+1}{n(n+1)} (i b_n N_{o1n}^{(3)} + a_n M_{e1n}^{(3)}) .
\end{align*}$$

(A.85)  

(A.86)

Where $a_n$ and $b_n$ are another set of constants.

### A.3 Determination of coefficients

We are first going to simplify the vector spherical harmonics by introducing the functions

$$\begin{align*}
\tau_0(\cos \theta) & = \frac{1}{\sin \theta} P^0_0(\cos \theta) , \\
\tau_n(\cos \theta) & = \frac{d}{d\theta} P^1_n(\cos \theta) ,
\end{align*}$$

(A.87)  

(A.88)

Using these we can rewrite Eqs. A.32–A.35 (for the relevant $l=1$ case) as

$$\begin{align*}
M_{e1n} & = \cos \phi \tau_n(\cos \theta) z_n(\rho) \hat{\theta} - \sin \phi \tau_n(\cos \theta) z_n(\rho) \hat{\phi} \\
M_{e1n} & = -\sin \phi \tau_n(\cos \theta) z_n(\rho) \hat{\theta} - \cos \phi \tau_n(\cos \theta) z_n(\rho) \hat{\phi} \\
N_{o1n} & = \sin \phi n(n+1) \sin \theta \tau_n(\cos \theta) \frac{z_n(\rho)}{\rho} \hat{\rho} \\
& + \sin \phi \tau_n(\cos \theta) \frac{[\rho z_n(\rho)]'}{\rho} \hat{\theta} + \cos \phi \tau_n(\cos \theta) \frac{[\rho z_n(\rho)]'}{\rho} \hat{\phi} \\
N_{e1n} & = \cos \phi n(n+1) \sin \theta \tau_n(\cos \theta) \frac{z_n(\rho)}{\rho} \hat{\rho} \\
& + \cos \phi \tau_n(\cos \theta) \frac{[\rho z_n(\rho)]'}{\rho} \hat{\theta} - \sin \phi \tau_n(\cos \theta) \frac{[\rho z_n(\rho)]'}{\rho} \hat{\phi}
\end{align*}$$

(A.89)  

(A.90)  

(A.91)  

(A.92)  

(A.93)

where the prime denotes derivative.
The boundary conditions (Eq. A.80) at \( r = a \) can be written as

\[
\begin{align*}
E_{i\phi} + E_{s\phi} &= E_{l\phi} \\
E_{i\theta} + E_{s\theta} &= E_{l\theta} \\
H_{i\phi} + H_{s\phi} &= H_{l\phi} \\
H_{i\theta} + H_{s\theta} &= H_{l\theta}
\end{align*}
\] (A.94)

To find the coefficients for the internal and scattered fields we plug in the expression we found for the fields into the boundary conditions and solve for the unknown constants. The sphere will be sitting in a vacuum so the external index of refraction will be unity. We will set the internal index of refraction to \( n_z \). It turns out that the \( \phi \) components give redundant information, so we only need to look at the \( \theta \) terms. Using Eqs. A.78, A.79, A.81, A.82, A.85, A.86, A.89–A.91, and A.94 we find

\[
\begin{align*}
&i \sin \phi \pi_n(\cos \theta) \left[ \frac{\rho j_n(\rho)}{\rho} \right]' - \sin \phi \tau_n(\cos \theta) j_n(\rho) \\
&- i \, a_n \sin \phi \pi_n(\cos \theta) \left[ \frac{\rho h_n^{(1)}(\rho)}{\rho} \right]' + b_n \sin \phi \tau_n(\cos \theta) h_n^{(1)}(\rho) \\
&= c_n \sin \phi \tau_n(\cos \theta) j_n(\rho) - id_n \sin \phi \pi_n(\cos \theta) \left[ \frac{\rho j_n(\rho)}{\rho} \right]' \quad \text{(A.95)}
\end{align*}
\]

\[
\begin{align*}
&\cos \phi \tau_n(\cos \theta) j_n(\rho) - i \cos \phi \pi_n(\cos \theta) \left[ \frac{\rho j_n(\rho)}{\rho} \right]' \\
&- a_n \sin \phi \tau_n(\cos \theta) h_n^{(1)}(\rho) + b_n \cos \phi \pi_n(\cos \theta) \left[ \frac{\rho h_n^{(1)}(\rho)}{\rho} \right]' \\
&= im_n \cos \phi \pi_n(\cos \theta) \left[ \frac{\rho j_n(\rho)}{\rho} \right]' - nd_n \cos \phi \tau_n(\cos \theta) j_n(\rho) \quad \text{(A.96)}
\end{align*}
\]

Collecting the real and imaginary terms, introducing the Riccati-Bessel functions

\[
\begin{align*}
\psi_n(\rho) &= \rho j_n(\rho), \\
\xi_n(\rho) &= \rho h_n^{(1)}(\rho).
\end{align*}
\] (A.97, A.98)

and using the arguments

\[
x = ka = \frac{2\pi a}{\lambda}, \quad y = mka. \quad \text{(A.99)}
\]
we obtain four linear equations

\[
\psi_n(y)c_n + \xi_n(x)b_n = \psi_n(x), \quad (A.100)
\]
\[
m\psi_n'c_n + \xi_n'(x)b_n = \psi_n'(x), \quad (A.101)
\]
\[
m\psi_n(y)d_n + \xi_n(x)a_n = \psi_n(x), \quad (A.102)
\]
\[
\psi_n'd_n + \xi_n'(x)a_n = \psi_n'(x). \quad (A.103)
\]

These are easily solved to yield the needed coefficients

\[
a_n = \frac{m\psi_n(y)\psi_n'(x) - \psi_n(x)\psi_n'(y)}{m\psi_n(y)\xi_n'(x) - \xi_n(x)\psi_n'(y)} \quad (A.104)
\]
\[
b_n = \frac{\psi_n(y)\psi_n'(x) - m\psi_n(x)\psi_n'(y)}{\psi_n(y)\xi_n'(x) - m\xi_n(x)\psi_n'(y)} \quad (A.105)
\]
\[
c_n = \frac{\psi_n(x)\xi_n'(x) - \xi_n(x)\psi_n'(x)}{\psi_n(y)\xi_n'(x) - m\xi_n(x)\psi_n'(y)} \quad (A.106)
\]
\[
d_n = \frac{\psi_n(x)\xi_n'(x) - \xi_n(x)\psi_n'(x)}{m\psi_n(y)\xi_n'(x) - \xi_n(x)\psi_n'(y)} \quad (A.107)
\]

We now know the field at every point both inside and outside the sphere.

### A.4 Amplitude functions and cross-sections

Our interest is in finding the absorption of the incident radiation. This is generally done by looking at the scattered energy and the extinction from the incident beam. The difference will be the absorption. We can look at the scattered wave at a distance far from the sphere.

The spherical Hankel functions can be replaced with their asymptotic expressions (Eqs. A.83 and A.84). The scattered field components in the far field can be written as

\[
E_{\theta} = H_\phi = \frac{iE_0}{kr}e^{i(kr-\omega t)} \cos \phi S_2(\theta), \quad (A.108)
\]
\[
E_{\phi} = -H_{\theta} = -\frac{iE_0}{kr}e^{i(kr-\omega t)} \sin \phi S_1(\theta), \quad (A.109)
\]
where

\[ S_1(\theta) = \sum_{n=1}^{\infty} \frac{2n+1}{n(n+1)} \left\{ a_n \pi_n(\cos \theta) + b_n \tau_n(\cos \theta) \right\}, \quad (A.110) \]

\[ S_2(\theta) = \sum_{n=1}^{\infty} \frac{2n+1}{n(n+1)} \left\{ b_n \pi_n(\cos \theta) + a_n \tau_n(\cos \theta) \right\}. \quad (A.111) \]

The radial components of the fields tend to zero faster than \(1/r\) so they do not significantly contribute to the far field. \(S_1\) and \(S_2\) are called the amplitude functions. These functions contain the angular dependence of the fields.

We can now calculate the cross-sections for extinction and scattering. This can be done integrating the Poynting vector. For a time harmonic field we can write

\[ \mathbf{S} = \frac{c}{8\pi} \text{Re}(\mathbf{E} \times \mathbf{H}^*). \quad (A.112) \]

Integrating this over a sphere \((r > a)\) will give the net energy flow across the boundary. We want to use the total field outside of the sphere (incident and scattered). From this and conservation of energy, we find

\[ W_{\text{act}} = \text{Re} \frac{c}{8\pi} \int_0^{\pi} \int_0^{2\pi} (E_{i\phi}H_{s\phi}^* - E_{i\theta}H_{s\theta}^*) r^2 \sin \theta d\theta d\phi. \quad (A.113) \]

The total scattering can be calculated by only looking at the scattered field

\[ W_{\text{scat}} = \text{Re} \frac{c}{8\pi} \int_0^{\pi} \int_0^{2\pi} (E_{s\phi}H_{s\phi}^* - E_{s\theta}H_{s\theta}^*) r^2 \sin \theta d\theta d\phi. \quad (A.114) \]


\[ \int_0^{\pi} (\pi_n \tau_m + \tau_n \pi_m) \sin \theta d\theta = \delta_n^m \frac{2n^2(n+1)^2}{2n+1} \quad (A.115) \]

these integrals can be easily evaluated. Dividing by the incident intensity

\[ I_i = \frac{c}{8\pi} |E_0|^2 \quad (A.116) \]
we obtain the cross-sections

\[
\sigma_{\text{ext}} = \frac{W_{\text{ext}}}{I_i} \frac{2\pi}{k^2} \sum_{n=1}^{\infty} (2n + 1) \text{Re}(a_n + b_n),
\]  

(A.117)

and

\[
\sigma_{\text{sca}} = \frac{W_{\text{sca}}}{I_i} = \frac{2\pi}{k^2} \sum_{n=1}^{\infty} (2n + 1) \{|a_n|^2 + |b_n|^2\}.
\]  

(A.118)

From conservation of energy we have

\[
\sigma_{\text{abs}} = \sigma_{\text{ext}} - \sigma_{\text{sca}}
\]  

(A.119)

### A.5 Conclusion

Using Eq. A.119 we can calculate the absorbed energy for a sphere of any size with a complex dielectric constant. This will enable us to perform cluster calculations on a long time scale in which the small clusters expand to a size on the order of the wavelength of light.
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