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ABSTRACT

This report provides recommended durability-based design criteria for a chopped-glass-fiber reinforced polymeric composite for automotive structural applications. The criteria closely follow the framework of an earlier criteria document for a continuous-strand-mat (CSM) glass-fiber reference composite. Together these design criteria demonstrate a framework that can be adapted for future random-glass-fiber composites for automotive structural applications.

Both criteria documents were developed as a part of a U.S. Department of Energy Advanced Automotive Materials project entitled “Durability of Lightweight Composite Structures.” The project is closely coordinated with the Automotive Composites Consortium (ACC). Both the initial CSM reference composite and the chopped-fiber verification composite were chosen and provided by ACC.

This document is in two parts; Part 1 provides the design criteria, while Part 2 provides the underlying experimental data and models. The durability issues addressed include the effects of cyclic and sustained loadings, temperature, fluid environments, and low-energy impacts (e.g., tool drops and roadway kickups) on deformation, strength, and stiffness. Guidance for design analysis, time-independent and time-dependent allowable stresses, rules for cyclic loadings, and damage-tolerance design guidance are provided.

1. INTRODUCTION

1.1 BACKGROUND

This report is the second one providing durability-based design criteria for automotive structures made of random-glass-fiber polymeric composites. The first report, which was in two parts, addressed a reference composite consisting of a urethane-based matrix reinforced with a glass-fiber continuous-strand mat (CSM).1,2 This second report addresses a second composite, a urethane-based matrix, reinforced with a chopped-glass-fiber mat preformed by the P4 process. This second material is referred to as the verification material, in that it was intended to verify that the overall design criteria framework, developed for the reference composite, could be adapted to other similar candidate automotive structural composites.

Both reports are based on experimental characterization and modeling carried out as a part of the U.S. Department of Energy (DOE) project entitled “Durability of Lightweight Composite Structures for Automotive Applications” at the Oak Ridge National Laboratory (ORNL). The project is closely coordinated with the Automotive Composites Consortium (ACC). Both the
reference and verification composites were chosen and supplied by ACC in the form of 3.2-mm-thick plaques.

The primary project goal is to develop experimentally based, durability-driven design guidelines to assure the long-term (15-year) integrity of polymeric composite automotive structures. Durability issues include the potentially degrading effects that both cyclic and sustained loadings, exposure to automotive fluids, temperature extremes, and low-energy impacts from such things as tool drops and roadway kickups can have on structural strength, stiffness, and dimensional stability.

While the project focus has now shifted to carbon-fiber composites, this report and Refs. 1 and 2 are the result of an initial emphasis on glass-fiber composites. One other report completes the primary documentation of the results of the glass-fiber composite work. Reference 3 provides recommended minimum test requirements and suggested test methods for establishing the durability properties and characteristics of future candidate random-glass-fiber polymeric composites for automotive structural applications. The recommendations and suggestions are based on experience and results developed under the Durability Project. The report is intended as an aid to suppliers offering new glass-fiber composites for automotive applications and to testing organizations that are enlisted to characterize the composites.

1.2 MATERIALS/PROCESS DESCRIPTIONS*

This report follows closely the scope and outline of Refs. 1 and 2, and while its primary focus is on the chopped-fiber verification composite, frequent comparisons are made throughout with the results presented in Refs. 1 and 2 for the reference composite. The following information will differentiate these two materials with respect to their chemical make-up and processing histories.

1.2.1 Reference Material

The first material, identified as the reference material, received the most extensive characterization and was the primary source of the models and guidelines. This composite material has a resin matrix composed of a urethane-based material produced by the Dow Chemical Company and identified as Spectrim MM364. The reinforcement is a CSM product produced by Vetrotex International and identified as Unifilo U750.

Chemically, the resin matrix in this material is an isocyanurate. In this chemical structure, the basic urethane chemical components, polyol and polymeric isocyanate, are catalyzed in a manner to produce cyclic, isocyanurate, structures that produce the desired high-temperature resistance in the finished composite. The catalyst, which produces this cyclic structure, is diphenylmethane diisocyanate, referred to as DABCO. The matrix is produced via the Structural Reaction Injection Molding (SRIM) process in which the two reactive streams, polyol and polymeric isocyanate, are pumped at high pressure into an impingement mixing chamber to quickly produce a uniform mixture of the components. The reacting mixture is then pumped into a closed mold containing the reinforcement. The reaction time necessary to transform the liquid chemical reactants into the solid resin matrix is of the order of 30 s.

The Vetrotex Unifilo U750 reinforcement consists of continuous strands of E-glass combined with a polyester powdered binder to produce a swirl mat architecture. The material is

---

*Contributed by E. M. Hagerman, Automotive Composites Consortium/General Motors.
available on continuous rolls of varying widths. The glass is produced with a basic silane size that, along with the polyester binder, is present at an 8% level. The specific version used in these experiments was U750-450-138. The product is claimed to be compatible with polyester, vinylester, epoxy and urethane resin systems. Each sheet of this product is actually comprised of three separate layers of glass to produce the surfaces and a core. The individual layers differ in glass strand geometry and configurations and produce easy resin flow-through and wet-out during molding operations.

The mold used in these experiments was a simple “picture frame mold” in which a steel shim of the thickness of the desired molded part was placed between two flat steel plates. This shim contained a square center cut-out of 610 by 610 mm, the dimensions of the plaque to be produced. The upper steel plate incorporated a sprue or connection to the output of the SRIM machine. The mold was mounted in a 150-ton hydraulic press. The procedure for molding the reference material consisted of five steps. First, the glass preform, consisting of five plies of the specific U750 product was cut to the 610- by 610-mm exact dimensions of the mold. Second, the preform was placed into the cavity produced by the lower steel mold plate and the cut-out shim. Third, the press was closed and full tonnage applied. Fourth, the resin from the SRIM machine was injected at high pressure into the preform through the sprue located in the center of the upper mold plate. The resin then flowed through the preform constrained in the mold. And finally, after a 2.5-min cure time, the press opened, and the molded plaque was removed. The final step was a 1-h postcure at 150°C.

The resulting composite had an average fiber content of 25.0 vol % (41.4 wt %).

1.2.2 Verification Material

The matrix of the verification material was produced by the Bayer Corporation and identified as Baydur 420 IMR, where IMR denotes “internal mold release.” Chemically, the matrix resin is also a urethane-based material but differs in its basic chemical structure. While polyols and polymeric isocyanates similar to the reference material are used, in this case an amine coreactant replaces the DABCO component and produces a cross-linked urea-urethane basic structure instead of the cyclic isocyanurate. The urea component contributes to the heat resistance of the final composite structure. Identical SRIM equipment is used as before. With the urea-urethane systems, the time required for the liquid to solid transformation is of the order of 15–20 s.

Preforms for the verification material were produced using the P4 process recently developed by Owens-Corning in Battice, Belgium. In these preforms, 50-mm-long chopped glass fibers were used in place of the CSM used with the reference material. The E-glass material, RO7EX1, was specifically developed for the P4 process. The process consists of chopping the fibers and blowing them onto a screen of the same dimensions as the final part to be produced. The fibers are held in place by air being drawn through the screen. Two types of glass were used in the preparation of these preforms. The first was a fine, 600-tex (g/1000 m) strand chopped to ~10-mm length and applied at 40-g/m² areal density. The purpose of this layer was to form a barrier to prevent powdered binder from penetrating the preform in subsequent stages of the preform fabrication. The second type was the structural glass at 2400 tex chopped to 50-mm length and applied at a much heavier areal density, 2135 g/m². When sufficient fibers were in place, a powdered binder was blown into the preform and heated air used to melt and cure the binder. The binder used was a thermoset unsaturated polyester material referred to as Cray Valley Stratyl P 81 A2 and was present at the 5% level. Finally, cool air was blown through the preform
to set the binder. In this way, a preform containing the proper areal density of glass in the proper
geometric configuration was produced.

A more sophisticated mold was used in the molding of the verification material plaques. A “shear-edge mold” replaced the picture-frame mold used previously. The primary difference is that in the shear-edge configuration, the upper mold half telescopes into the lower mold half. In this way, the composite material being molded carries the full molding pressure from the press. In the previous picture-frame mold the molding pressure was carried principally by the outer periphery of the shim. Visual inspection of plaques of the reference and verification materials shows a very rough surface with much glass read through on the reference material surface and a much smoother surface on the verification material plaques. These observations relate directly to the mold design. With both materials, appreciable shrinkage occurs during the chemical reaction. In the shear-edge mold, the upper mold half follows the chemical shrinkage through the telescoping action of the mold halves. In the picture-frame mold, the molding pressure is supported by the shim; as the shrinkage occurs, the composite contracts away from the smooth mold surfaces and leaves the observed glass read through and roughness. In addition, the new mold includes an efficient mold vacuum system that produces up to 710 mm of vacuum. The vacuum reduces the void content of the molded plaques.

The molding procedure for the verification material differed in that the resin injection procedure was used. The glass preforms, as delivered, were of the proper areal density and required no plying-up or cutting to dimension as was described in the CSM preforming procedure. These P4 preforms were, however, composed of the two distinct layers of differing glass types. This condition constitutes an unbalanced laminate that produces warpage in the composite plaques. To counter this, an additional 0.5-mm layer of thin veil material was added into the bottom of the mold before the preform was introduced. A commercial veil material from Nico Corporation was used for this purpose. In the resin-injection procedure, after the preform is loaded into the mold, the mold is left open ~10–15 mm. Resin is injected into this opening, and then the press fully closed. This allows the resin to first flow, with little resistance, across the upper surface of the preform and then under closing pressure flow into the thickness direction of the preform. This procedure results in less disturbance of the glass orientation and produces a more uniform void free distribution of resin through the glass preform. Again, a 2.5-min cure time was allowed before the mold was opened and the part ejected. Final postcure was 120°C for 1 h.

The verification material had an average fiber content of 28.9 vol % (46.4 wt %).

Thirty-six plaques of the chopped-fiber verification material were used in the durability characterization reported herein. The plaques were numbered B1 through B36 by ORNL, with each designation corresponding to a more descriptive designation used by ACC. The ORNL plaque numbers are frequently referenced in this report.

1.3 LOADINGS AND ENVIRONMENTS

From a durability standpoint, it is assumed here that an automobile with a composite structure must last for 15 years (131,500 h) and 150,000 miles. It is further assumed that during the 15 years, the vehicle will actually be operated between 3000 and 5000 h (at an average speed of 30 to 50 mph).
The design temperature range is assumed to vary from a minimum of $-40^\circ$C to a maximum of $120^\circ$C, with the higher temperatures occurring only during operation.

In addition to functional stiffness and deformation requirements, structures must support and resist a variety of live and dead loads. During operation, for example, live loads might include a combination of pothole impact, hard turn, and maximum acceleration. Dead loads during the 15-year life would include those from the weight of the vehicle or, more importantly, sustained loads in the bed of a light truck.

Structures will also be subjected to common vehicle fluids and operating atmospheres, and design limits must take the resulting property degradation into account. The effects of a variety of fluids and moisture conditions were examined in the case of the reference composite. Based on the findings there, the fluids examined here were reduced primarily to distilled water and windshield washer fluid (a methanol/water mix).

### 1.4 OUTLINE OF REPORT

This report is divided into two parts, in a manner analogous to the arrangement used in Refs. 1 and 2. Part 1, which consists of six chapters, provides detailed rules and guidelines for (1) the properties to be used in structural analysis, (2) design allowables for static loadings, (3) design rules for cyclic loadings, and (4) damage tolerance design for low-energy impacts. A final Part 1 chapter summarizes the chopped-fiber composite criteria and compares the allowables with the corresponding values for the reference CSM composite.

Part 2, which consists of nine chapters, provides the experimental data and models on which the criteria of Part 1 are based. Those readers wishing to understand the behavioral characteristics of the chopped-fiber composite should read Part 2 prior to reading Part 1. Part 2 has chapters on basic properties, biaxial strength, stress concentration effects, fatigue, creep and creep rupture, prior load effects, and impact.

### 1.5 DEFINITIONS USED IN PART I

- **a**: Hole diameter
- **E**: Elastic modulus
- **$E_t$**: Time-dependent "pseudoplastic modulus"
- **G**: Shear modulus [$E = 2G (1 + \nu)$] for an isotropic material
- **K**: Temperature-dependent factor on allowable bending stress
- **m**: Mass of impacting object
- **n**: Number of applied fatigue cycles of a given stress
- **$N_d$**: Number of allowable design cycles for a given stress
- **P**: Calculated membrane stress components at a point in the plane of a plate or shell structure
- **Q**: Calculated bending stress components at a point
- **R**: Ratio of minimum to maximum stress in a fatigue cycle
- **S**: Maximum principal stress derived from stress components at a point
- **$S_a$**: Alternating stress in a fatigue cycle
- **$S_{\text{max}}$**: Maximum stress in a fatigue cycle
- **$S_0$**: Basic short-time allowable stress (time $t = 0$)
- **$S_t$**: Time-dependent allowable stress
<table>
<thead>
<tr>
<th>Symbol</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>$S_0^*$</td>
<td>Short-time allowable stress applicable to biaxial stresses</td>
</tr>
<tr>
<td>$S_t^*$</td>
<td>Time-dependent allowable stress applicable to biaxial stresses</td>
</tr>
<tr>
<td>$S_r$</td>
<td>Minimum creep-rupture strength at a given time</td>
</tr>
<tr>
<td>SCF</td>
<td>Stress concentration factor</td>
</tr>
<tr>
<td>t</td>
<td>Time at a given stress</td>
</tr>
<tr>
<td>$T_d$</td>
<td>Allowable design time at a given stress</td>
</tr>
<tr>
<td>UTS</td>
<td>Ultimate tensile strength</td>
</tr>
<tr>
<td>v</td>
<td>Velocity of impacting object</td>
</tr>
<tr>
<td>w</td>
<td>Plate width</td>
</tr>
<tr>
<td>ε</td>
<td>Normal strain</td>
</tr>
<tr>
<td>$\varepsilon_c$</td>
<td>Normal creep strain</td>
</tr>
<tr>
<td>σ</td>
<td>Normal stress</td>
</tr>
<tr>
<td>$\sigma_r$</td>
<td>Average creep-rupture strength at a given time</td>
</tr>
<tr>
<td>$\sigma$</td>
<td>Applied stress in plate with hole</td>
</tr>
<tr>
<td>$\sigma_{\infty}$</td>
<td>Applied stress in infinitely wide plate with hole</td>
</tr>
<tr>
<td>v</td>
<td>Poisson’s ratio</td>
</tr>
</tbody>
</table>
Part 1

DESIGN CRITERIA
2. ELASTIC AND CREEP PROPERTIES FOR DESIGN ANALYSIS

2.1 GENERAL

Although local and plaque-to-plaque variations occur, tests reported in Chap. 8 indicate that, on average, the P4 chopped-glass-fiber composite is isotropic in the plane of the plaques. This means that the elastic and creep properties given in this chapter are assumed to be identical in all directions in the plane of the plaque.

2.2 ELASTIC CONSTANTS FOR DESIGN

For an orthogonally anisotropic material that is isotropic in one plane, there are five independent elastic constants—two associated with the plane of the isotropy and three associated with the direction normal to that plane. Here, the in-plane constants are taken as the modulus of elasticity, \( E \), and Poisson’s ratio, \( \nu \). The in-plane shear modulus, \( G \), is then given by

\[
G = \frac{E}{2(1+\nu)}
\]

Data reported in Chap. 8 confirm that this relation holds for the P4 chopped-fiber composite.

The recommended average room-temperature elastic modulus and Poisson’s ratio values are \( E = 11.8 \) GPa, and \( \nu = 0.32 \). These basic values should be adjusted in accordance with the recommendations of the following three subsections.

2.2.1 Effect of Temperature

Poisson’s ratio increases slightly with increasing temperature (see Chap. 8). The modulus of elasticity, on the other hand, decreases linearly as the temperature increases from \(-40\) to \(120^\circC\) (see Chap. 8). This decrease is shown in Fig. 2.1 as a multiplication factor on the above room-temperature value of 11.8 GPa. Values of both Poisson’s ratio and stiffness are tabulated in Table 2.1.

2.2.2 Environmental Effects

As described in Chap. 8, two reference fluid environments where chosen to bound practical effects. The first is a presoak of 1000 h in room-temperature distilled water. The second is a 100-h presoak in windshield washer fluid (70\% methanol/30\% distilled water). A stiffness multiplication factor of 0.91 covers both degrading conditions.

2.2.3 Prior Loading Effects

As described in Chap. 15, prior loadings, whether short-time static, cyclic, or long-time sustained, produce microstructural damage that is manifest as a reduction in stiffness. These reductions should be accounted for in design analyses. Recommended reduction factors, taken from Sect. 15.5, are tabulated below.

<table>
<thead>
<tr>
<th>Prior load</th>
<th>Stiffness multiplication factor</th>
</tr>
</thead>
<tbody>
<tr>
<td>Short-time static</td>
<td>0.96</td>
</tr>
<tr>
<td>Fatigue cycling</td>
<td>0.88</td>
</tr>
<tr>
<td>Long-term sustained</td>
<td>0.87</td>
</tr>
</tbody>
</table>
Fig. 2.1. Multiplication factor for determining elastic stiffness at a given temperature from room-temperature value. This factor also holds for tensile strength.

Table 2.1. Stiffness, \( E \), and Poisson's ratio, \( \nu \), at various temperatures

<table>
<thead>
<tr>
<th>Temperature (^\circ\mathrm{C})</th>
<th>Stiffness (GPa)</th>
<th>( \nu )</th>
</tr>
</thead>
<tbody>
<tr>
<td>-40</td>
<td>13.9</td>
<td>0.31</td>
</tr>
<tr>
<td>23</td>
<td>11.8</td>
<td>0.32</td>
</tr>
<tr>
<td>50</td>
<td>10.9</td>
<td>0.33</td>
</tr>
<tr>
<td>120</td>
<td>8.6</td>
<td>0.34</td>
</tr>
</tbody>
</table>

In each of these cases, the value shown corresponds to maximum allowable design prior loading conditions. The prior short-time static load corresponds to the maximum allowable, \( S_0 \) (see Chap. 4); the prior cycling corresponds to 5% of the cyclic life, which is the design limit (see Chap. 5); and the duration of the long-term sustained load corresponds to the allowable design time (see Chap. 4).

2.3 CREEP PROPERTIES FOR DESIGN

In the case of long-term sustained loadings—either those associated with the 3000- to 5000-h operating life of an automobile or the nominally 15-year overall life—creep deformations may become an important consideration and need to be accounted for in design analyses. This can be done at one of three levels of sophistication:
using a time-dependent “pseudoelastic modulus” in an elastic analysis,
• using a creep equation in an inelastic (elastic-creep) analysis, or
• using a damage-based constitutive model derived for the material that can predict the effects
  of changing load levels as well as recovery strains upon unloading.

Guidance for the first two are given in the following sections. The recommended constitutive
model is described in Ref. 4.

2.3.1 Basic Creep Equation

The recommended creep equation is derived in Chap. 13 from the results of creep tests at
various stresses. It was found to apply to both tensile and compressive stresses, and presumably,
with an appropriate biaxial relation, such as the common $J_2$ creep theory, to biaxial stresses as
well.

The room-temperature, ambient air, creep strain is given by

$$\varepsilon_c = 9.59 \times 10^{-4} \sigma^{0.141},$$

(2.1)

where $\varepsilon_c$ is the time-dependent creep strain in percent, $\sigma$ is stress in MPa, and $t$ is time in hours.

The linear relation of Eq. (2.1) holds reasonably well up to a stress of 125 MPa. Figure 2.2 shows
the creep curves predicted by Eq. (2.1).

As was the case for the elastic modulus, creep strains are affected by temperature and
fluid environments. These effects are described in the following two subsections. Unlike the elas-
tic modulus case, however, prior loads appear to have no effect on subsequent creep strains.

2.3.2 Effect of Temperature

The effect of temperature on creep is to multiply the creep strains predicted by Eq. (2.1)
by a simple factor, which is shown in Fig. 2.3 for the automotive design temperature range and
given in Table 2.2 for selected temperatures. The right-hand column in Table 2.2 gives the
approximate stress level above which the creep response becomes nonlinear with stress and
Eq. (2.1) is no longer accurate.

While tensile and compressive creep are equal at room temperature, this may not be the
case at elevated temperatures. No elevated temperature compressive creep strain data were gener-
ated, but it is expected that compressive creep will increase faster than tensile creep. Thus, care
should be taken to avoid hot structures in regions of compressive stress.

2.3.3 Environmental Effects

Creep multiplication factors were developed in Chap. 13 for the two reference fluid
environments—a 1000-h presoak in distilled water and a 100-h presoak in windshield washer
fluid. After the presoaks, the creep tests were performed with the specimens immersed in the
fluid. The resulting multiplication factors are

<table>
<thead>
<tr>
<th>Fluid</th>
<th>Creep-strain multiplication factor</th>
</tr>
</thead>
<tbody>
<tr>
<td>Distilled water</td>
<td>1.79</td>
</tr>
<tr>
<td>Windshield washer fluid</td>
<td>2.23</td>
</tr>
</tbody>
</table>
Fig. 2.2. Time-dependent creep strain curves for room-temperature ambient air conditions (nominally 50% RH).

AMBIENT AIR CREEP EQUATION: 

\[ \varepsilon^c = 0.000959 \sigma^{0.141} t^{0.141} \]
To bound the effects of fluids, the creep strains predicted by Eq. (2.1) should be multiplied by one of the above factors, as appropriate.

Compressive creep data presented in Chap. 13 for specimens presoaked in distilled water at 50°C for 3 months (an extreme condition) indicate that subsequent room-temperature creep in water is the same as in tension. In light of these results, it is recommended that the above factors be used for compression and for biaxial stress states.

### 2.3.4 Isochronous Stress-Strain Curves

The use of isochronous stress-strain curves, which show the total strain at a given time resulting from a constant applied stress, were introduced in Ref. 1 as a way to approximately predict creep deformations in a structure. When one of these curves, corresponding to a specific
time, is used in an elastic-plastic analysis, the creep deformation occurring during that time period can often be predicted reasonably well.

Isochronous curves for the P4 chopped-fiber composite are shown in Fig. 2.4. An equation is also provided. The curve labeled “tensile” is the short-time (0 h) stress-strain curve. The 131,000-h curve shows the total strain that would accumulate at a given stress level over the 15-year life of an automobile. The creep strain over 15 years is about half again as much as the “instantaneous” loading strain.

The table inset in Fig. 2.4 gives values of the time-dependent “pseudoelastic modulus,” $E_t$, corresponding to each isochronous curve. This modulus is the slope of the initial linear portion of each curve. Use of the modulus for a given time in an elastic analysis is a further simplification in estimating creep deformations corresponding to a given time.

$$\varepsilon = \sigma / 11.8 \times 10^3 + 3.17 \times 10^{-7} \sigma^{1.876} + 9.59 \times 10^{-6} \sigma^{0.141}$$

**Fig. 2.4.** Isochronous stress-strain curves for room-temperature ambient air.
Temperature and environmental effects can be readily incorporated into the time-dependent modulus values by using the following relationship:

\[ E_t = E E_c/(E + E_c) \]  

(2.2)

Here, \( E \) is the elastic modulus and

\[ E_c = \frac{\sigma}{\varepsilon_c} = \frac{1}{A t^n} , \]

where \( A \) and \( n \) are the constants in the creep law [Eq. (2.1)]. The temperature, environmental, and prior loading multiplication factors presented earlier in Sect. 2.2 for elastic stiffness can be directly used to adjust \( E \) in Eq. (2.2). The creep quantity \( E_c \) is the inverse of creep strain, so the inverse of the creep temperature and environmental multiplication factors given in Subsects. 2.3.2 and 2.3.3 should be used to adjust \( E_c \) in Eq. (2.2).

The utility of using the above time-dependent modulus values in an elastic analysis to predict time-dependent structural deformations has been experimentally demonstrated and verified in a series of cantilever beam tests. These are described in Appendix 2.A to this chapter, where comparisons of measured and predicted time-dependent deflections are presented.

*Derived from expressing the total time-dependent strain as the sum of the elastic strain and the time-dependent creep strain.
Appendix 2.A. TIME-DEPENDENT BENDING OF CANTILEVER BEAMS

Isochronous stress-strain curves and associated time-dependent "pseudoelastic modulus" values, which can be used in an elastic analysis to predict time-dependent structural deformations, were presented in Sect. 2.3.4. The purpose of this appendix is to illustrate how well this approach can work by comparing predictions with measured time-dependent deflections from tests of cantilever beam specimens.

Figure 2.A.1 is a schematic of the test. The elastic deflection at the load is given by

\[ \delta = \frac{4Pl^3}{Ebhl^2} \left(1 - \nu^2\right), \]

where, in our case, \( P = 24.74 \) N, and the nominal beam dimensions are \( l = 102 \) mm, \( b = 25 \) mm, and \( h = 3.2 \) mm. Poisson's ratio, \( \nu \), is 0.32. To predict deflections at various times, \( t \), \( E \) is replaced by \( E_t \) from the isochronous creep curves.

Figures 2.A.2 and 2.A.3 show results of two representative tests. In the case of Beam 2b (Fig. 2.A.3), recovery upon unloading was measured, and it was predicted by simply subtracting the originally predicted time-dependent creep. In both cases, actual specimen cross-section dimensions were used, and the \( E_t \) values form Fig. 2.4 were multiplied by the ratio of the actual specimen stiffness (measured in pretest stiffness checks) to the average chopped-fiber composite stiffness value of 11.8 GPa. As discussed in Chap. 13, this normalization tends to minimize the effects of specimen-to-specimen differences.

The comparisons are very good, which demonstrates the potential utility of this simplified approach for predicting creep deformations in automotive structures. The fact that time-dependent creep at the stress levels of design interest is essentially linear with stress is partly responsible for the good agreement.

Fig. 2.A.1. Schematic of cantilever beam creep test.
Fig. 2.A.2. Comparison of measured and predicted (curve) time-dependent creep deflections for Beam 4b.

Fig. 2.A.3. Comparison of measured and predicted (curves) creep and recovery for Beam 2b.
3. BIAXIAL STRENGTH CRITERION—MAXIMUM PRINCIPAL STRESS

The allowable stresses recommended in the next two chapters are based largely on uniaxial test results. For design, it is convenient to represent the biaxial stress states in a thin composite structure by a single quantity that can be compared to the allowable stresses. A simple biaxial strength criterion is required for this. Tests to evaluate and choose an appropriate criterion are described in Chap. 10.

Of the candidate criteria considered in Chap. 10, the simplest—the maximum stress criterion—was found to best represent short-time, room-temperature, ambient air failure data (see Fig. 10.6). Hence, that is the criterion adopted here.* To use it, the maximum principal stress at each point in a structure is simply compared to the allowable stress values.

As explained in Chap. 10, failures under biaxial stresses at elevated temperatures and after exposure to fluid environments cause complications. Ideally, the strength reduction factor for a given temperature or environment would be the same for all stress states. This is not the case. The approach adopted in the following chapters is to have allowable stresses for uniaxial tensile stress states. At room temperature in ambient air, these same allowances apply to arbitrary biaxial stress states as well. However, at elevated temperatures and after fluid exposure, additional reduction factors are placed on the allowances to bound the increased degradation associated with other stress states. The maximum principal stress criterion is still used, but the uniaxial tension allowable stress is lowered.

---

*While the tests in Chap. 10 are limited to short-time static conditions, the chosen biaxial strength criterion is assumed to also apply to fatigue and creep-rupture failures.
4. DESIGN ALLOWABLES FOR STATIC LOADINGS

4.1 SHORT-TIME ALLOWABLE STRESSES, $S_0$ AND $S_0^*$

The basic short-time allowable stress is based on the minimum room-temperature UTS, which is defined in Chap. 8 as the “B-basis stress” used in MIL-HDBK-17.$^5$ This minimum room-temperature value for the P4 chopped-glass-fiber composite is based on statistical treatment of $n = 94$ UTS values, such that the survival probability at the minimum stress is 90% at a confidence level of 95%. The room-temperature minimum UTS was calculated to be 149 MPa.

The basic time-independent allowable stress, $S_0$, is defined as two-thirds UTS$_{\text{min}}$. At room-temperature, $S_0$ thus becomes $S_0 = 99$ MPa.

Values for other temperatures can be determined using the multiplication factors plotted in Fig. 2.1 (the factors there, taken from Chap. 8, apply to both elastic stiffness and tensile strength). Values of $S_0$ at various temperatures are given in Table 4.1.

For elevated temperatures, the $S_0$ values in Table 4.1 apply only to uniaxial tension. As explained in Chap. 10, a further stress reduction is required at 50°C and 120°C to account for the greater effect of temperature on stress states other than pure tension. The bounding multiplication factor at 50°C is 0.75, and at 120°C, it is 0.46. Thus, the governing stress allowable for a general stress state at 50°C is $0.75 \times 99 = 74$ MPa, and at 120°C, it is $0.46 \times 99 = 45$ MPa. These latter values, applicable to arbitrary biaxial stress states, are denoted by $S_0^*$. This is the short-time biaxial stress limit at each point in a structure.

An additional reduction factor is applied to account for fluid effects. For tensile, compressive, and shear stresses, the appropriate bounding strength multiplication factor on $S_0$ is 0.91 (see Chap. 8). For biaxial stress states, the appropriate factor on $S_0^*$ is 0.84 (see Chap. 10).

Prior loads, as discussed in Chap. 15, also reduce subsequent short-time strength. Prior fatigue cycling, up to the allowable number of cycles, reduces the subsequent UTS by 1.6%, and prior creep, up to the allowable, reduces the UTS an additional 3.6%. The total bounding multiplication factor to account for prior loads is thus $0.984 \times 0.964 = 0.95$.

The allowable stresses—$S_0$ for uniaxial tension and $S_0^*$ for arbitrary biaxial stress states—with the bounding environmental multiplication factors and prior loading reductions factored in are given in Table 4.2.

<table>
<thead>
<tr>
<th>Temperature (°C)</th>
<th>$S_0^a$ (MPa)</th>
<th>$S_0^*b$ (MPa)</th>
</tr>
</thead>
<tbody>
<tr>
<td>-40</td>
<td>117</td>
<td>117</td>
</tr>
<tr>
<td>23</td>
<td>99</td>
<td>99</td>
</tr>
<tr>
<td>50</td>
<td>91</td>
<td>74</td>
</tr>
<tr>
<td>120</td>
<td>72</td>
<td>45</td>
</tr>
</tbody>
</table>

$^a$Applicable to uniaxial tension.

$^b$Applicable to arbitrary biaxial stress states.
Table 4.2. $S_0$ and $S_0^*$ values degraded by environment and prior cyclic loadings

<table>
<thead>
<tr>
<th>Temperature ($^\circ$C)</th>
<th>$S_0$ (MPa)</th>
<th>$S_0^*$ (MPa)</th>
</tr>
</thead>
<tbody>
<tr>
<td>-40</td>
<td>101</td>
<td>93</td>
</tr>
<tr>
<td>23</td>
<td>86</td>
<td>79</td>
</tr>
<tr>
<td>50</td>
<td>79</td>
<td>59</td>
</tr>
<tr>
<td>120</td>
<td>62</td>
<td>36</td>
</tr>
</tbody>
</table>

While test data for every combination of stress state, temperature, and environment were not available for formulating the allowable stresses in Tables 4.1 and 4.2, it is believed that the data base was sufficiently comprehensive to lead to a reliable design.

4.2 TIME-DEPENDENT ALLOWABLE STRESSES, $S_t$ AND $S_t^*$

For sustained loadings, creep-rupture stress is the basis for time-dependent allowable stresses, provided that $S_0$, or $S_0^*$, is not lower than the creep-rupture-derived values. The following design margin is used:

$$0.8 S_r,$$

where $S_r$ is the minimum creep-rupture strength. Values of the allowable stress $0.8 S_r$ are developed and tabulated in Chap. 14 from the results of tensile and compressive creep-rupture tests at various temperatures and in various environments.

Like the case of the short-time failures addressed in the previous section, tensile and compressive creep-rupture strengths are the same at room temperature, but at 120$^\circ$C—the only other temperature at which compressive data were obtained—the compressive strength is significantly below the tensile strength. No biaxial creep-rupture data are available. Thus some assumptions will be required in this section to generate a complete set of time-dependent allowable stresses applicable to biaxial loadings.

For uniaxial tension—and compression at room temperature—the time-dependent allowable stress, $S_t$, is defined as

$$S_t \leq \begin{cases} S_0 & \text{if } S_0 > 0.8 S_r \\ 0.8 S_r & \text{otherwise} \end{cases} \quad (4.1)$$

Values of $S_t$ without environmental or prior load effects are tabulated in Table 4.3 and plotted in Fig. 4.1(a).

For arbitrary biaxial loadings, the time-dependent allowable stress is denoted by $S_t^*$ and is defined as

$$S_t^* \leq \begin{cases} S_0^* & \text{if } S_0^* > 0.8 S_r^* \\ 0.8 S_r^* & \text{otherwise} \end{cases} \quad (4.2)$$
### Table 4.3. Basic $S_t$ allowable stresses (applicable only to uniaxial tension and to biaxial stresses at room temperature)

<table>
<thead>
<tr>
<th>Temperature ($^\circ$C)</th>
<th>Allowable stress (MPa)</th>
<th>0 h</th>
<th>10 h</th>
<th>1000 h</th>
<th>3000 h</th>
<th>5000 h</th>
<th>1 year</th>
<th>15 years</th>
</tr>
</thead>
<tbody>
<tr>
<td>-40</td>
<td></td>
<td>117</td>
<td>100</td>
<td>94</td>
<td>92</td>
<td>91</td>
<td>91</td>
<td>87</td>
</tr>
<tr>
<td>23</td>
<td></td>
<td>99</td>
<td>99</td>
<td>94</td>
<td>92</td>
<td>91</td>
<td>91</td>
<td>87</td>
</tr>
<tr>
<td>50</td>
<td></td>
<td>91</td>
<td>91</td>
<td>91</td>
<td>91</td>
<td>91</td>
<td>91</td>
<td>87</td>
</tr>
<tr>
<td>120</td>
<td></td>
<td>72</td>
<td>72</td>
<td>72</td>
<td>70</td>
<td>69</td>
<td>$^a$</td>
<td>$^a$</td>
</tr>
</tbody>
</table>

$^a$Unrealistic condition.

---

**Fig. 4.1. Basic allowable stresses without environmental and prior load effects.**

Here, $S_t^*$ should be the bounding minimum-creep-rupture strength under compressive and biaxial loadings. However, the only nonuniaxial-tension data available are the compressive results, mentioned above, at room temperature and 120°C. The former are equal to the tensile values at room temperature. Two assumptions must be made. First, it is assumed that, using the maximum principal stress criterion, the compressive creep-rupture strength bounds all of the biaxial stress states. Second, it is assumed that compressive creep-rupture values at 50°C can be conservatively estimated by linearly interpolating between the room-temperature and 120°C values. The -40°C values are taken to be the same as at room temperature.

$^*$This was the case for short-time loadings at 120°C (see Fig. 10.8).
The resulting values of $S_t^*$, without environmental or prior load effects, are tabulated in Table 4.4 and plotted in Fig. 4.1(b).

The task now is to construct tables analogous to Tables 4.3 and 4.4 but with the degrading effects of fluid environments and prior loading effects included. This has already been done for $S_0$ and $S_0^*$ (the 0-h values) in Table 4.2. Further, it is concluded in Chap. 15 that only prior cyclic loads reduce subsequent creep-rupture strength. The effect, while relatively small, varies from a reduction of 4.4% at 10 h to 5.1% at 15 years.

Table 14.4 gives stress reduction multiplication factors for fluid effects. The pertinent values to be used here are given below in Table 4.5. Comparison of these values with those in Chap. 14 (Table 14.4) shows that they were developed from tensile tests. The only compressive creep-rupture tests in a fluid were in water at 23 and 50°C following a 50°C presoak for 3 months. In both cases the effect of this extreme presoak, intended to saturate the specimens, was the same in both tension and compression. On this basis, it was concluded that the factors in Table 4.5 can be assumed to apply to compression as well as to tension. Because the water exposure case bounds the windshield washer factors, only the former will be used to reduce allowable stresses. Further, the maximum reduction will be cut off at 0.60. The factors to be used are shown shaded in Table 4.5.

Table 4.6 for $S_t$ and Table 4.7 for $S_t^*$ were developed using the prior load and environmental reduction factors discussed above. The allowables are plotted in Fig. 4.2. Use of these tables should conservatively account for prior loads and bound any realistic environmental effects.

### Table 4.4. Basic $S_t^*$ allowable stresses (applicable to arbitrary biaxial stress states)

<table>
<thead>
<tr>
<th>Temperature (°C)</th>
<th>Allowable stresses (MPa)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>0 h</td>
</tr>
<tr>
<td>-40</td>
<td>117</td>
</tr>
<tr>
<td>23</td>
<td>99</td>
</tr>
<tr>
<td>50</td>
<td>74</td>
</tr>
<tr>
<td>120</td>
<td>45</td>
</tr>
</tbody>
</table>

$^a$Extrapolated.

### Table 4.5. Fluid stress reduction multiplication factors

<table>
<thead>
<tr>
<th>Environment/stress</th>
<th>10 h</th>
<th>1000 h</th>
<th>3000 h</th>
<th>5000 h</th>
<th>1 year</th>
<th>15 years</th>
</tr>
</thead>
<tbody>
<tr>
<td>23°C distilled water, 1000-h presoak at 23°C/T&amp;C$^a$</td>
<td>0.75</td>
<td>0.64</td>
<td>0.61</td>
<td>0.60</td>
<td>0.59</td>
<td></td>
</tr>
<tr>
<td>23°C windshield wash,$^b$ 100-h presoak at 23°C/T&amp;C</td>
<td>0.82</td>
<td>0.70</td>
<td>0.67</td>
<td>0.66</td>
<td>0.65</td>
<td></td>
</tr>
</tbody>
</table>

$^a$T = tension, C = compression.

$^b$70% methanol/30% distilled water.
Table 4.6. $S_t$ allowable stresses (applicable to uniaxial tension) degraded by environment and prior cyclic loads

<table>
<thead>
<tr>
<th>Temperature (°C)</th>
<th>Allowable stress (MPa)</th>
<th>0 h</th>
<th>10 h</th>
<th>1000 h</th>
<th>3000 h</th>
<th>5000 h</th>
<th>1 year</th>
<th>15 years</th>
</tr>
</thead>
<tbody>
<tr>
<td>-40</td>
<td>101</td>
<td>72</td>
<td>57</td>
<td>53</td>
<td>52</td>
<td>52</td>
<td>50</td>
<td></td>
</tr>
<tr>
<td>23</td>
<td>86</td>
<td>71</td>
<td>57</td>
<td>53</td>
<td>52</td>
<td>52</td>
<td>50</td>
<td></td>
</tr>
<tr>
<td>50</td>
<td>79</td>
<td>66</td>
<td>56</td>
<td>53</td>
<td>52</td>
<td>52</td>
<td>50</td>
<td></td>
</tr>
<tr>
<td>120</td>
<td>62</td>
<td>52</td>
<td>44</td>
<td>41</td>
<td>39</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Table 4.7. $S_t^*$ allowable stresses (applicable to arbitrary biaxial stress states) degraded by environment and prior cyclic loads

<table>
<thead>
<tr>
<th>Temperature (°C)</th>
<th>Allowable stress (MPa)</th>
<th>0 h</th>
<th>10 h</th>
<th>1000 h</th>
<th>3000 h</th>
<th>5000 h</th>
<th>1 year</th>
<th>15 years</th>
</tr>
</thead>
<tbody>
<tr>
<td>-40</td>
<td>93</td>
<td>72</td>
<td>57</td>
<td>53</td>
<td>52</td>
<td>52</td>
<td>50</td>
<td></td>
</tr>
<tr>
<td>23</td>
<td>79</td>
<td>71</td>
<td>57</td>
<td>53</td>
<td>52</td>
<td>52</td>
<td>50</td>
<td></td>
</tr>
<tr>
<td>50</td>
<td>59</td>
<td>53</td>
<td>43</td>
<td>40</td>
<td>39</td>
<td>38</td>
<td>35</td>
<td></td>
</tr>
<tr>
<td>120</td>
<td>36</td>
<td>19</td>
<td>8</td>
<td>6</td>
<td>6</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Fig. 4.2. Allowable stresses with reductions to account for environmental and prior load effects.
4.3 TREATMENT OF MEMBRANE AND BENDING STRESSES

The $S_0$ and $S_t$ (or $S_0^*$ and $S_t^*$) allowable stresses given in the previous section establish limits on allowable in-plane membrane stresses, $P$. For out-of-plane bending away from structural discontinuities, the membrane plus bending stresses, $P + Q$, are limited to

$$P + Q \leq K S_t \left( \text{or } S_t^* \right),$$

(4.3)

where $K$ is temperature dependent, with values tabulated below:

<table>
<thead>
<tr>
<th>$T$ (°C)</th>
<th>$K$</th>
</tr>
</thead>
<tbody>
<tr>
<td>-40</td>
<td>1.5</td>
</tr>
<tr>
<td>23</td>
<td>1.5</td>
</tr>
<tr>
<td>50</td>
<td>1.5</td>
</tr>
<tr>
<td>120</td>
<td>1.2</td>
</tr>
</tbody>
</table>

The flexure tests on which the $K$ factors are based are discussed in Chap. 9.

Geometric discontinuities include corners and bends. Here, the fiber distribution across the thickness of a composite plate or shell structure is likely to be less uniform. Even more importantly, when the inside surface of reentrant bends is in tension, a new failure mode (i.e., delaminations) can be introduced (see Chap. 15 of Ref. 2). In these cases, the membrane plus bending stresses are limited as follows:

$$P + Q \leq 0.8 S_t^* .$$

(4.4)

4.4 TREATMENT OF INCREMENTS OF SUSTAINED LOADS

For changing stress levels, the time-fraction summation method should be used to assess cumulative damage. The sum of the use fractions associated with the primary plus bending stresses for all increments of loading should not exceed a value of 1.0:

$$\sum_{i} \left( \frac{t_i}{T_{d_i}} \right) \leq 1.0 .$$

(4.5)

Here, $t_i$ is the specified duration of a given load increment $i$, and $T_{d_i}$ is the allowable time for the stress associated with that load increment.
5. DESIGN LIMITS FOR CYCLIC LOADINGS

5.1 BASIC FATIGUE DESIGN CURVES

Room-temperature, ambient-air design fatigue curves are shown in Fig. 5.1. As described in Sect. 12.6, these curves are derived from fatigue failure curves by first placing a margin of 20 on cycles to failure and then multiplying stress by an additional reduction factor of 0.84. The latter factor is the ratio of the minimum to average UTS. It provides an extra margin against data scatter, and it helps limit stiffness reductions due to cycling to values closer to the desired 10%.

The choice of the proper curve to use depends on the mean stress. If the mean stress is tensile, then the curve labeled “positive mean” should be used. For the common case of cycling between zero and a maximum tensile stress, $S_{\text{max}}$, this design curve would be used, with $S_{\text{a}}$ the alternating stress, being equal to $1/2 S_{\text{max}}$. For completely reversed cycling (zero mean stress) or for a compressive mean stress, the curve labeled “zero and negative mean” should be used. The reasoning that led to the choice of these two curves is discussed in Sect. 12.5.

In the absence of definitive biaxial fatigue test data, it is assumed that principal stresses govern fatigue failures, just as in the case of short-time static loadings. For conservatism, it should be assumed that if either principal mean stress component is positive, then the positive mean curve should be used, i.e., the zero and negative mean curve should only be used when both mean stress components are negative. Further, in the case of zero mean stress, the zero and negative mean curve should only be used if both principal stress components are positive at one extreme of the cycle and negative at the other.

![Fig. 5.1. Room-temperature design fatigue curves. The appropriate curve to use depends on the sign of the mean stress.](image)
5.2 EFFECTS OF TEMPERATURE

The design fatigue curves in Fig. 5.1 are for room temperature. For other temperatures, fatigue strength multiplication factors that are developed in Sect. 12.2 should be used. The factors are repeated here in Table 5.1.

These factors were derived from tension-tension fatigue data. In the absence of other data, it is assumed that they apply to other uniaxial and biaxial cyclic conditions as well.

Table 5.1. Fatigue strength factors to account for temperature

<table>
<thead>
<tr>
<th>Temperature (°C)</th>
<th>Cycles</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>$10^2$</td>
</tr>
<tr>
<td>-40</td>
<td>1.21</td>
</tr>
<tr>
<td>23</td>
<td>1.00</td>
</tr>
<tr>
<td>50</td>
<td>0.93</td>
</tr>
<tr>
<td>120</td>
<td>0.68</td>
</tr>
</tbody>
</table>

5.3 ENVIRONMENTAL EFFECTS

Fluid effects on fatigue are discussed in Sect. 12.3. Just as was done for the allowable stresses for static loadings, two practical bounding fluid exposures will be used:

• 1000-h presoak in room-temperature distilled water, and
• 100-h presoak in room-temperature windshield washer fluid.

The fatigue tests were performed in the fluid in both cases.

The fatigue strength multiplication factors are tabulated in Table 5.2. Values greater than 1.00 are reduced to 1.00 in the table. To bound all environmental effects, the water values are recommended.

Table 5.2. Fatigue strength factors for two bounding fluid environments

<table>
<thead>
<tr>
<th>Environment</th>
<th>Cycles</th>
</tr>
</thead>
<tbody>
<tr>
<td>Water, 1000-h presoak</td>
<td>$10^2$</td>
</tr>
<tr>
<td>Windshield washer fluid, 100-h presoak</td>
<td>0.75</td>
</tr>
<tr>
<td></td>
<td>0.90</td>
</tr>
</tbody>
</table>

5.4 TREATMENT OF VARYING STRESS AMPLITUDES

For varying stress amplitudes, Miner’s rule should be used to account for cumulative fatigue damage (see Sect. 12.4). For a design to be acceptable, the fatigue damage should satisfy the following relation:
\[
\sum \left( \frac{n_i}{N_{d_i}} \right) \leq 1.0 ,
\] (5.1)

where \( n_i \) is the number of specified cycles of cycle type \( i \) and \( N_{d_i} \) is the number of design-allowable cycles for cycle \( i \) determined from one of the design fatigue curves (Fig. 5.1) adjusted to correspond to the maximum temperature of the cycle and to account for environment.

### 5.5 FATIGUE EVALUATION PROCEDURE

The following fatigue analysis procedure should be used. For each cycle type \( i \), determine for each point in the structure the maximum principal stress and, at a different time in the cycle, the minimum principal stress. The algebraic difference between these two values yields the maximum possible stress range. The mean stress is the average of the two values, and the amplitude is one-half the stress range.

The guidance given at the end of Sect. 5.1 above should be used to determine which of the design fatigue curves in Fig. 5.1 to use. The chosen curve should be adjusted by the factors in Table 5.1 to correspond to the maximum temperature of the cycle. Further, environmental factors from Table 5.2 should be used as appropriate.
6. DAMAGE TOLERANCE DESIGN FOR LOW-ENERGY IMPACTS AND OTHER DEFECTS

6.1 GENERAL REQUIREMENTS

A two-part design assessment approach is recommended.

1. Assume the presence of a 6.4-mm-diam circular hole in the worst possible location of the structure, and demonstrate, through analysis or use of experimental data and models, that the structure maintains its integrity. This evaluation will ensure that the structure can tolerate minor impacts and structural flaws at least up to a size of 6.4 mm in diameter or length, no matter where they are located. Guidance for this evaluation is provided in the next section.

2. For specific low-energy impacts such as roadway kickups, tool drops, and load drops in a pickup truck box, the procedures described in Sects. 6.3 and 6.4 may be used to assess damage tolerance for damage areas larger than that corresponding to a 6.4-mm-diam hole.

6.2 EFFECTS OF CIRCULAR HOLES

Results of tensile, tensile fatigue, and tensile creep-rupture tests of specimens with circular holes are presented in Chap. 11 of Part 2. A key finding is that the effective stress-concentration factor (SCF) is not nearly as high as theoretically predicted. Furthermore, the smaller the hole, the smaller the effective SCF. Figure 6.1, which can be used for design

![Graph showing the relationship between hole radius and notched strength/UTS](image)

Fig. 6.1. Strength reduction factor for a circular hole in an infinitely wide, uniaxially loaded plate.
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evaluations, is a correlation, due to Whitney and Nuismer, of tensile strength vs hole size. The ordinate gives the strength of an infinitely wide, uniaxially loaded plate with a hole as a fraction of the strength with no hole—the UTS. For the standard 6.4-mm-diam hole, the reduction is 0.78 from Fig. 6.1, compared to a theoretical reduction of 0.33.

While Fig. 6.1 is for an infinitely wide plate, real structures will have sections where the width to hole diameter is relatively small. In those cases, the following equation, from Chap. 11, can be used to determine the applied failure-causing stress, $\sigma$, in a finite-width plate that corresponds to an applied failure-causing stress, $\sigma_\infty$, in an infinitely wide plate:

$$\frac{\sigma}{\sigma_\infty} = \frac{3(1-a/w)}{2+(1-a/w)^3}, \quad (6.1)$$

where $w$ is the plate width, and $a$ is the hole diameter.

It can be assumed that Fig. 6.1, derived from tensile test results, can be used for tensile fatigue and tensile creep-rupture strengths as well. The basis for this is that tensile, fatigue, and creep-rupture tests of 25.4-in.-wide specimens with 6.4-mm-diam holes all showed about the same strength reduction.

While no compressive hole data exist, it is expected that Fig. 6.1 can be used for compressive stress states as well.

To reliably predict stiffness reductions in structures with circular holes, finite element analyses should be employed. In addition to stiffness effects, the analyses will predict stresses that can be compared with the allowable stresses. However, the peak predicted stresses should be adjusted downward using Fig. 6.1 and Chap. 11 as guides.

6.3 DETERMINATION OF IMPACT DAMAGE AREAS

For a given impacting object (e.g., roadway kickup or dropped tool) of mass, $m$, impacting the structure with a velocity, $v$, in the most highly stressed location, away from structural discontinuities, the impact damage area should be determined from the “design” curve in Fig. 6.2. The design curve is the upper bound of data generated from air-gun and pendulum impact tests on clamped 203-mm-diam by 3.2-mm-thick circular plates. Development of this design curve and its applicability to real events, such as bricks dropped in a pickup box, are discussed in Chap. 16 of Part 2. Also, it is shown in Chap. 16 that the curve covers the standard fluid environment effects (specimens presoaked in distilled water for 1000 h at room temperature actually exhibited less damage than unsoaked specimens).

Once the impact damage area has been estimated, the procedures recommended in Sect. 6.4 can be used to assess the likely effect on properties and structural integrity.

6.4 DETERMINATION OF STRENGTH AND STIFFNESS DEGRADATION

The procedures recommended here depend, more or less, on the assumption that an impact damage area can be conservatively represented by a circular hole of equivalent area. The effects of circular holes are discussed in Chap. 11 of Part 2, while the effects of impact damage are discussed in Chap. 16.
Damage areas can either be factored into the structural evaluation as a circular hole, or the degradation in strength can be estimated as specified in the following paragraph. If the equivalent circular hole approach is used, local peak stresses above a certain level can be ignored, as discussed in Sect. 6.2. Structural stiffness degradation can best be estimated, conservatively, by the equivalent circular hole method.

For a given predicted damage area, the degradation in compressive strength can be estimated using Fig. 6.3. These curves were derived from test data obtained from 25.4-mm-wide specimens cut from impacted plates. They show the strength of specimens containing the damage area relative to the strength in undamaged regions. For modest amounts of damage, up to an equivalent circular hole of about 20 mm in diameter, tensile and tensile fatigue strengths are not reduced by the damage, presumably because the unbroken fibers continue to carry load. The compressive strength, and presumably fatigue strength for cycles that go into compression, is significantly reduced.
Fig. 6.3. Strength degradation as a function of damage area. This figure applies directly only to a 25.4-mm-wide specimen.

In using Fig. 6.3 to estimate strength reductions, it should be kept in mind that the curves are for 25.4-mm-wide specimens. To approximately convert the results to an infinitely wide plate or to other finite widths, Eq. (6.1) can be used.
7. SUMMARY AND COMPARISON WITH REFERENCE COMPOSITE

This chapter briefly summarizes the detailed criteria presented in the previous chapters for the P4 chopped-glass-fiber/Baydur 420 IMR composite and highlights major differences between these criteria and those given in Ref. 1 for the reference CSM glass-fiber composite. In the final section of the chapter, the criteria are reduced to a simplified table of allowable stresses in the form of reduction factors on the room-temperature, ambient air, UTS value. Where appropriate, reference composite values are shown in parentheses to facilitate direct comparisons between the two materials.

7.1 ELASTIC AND CREEP PROPERTIES FOR DESIGN ANALYSIS

Both the chopped-fiber and reference composites were assumed to be isotropic in the plane of the plaques. While this is essentially true for the current composite, the reference composite stiffness varied by about 18% between the two principal material directions. The elastic properties of the chopped-fiber composite are tabulated in Table 7.1, with the reference composite values given in parentheses.

The chopped-glass-fiber composite elastic modulus values are about 25% higher than the reference composite values, and they are slightly less temperature sensitive. The recommended bounding stiffness reduction multiplication factor to account for fluid effects in the chopped-fiber composite is 0.91 (0.83 for the reference composite). Prior loads reduce the stiffness in both composites. For the chopped-fiber material, a factor of 0.96 (0.93 for the reference composite) accounts for prior static loads; 0.88 (0.90) accounts for prior cyclic loads; and 0.87 (1.00) accounts for prior creep.

The creep response of both composites is described by a simple power law in time; in the design range the response is linear with stress. Representative values of creep strain/unit stress are shown in Table 7.2 for comparative purposes. The reference composite exhibits higher creep (22% more at 5000 h).

For both materials a simple constant multiplier on room-temperature creep strains adequately describes creep at other temperatures. The multipliers are tabulated in Table 7.3. Here the reference composite creep is slightly less sensitive to temperature.

In both cases fluid effects were also bounded by simple multiplication factors on creep strains. For the chopped-fiber composite, two factors were given:
- distilled water: 1.79 (1.60), and
- windshield washer fluid: 2.23 (1.50).

Table 7.1. Elastic constants for design

<table>
<thead>
<tr>
<th>Temperature (°C)</th>
<th>Elastic modulus (GPa)</th>
<th>Poisson's ratio</th>
</tr>
</thead>
<tbody>
<tr>
<td>-40</td>
<td>13.9 (11.5)</td>
<td>0.31 (NA)&lt;sup&gt;a&lt;/sup&gt;</td>
</tr>
<tr>
<td>23</td>
<td>11.8 (9.4)</td>
<td>0.32 (0.31)</td>
</tr>
<tr>
<td>120</td>
<td>8.6 (6.1)</td>
<td>0.34 (NA)</td>
</tr>
</tbody>
</table>

<sup>a</sup>NA = not available.
Table 7.2. Creep strain values at room temperature

<table>
<thead>
<tr>
<th>Time (h)</th>
<th>Creep strain per unit stress (1000 x %/MPa)</th>
</tr>
</thead>
<tbody>
<tr>
<td>100</td>
<td>18 (18)a</td>
</tr>
<tr>
<td>1000</td>
<td>25 (28)</td>
</tr>
<tr>
<td>3000</td>
<td>30 (35)</td>
</tr>
<tr>
<td>5000</td>
<td>32 (39)</td>
</tr>
</tbody>
</table>

*aReference composite values from Ref. 1.

Table 7.3. Creep multiplication factors

<table>
<thead>
<tr>
<th>Temperature (°C)</th>
<th>Creep factor</th>
</tr>
</thead>
<tbody>
<tr>
<td>-40</td>
<td>0.59 (0.65)a</td>
</tr>
<tr>
<td>23</td>
<td>1.00 (1.00)</td>
</tr>
<tr>
<td>120</td>
<td>2.07 (1.88)</td>
</tr>
</tbody>
</table>

*aReference composite values from Ref. 1.

Thus, just as was the case for temperature, the chopped-fiber composite creep is more sensitive to fluid environments than was the reference composite.

7.2 BIAXIAL STRENGTH CRITERION

The maximum principal stress criterion adequately represents the room-temperature short-time failure data for the chopped-fiber composite. In contrast, the maximum shear stress criterion was best for the reference composite. These criteria are identical in quadrants one and three; in quadrants two and four, the maximum shear stress criterion is more limiting than the maximum stress criterion.

Elevated temperatures and fluid environments introduce complications in that those stress states where the matrix dominates behavior are degraded more than those where the behavior is fiber dominated. The maximum principal stress criterion is still used, but additional reduction factors are placed on the allowables to bound the increased degradation.

7.3 DESIGN ALLOWABLE STRESSES FOR STATIC LOADINGS

The basic time-dependent allowable stress quantity for the chopped-fiber composite is the same as that used in Ref. 1 for the reference composite:

\[ S_t \leq \begin{cases} 
S_0 \\
0.8 S_r
\end{cases} \]
Here, $S_t$ is the time-dependent allowable; $S_0$ is the short-time (time-independent) allowable; and $S_r$ is the minimum creep-rupture strength corresponding to time $t$. Representative values are tabulated in Table 7.4. The chopped-fiber composite allows are considerably higher than the corresponding reference composite values, especially at the elevated temperature and longer times.

At \(-40^\circ\text{C}\) and room temperature in ambient air, the values in Table 7.4 are the allowable stresses that limit the maximum principal stresses in a structure. At higher temperatures, the values only apply to uniaxial tensile stresses; the additional reduction factors discussed in Sect. 7.2 are used for other stress states. To facilitate this, a modified allowable stress, $S_t^*$, is defined. In terms of $S_t^*$, the \(120^\circ\text{C}\) values in Table 7.4 become 45 MPa and 10 MPa at 0 h and 5000 h, respectively. The other values remain unchanged.

The values of $S_t^*$ are drastically reduced at \(120^\circ\text{C}\). The practical ramification of this is that structures subjected to compressive or biaxial stresses must be shielded from elevated temperatures.

The $S_t$ and $S_t^*$ allowables must be reduced further, where appropriate, to account for fluid environments and prior load effects. The fluid factors depend on whether the stress state is uniaxial or biaxial. Values for 0 and 5000 h are tabulated in Table 7.5. The values in parentheses are from Ref. 1 for the reference composite. It should be pointed out that in the case of fluid effects on the reference composite, biaxial data were not available, so it was assumed that the uniaxial reduction factors applied to any stress state.

Fluid degradation effects are a little less for the chopped-fiber composite than for the reference composite. Prior load effects are slightly larger.

**Table 7.4. $S_t$ values in air (MPa)**

<table>
<thead>
<tr>
<th>Temperature (°C)</th>
<th>0 h</th>
<th>5000 h</th>
<th>15 years</th>
</tr>
</thead>
<tbody>
<tr>
<td>-40</td>
<td>117 (97)$^a$</td>
<td>91 (74)</td>
<td>87 (71)</td>
</tr>
<tr>
<td>23</td>
<td>99 (80)</td>
<td>91 (74)</td>
<td>87 (71)</td>
</tr>
<tr>
<td>120</td>
<td>72 (52)</td>
<td>69 (40)</td>
<td></td>
</tr>
</tbody>
</table>

$^a$Reference composite values from Ref. 1.

**Table 7.5. Fluid and prior load reduction factors**

<table>
<thead>
<tr>
<th></th>
<th>0 h</th>
<th>5000 h</th>
</tr>
</thead>
<tbody>
<tr>
<td>Fluid effects</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Uniaxial</td>
<td>0.91 (0.83)</td>
<td>0.60 (0.51)</td>
</tr>
<tr>
<td>Compressive and biaxial</td>
<td>0.84 (0.83)</td>
<td>0.60 (0.51)</td>
</tr>
<tr>
<td>Prior load effects</td>
<td>0.95 (0.98)</td>
<td>0.95 (0.97)</td>
</tr>
</tbody>
</table>
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7.4 LIMITS FOR CYCLIC LOADINGS

Two design fatigue curves are used for the chopped-fiber composite. One, derived from tension-tension fatigue tests and using the stress parameter $\sqrt{(S_{\text{max}} \cdot S_a)}$, where $S_a$ is the alternating stress, is for cycles with a positive mean stress. The other, derived from fully reversed fatigue tests and using the minimum cyclic stress, $S_{\text{min}}$, as the stress parameter, is for cycles having a zero or negative mean stress. Both curves have a margin of 20 on cycles to failure and an additional multiplication reduction factor of 0.84 on stress to approximately account for the difference between average and minimum strengths.

While the fatigue evaluation procedure for the reference composite (Ref. 1) used the same two basic fatigue curves, the additional reduction factor of 0.84 on stress was not used, and the treatment of mean stresses used there was different. A modified Goodman relation was adopted for the reference composite. That relation did not adequately describe the mean stress effects in the chopped-fiber composite—thus the use of the parameter $\sqrt{(S_{\text{max}} \cdot S_a)}$.

Table 7.6 tabulates allowable maximum cyclic stress values for a cycle alternating between zero and the tensile maximum ($R = 0$). The corresponding reference composite values from Ref. 1 are given in parentheses. Although the average tensile fatigue strength of the chopped-fiber composite is higher than that of the reference composite (see Fig. 12.2 in Part 2), the multiplier of 0.84 on stress added to the chopped-fiber design curves makes the room-temperature allowable cyclic stresses for the two materials about equal. The variation of high-cycle fatigue strength with temperature is significantly different for the two composites.

For fluid effects on fatigue, the case of distilled water with a 1000-h presoak is the bounding condition. At $10^2$ cycles, the multiplier is 0.75 (0.95). At $10^8$ cycles, it is 0.97 (0.81). The numbers in parentheses are the corresponding reference composite factors from Ref. 1.

Miner's rule for assessing varying cyclic stress amplitudes was adopted for the chopped-fiber composite, just as it was for the reference composite.

<table>
<thead>
<tr>
<th>Temperature (°C)</th>
<th>Stress (MPa)</th>
<th>$10^2$ cycles</th>
<th>$10^8$ cycles</th>
</tr>
</thead>
<tbody>
<tr>
<td>-40</td>
<td>114 (116)</td>
<td>18 (29)</td>
<td></td>
</tr>
<tr>
<td>23</td>
<td>95 (96)</td>
<td>23 (24)</td>
<td></td>
</tr>
<tr>
<td>120</td>
<td>64 (63)</td>
<td>22 (15)</td>
<td></td>
</tr>
</tbody>
</table>

7.5 DAMAGE TOLERANCE EVALUATION

The two-part design assessment procedure recommended for assessing impact damage and other flaws is essentially the same as that used in Ref. 1 for the reference composite. First, a 6.4-mm-diam circular hole in the worst possible location of the structure should be assumed and its effect on strength and stiffness evaluated using analysis or experimental data. That part of
calculated local stress concentration factors greater than an experimentally determined, hole-size-dependent value can be ignored.

For specific low-energy impacts such as roadway kickups, tool drops, and load drops in a pickup box, experimentally derived correlations are given for (1) conservatively estimating the damage area from the mass and velocity of the impacting object and (2) determining, from the estimated damage area, the resulting degradation in strength. In contrast to the reference composite for which tensile strength was most degraded, only the compressive strength was degraded in the chopped-fiber composite.

Table 7.7 tabulates the predicted damage for four representative combinations of impactor mass and velocity. Relative to the reference composite, the chopped-fiber composite is less damaged by the larger mass and somewhat more damaged by the smaller mass.

<table>
<thead>
<tr>
<th>Mass (kg)</th>
<th>Velocity (m/s)</th>
<th>Damage area (mm²)</th>
</tr>
</thead>
<tbody>
<tr>
<td>11.52</td>
<td>1.5</td>
<td>195 (303)</td>
</tr>
<tr>
<td>11.52</td>
<td>2.0</td>
<td>290 (532)</td>
</tr>
<tr>
<td>0.0227</td>
<td>33.8</td>
<td>195 (155)</td>
</tr>
<tr>
<td>0.0227</td>
<td>45.1</td>
<td>290 (245)</td>
</tr>
</tbody>
</table>

*Reference composite values from Ref. 1.

7.6 SIMPLIFIED SUMMARY OF DESIGN RULES

As a way of further summarizing and simplifying the rules, Table 7.8 gives key allowable stress values for various conditions as a percentage of the average room-temperature UTS of 177 MPa. Corresponding values for the reference composite, derived from Ref. 1, are given in parentheses.

Often in the past, a strain limit of 0.3 to 0.4% has been used for design of automotive composite structures to cover all effects. For the chopped-fiber composite, this corresponds to 20 to 27% of the average room-temperature UTS (19 to 26% for the reference composite). Comparison of these values with the allowables in Table 7.8 shows that the strain limits are adequate except for the extreme areas of the table (high temperature, long times, high cycles). They are, however, overly conservative in many other cases. The limits given in Part 1 of this report put the design allowables on a more rational and defensible basis, and they avoid the over- and under-conservation associated with the simplified approach.
Table 7.8. Key allowable stresses, expressed as a percentage of average room-temperature UTS

<table>
<thead>
<tr>
<th>Stress allowable</th>
<th>Without environmental and prior load effects</th>
<th>With environmental and prior load effects</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Room temperature</td>
<td>120°C</td>
</tr>
<tr>
<td>$S_0$</td>
<td>56 (54)$^b$</td>
<td>41 (36)</td>
</tr>
<tr>
<td>$S_0^*$</td>
<td>56 (NA)$^c$</td>
<td>25 (NA)</td>
</tr>
<tr>
<td>$S_t$</td>
<td></td>
<td></td>
</tr>
<tr>
<td>5000 h</td>
<td>51 (51)</td>
<td>39 (27)</td>
</tr>
<tr>
<td>15 years</td>
<td>49 (48)</td>
<td></td>
</tr>
<tr>
<td>$S_t^*$</td>
<td></td>
<td></td>
</tr>
<tr>
<td>5000 h</td>
<td>51 (NA)</td>
<td>6 (NA)</td>
</tr>
<tr>
<td>15 years</td>
<td>49 (NA)</td>
<td></td>
</tr>
<tr>
<td>$S_{\text{max}}$ (R = 0)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>$10^2$ cycles</td>
<td>54 (65)</td>
<td>36 (43)</td>
</tr>
<tr>
<td>$10^8$ cycles</td>
<td>13 (16)</td>
<td>12 (10)</td>
</tr>
</tbody>
</table>

$^a$UTS$_{\text{avg}}$ = 177 MPa for chopped-fiber composite (147 MPa for reference composite).

$^b$Reference composite values.

$^c$NA = data not available. The $S_t$ values were assumed to be applicable to all stress states for the reference composite.
Part 2

BACKGROUND DATA AND MODELS
8. BASIC TENSILE, COMPRESSIVE, AND IN-PLANE SHEAR PROPERTIES

M. B. Ruggles

8.1 INTRODUCTION

The material used in this study was P4 chopped-fiber reinforcement in a Baydur 420 IMR resin. The glass fiber reinforced material closely represents the ACC Focal Project II truck box material. Thirty-six plaques were used. The glass preforms were made in one step (one layer) and were intended to be isotropic in the plane of the plaque. To check this premise, the stiffnesses of 30 plaques, received in the first batch, were measured in two directions as shown in Fig. 8.1. (An additional six plaques were from a second batch received after the deflection tests had been completed.) Each plaque was simply supported on two sides, as shown in the sketch below, and subjected to a light load in the center. The resulting center deflection was measured. The plaque was then rotated 90° and the test repeated. The measured deflections were a measure of isotropy.

The average deflection difference in the two directions for all the plaques was only 0.5%. The largest individual difference was 9%, with most values being considerably less. Of the plaques, 18 were weaker in the 0° direction, and 12 were weaker in the 90° direction. From these measurements, it was concluded that there is no consistent strong or weak direction. All test specimens were cut in the 0° direction.

All of the tensile-type specimens were untabbed and dogboned. To assure that dogboning to a specimen width of 20.3 mm did not introduce a consistent change in properties relative to those that would be obtained from a 25.4-mm-wide straight-sided specimen, the stiffness of 11 straight-sided specimens was measured; the specimens were then dogboned and the stiffness measured again. Overall, the average for all 11 specimens remained the same, 11.2 GPa. From this it was concluded that the dogboned specimens provide representative properties.

![Fig. 8.1. Schematic of plaque bend tests.](image-url)

---

*Tests performed by R. L. Battiste, ORNL.
8.2 MOISTURE SORPTION

Investigations of the effects of moisture exposure on tensile properties were conducted with the purpose of establishing correlations between exposure time, weight change, and property changes. A broad range of exposure conditions was chosen to provide a better understanding of moisture effects.

Two groups of specimens were exposed to 50°C distilled water. One group was immersed in the "as-received" condition. Another group was predried for 915 h in vacuum at 50°C, which resulted in an average weight loss of 0.41%. The study included exposure times of up to 6168 h. Percent weight change as a function of the square root of exposure time is shown in Fig. 8.2. Weight change is calculated with reference to weight at the time of immersion. As expected, weight gain due to moisture intake is significantly more rapid for predried specimens. Furthermore, the data scatter for the predried specimens is smaller. This observation is readily explained by the fact that moisture content in predried specimens is considerably more uniform than that in as-received specimens. Also note that for both predried and "as-received" specimens the weight increases, reaches a maximum (after about three months of exposure), then starts to decrease, probably due to binder and/or matrix loss. Following exposure of 6168 h, six specimens immersed in the as-received condition were dried in vacuum at 50°C for 2016 h. The average weight loss was 2.53%. The average weight loss of as-received specimens dried for 912 h was 0.41%. In both cases weight change is calculated with respect to the weight in the as-received condition. The lower weight of the specimens exposed for 6168 h and then dried for 2016 h further indicates that material loss may have taken place during exposure.

Effects of exposure in 50°C distilled water on tensile properties are summarized in Table 8.1, where the average values of percent change in strength and stiffness are given for...

---

Fig. 8.2. Percent weight change due to exposure in 50°C distilled water.
Table 8.1. Effect of exposure in 50° distilled water on tensile strength and stiffness

<table>
<thead>
<tr>
<th>Exposure time (h)</th>
<th>Change in stiffness (%)</th>
<th>Change in strength (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>As-received specimens</td>
<td></td>
<td></td>
</tr>
<tr>
<td>892</td>
<td>-5.97</td>
<td>-21.1</td>
</tr>
<tr>
<td>2160</td>
<td>-9.53</td>
<td>-31.4</td>
</tr>
<tr>
<td>2787</td>
<td>-13.1</td>
<td>-34.3</td>
</tr>
<tr>
<td>6768</td>
<td>-13.9</td>
<td>-40.1</td>
</tr>
<tr>
<td>6984</td>
<td>-13.9</td>
<td>-44.5</td>
</tr>
<tr>
<td>Predried specimens</td>
<td></td>
<td></td>
</tr>
<tr>
<td>1268</td>
<td>-9.52</td>
<td>-26.3</td>
</tr>
<tr>
<td>1895</td>
<td>-12.0</td>
<td>-37.4</td>
</tr>
<tr>
<td>5275</td>
<td>-15.2</td>
<td>-47.6</td>
</tr>
<tr>
<td>6092</td>
<td>-15.0</td>
<td>-47.0</td>
</tr>
<tr>
<td>As-received specimens exposed for 6168 h and dried for 2016 h</td>
<td></td>
<td></td>
</tr>
<tr>
<td>6168/2016</td>
<td>-2.16</td>
<td>-22.8</td>
</tr>
</tbody>
</table>

different exposure times (each average is based on at least six specimens). Note that, most likely, material loss was occurring all along. For exposure times greater than 2160 h, weight loss became greater than weight gain. Therefore property changes are partly due to the leaching out of the material.

Furthermore, it is seen that as-received specimens exposed for 6168 h and then dried for 2016 h have almost regained the original stiffness (stiffness loss now is only 2.16%). Strength loss, however, still remains significant at 22.8%.

Effects of moisture exposure on stiffness and strength are illustrated in Figs. 8.3 and 8.4. Shown in Fig. 8.3 is percent weight gain vs square root of exposure time with labels specifying property changes corresponding to different exposure times and percent weight changes.

It is seen in Fig. 8.4 that both percent reduction in strength and stiffness depend non-linearly on exposure time. Furthermore, the logarithmic representation shown appears to be fairly good.

Six additional specimens were immersed in 36°C distilled water to assess the effect of temperature on environmental degradation. Exposure time was 1008 h. Reduction in stiffness was 7% and reduction in strength, 6%. Recall that 892 h exposure in 50° distilled water produced a comparable 6% reduction in stiffness and a considerably larger 21% reduction in strength. Thus, it appears that exposure in 36°C distilled water has about the same effect on stiffness as 50°C water, but strength may be less affected.

Effects of exposure in room-temperature water were also investigated. Exposure times were 100 h (six specimens) and 1000 h (six specimens). For the 100-h presoak, the average weight gain (with respect to the as-received condition) was 0.24%. Tensile tests revealed a stiffness loss of 3.32% and strength loss of 2.87%. For the 1000-h presoak, the average weight gain was 0.77%. The average loss in tensile stiffness was 5.91%, and the average loss in tensile...
Fig. 8.3. Percent weight change due to exposure in 50°C distilled water showing strength and stiffness loses corresponding to times in Fig. 8.2.

Fig. 8.4. Percent change in tensile properties due to exposure in 50°C distilled water for (1) specimens predried for 915 h in vacuum at 50°C—solid symbols, and (2) specimens immersed in “as-received” condition—open symbols.
strength was 8.8%. Note that the effect of room-temperature exposure can be predicted from 50°C exposure data. Knowing the percent weight change due to room-temperature moisture exposure, an equivalent 50°C exposure time can be obtained from the graph in Fig. 8.2. Having an equivalent 50°C exposure time, percent property reductions can be assessed from the graph in Fig. 8.4. Following this procedure, a stiffness loss of 3% and a strength loss of 10% were predicted for a 1000-h room-temperature presoak.

Prolonged exposure in 50°C water represents an important bounding condition, which was studied and evaluated to gain a better understanding of environmental material and property degradation. However, it should be recognized that the 6168-h exposure in 50°C water hardly represents a typical service condition for an automotive composite. A 1000-h exposure in room-temperature water is judged to be a more representative bounding moisture exposure likely to be encountered under normal operating conditions. Thus, here and throughout this report, 1000-h exposure in room-temperature distilled water is chosen as the most representative bounding condition.

8.3 TENSILE PROPERTIES

8.3.1 Room-Temperature Behavior

In-air room-temperature values of stiffness, E, ultimate tensile strength (UTS), and failure strain, $\varepsilon_f$, were established from 899 stiffness tests and 94 tensile tests. The untabbed dogbone-shaped tensile specimens were used in all tests. Tensile and stiffness tests were performed according to the test method described in Ref. 3. The average stiffness, UTS, and strain at failure, were 11.8 GPa (8.54), 177 MPa (10.3), and 2.027% (10.5), respectively. (Here and throughout this chapter, numbers given in parentheses after the property are percent coefficients of variation, unless noted otherwise). The minimum B-basis UTS was calculated: $UTS_{min} = 149$ MPa. Poisson’s ratio measurements were carried out using four specimens from plaque B29.* Each face of each specimen was instrumented with an axial and transverse 6.4-mm-long strain gage. The average room-temperature value was 0.32.

Tensile properties obtained in 94 tensile tests were assessed with the purpose of establishing a possible correlation between UTS and stiffness. The plot of UTS vs stiffness in Fig. 8.5 demonstrates that dependence of UTS on stiffness can be reasonably well approximated with a linear correlation over the range of the data. Comparison with the reference material correlation is shown in Fig. 8.5 as well.

The dependence of stiffness on fiber content was investigated using six specimens with varying stiffness values in a fiber burnout procedure [American Society for Testing and Materials (ASTM) D 2584-68]. Results shown in Fig. 8.6 indicate that tensile stiffness and fiber content (wt %) can be correlated with a linear law. Thus, strength and stiffness are linearly related to fiber content, as might be expected.

Results of the tensile tests were assessed to establish a proportional limit. The proportional limit was defined as the point ($\sigma_{PL}$, $\epsilon_{PL}$) in stress-strain space where the tensile stress-strain curve departs from linearity. The procedure described in Sect. 3.2 of Ref. 2 was employed to calculate proportional limit stress and strain values for each tensile test. The following averages

---

*Poisson’s ratio tests performed by R. L. Battiste.
**Fig. 8.5.** Relation between tensile strength and stiffness.

**Fig. 8.6.** Dependence of tensile stiffness on fiber content.
were established: $\sigma_{PL} = 35.0 \text{ MPa (15.6)}$, and $\varepsilon_{PL} = 0.31\% (18.2)$. The proportional limit stress is 20% of the UTS. The proportional limit strain is 15% of the failure strain. The proportional limit stress and strain for the reference material were 24% and 18% of the UTS and failure strain, respectively. Thus the present material shows an earlier departure from linearity than the reference material.

The effect of rate on tensile behavior was investigated in 16 tests conducted at the following constant strain rates: $10^{-6}$, $10^{-4}$, $10^{-2}$, and $10 \text{ s}^{-1}$. Four tests were performed at each strain rate. Specimens from plaque B10 with similar virgin stiffness values were selected for these tests. Results are summarized in Fig. 8.7. The plot of stiffness vs strain rate in Fig. 8.7(a) shows a 10% increase in stiffness as the strain rate increases from $10^{-6}$ to $10^{-2} \text{ s}^{-1}$. (Note that reliable values of stiffness were not obtainable at $10 \text{ s}^{-1}$). The effect of strain rate on UTS illustrated in Fig. 8.7(b) appears to be more pronounced. As the strain rate increases from $10^{-6}$ to $10^{-2} \text{ s}^{-1}$, the average UTS increases by about 20%, then decreases slightly as the strain rate increases to $10 \text{ s}^{-1}$. The variation in failure strain with strain rate in Fig. 8.7(c) follows the same pattern. The failure strain increases by about 14% as the strain rate increases from $10^{-6}$ to $10^{-2} \text{ s}^{-1}$ and decreases as the strain rate continues to increase to $10 \text{ s}^{-1}$.

Note that the effect of strain rate for the present material is qualitatively similar to that reported for the reference material. However, where the present material shows a noticeable increase in stiffness (10%) and failure strain (14%), the corresponding changes are small for the reference material. Conversely, the reference material produced a higher increase (39%) in UTS with strain rate than the present material (20%).

8.3.2 Temperature Effects

The effect of temperature on tensile properties was assessed from 45 tensile tests conducted at −40, 23, 50, and 120°C on specimens from plaques B4 and B7. The values of the Poisson’s ratio at different temperatures were established using four specimens from plaque B29.* The average tensile properties and Poisson’s ratio at different temperatures are presented in Table 8.2.

It is seen that values of stiffness and UTS obtained at elevated temperatures are noticeably lower than those obtained at room temperature. Conversely, tensile strength and stiffness increase with decreasing temperature, resulting in a “stronger” material at −40°C. Similar behavior was reported for the reference material.

Percent changes in stiffness and strength from room-temperature values are presented in Fig. 8.8.

Results in Fig. 8.8 indicate that simple straight-line approximations may be used to represent changes in strength and stiffness with temperature. Furthermore, particularly for design purposes, the two linear approximations may be combined into the following single linear correlation for both strength and stiffness:

$$\Delta (E, \sigma_{UTS}) \times 100\% = 6.64 - 0.28T.$$

---

*Poisson's ratio tests performed by R. L. Battiste.
Fig. 8.7. Effect of strain rate on tensile properties.

(a) Stiffness.

(b) Strength.

(c) Failure strain.
Table 8.2. Average tensile properties at different temperatures

<table>
<thead>
<tr>
<th>Property</th>
<th>Temperature</th>
<th>-40°C</th>
<th>23°C</th>
<th>50°C</th>
<th>120°C</th>
</tr>
</thead>
<tbody>
<tr>
<td>Stiffness, GPa</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>UTS, MPa</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Strain at failure, %</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Poisson’s ratio</td>
<td></td>
<td>0.31</td>
<td>0.32</td>
<td>0.33</td>
<td>0.34</td>
</tr>
</tbody>
</table>

The tensile properties obtained at various temperatures were further assessed with the purpose of establishing a possible correlation between UTS and stiffness. In addition, it was

Fig. 8.8. Percent change in stiffness and UTS with temperature. The dashed line approximately represents both correlations.

The singular linear correlation is specifically formulated to give 0% change at room temperature. Based on this correlation, strength and stiffness at different temperatures and corresponding multiplication factors can be calculated.

Note that room-temperature property values in Table 8.3 are the baseline values given in Sect. 8.3.1. Multiplication factors for determining strength and stiffness at a given temperature from room-temperature values are presented in Fig. 8.9 together with the multiplication factors for the reference material. It is seen that the present material is slightly less temperature dependent.
Table 8.3. Tensile properties at different temperatures and corresponding multiplication factors

<table>
<thead>
<tr>
<th>Temperature (°C)</th>
<th>E (GPa)</th>
<th>UTS (MPa)</th>
<th>Factor</th>
</tr>
</thead>
<tbody>
<tr>
<td>-40</td>
<td>13.9</td>
<td>209</td>
<td>1.18</td>
</tr>
<tr>
<td>23</td>
<td>11.8</td>
<td>177</td>
<td>1.00</td>
</tr>
<tr>
<td>50</td>
<td>10.9</td>
<td>163</td>
<td>0.92</td>
</tr>
<tr>
<td>120</td>
<td>8.61</td>
<td>129</td>
<td>0.73</td>
</tr>
</tbody>
</table>

Fig. 8.9. Multiplication factor for determining strength and stiffness at given temperature from room-temperature values.

It is important to decide whether the same correlation would be valid at different temperatures. The plot of UTS vs stiffness in Fig. 8.10(a) demonstrates that the dependence of UTS on stiffness can be reasonably well approximated with a linear correlation. Furthermore, the graph in Fig. 8.10(a) indicates that the following single linear law can be used to correlate strength and stiffness at all temperatures between 40 and 120°C:

\[ \sigma_{UTS} = 35.27 + 12.61E. \]

Room-temperature tensile properties were reassessed in the similar manner [see Fig. 8.10(b)]. Noteworthy that the strength/stiffness correlation based on room-temperature tests [solid line in Fig. 8.10(b)] is virtually the same as that based on tests at various temperatures.
Fig. 8.10. Correlation between UTS and stiffness.

[dashed line in Fig. 8.10(b)]. It is thus recommended that the single correlation given above be used to describe the dependence of UTS on stiffness at all temperatures between –40 and 120°C.

8.3.3 Environmental Effects

For the present effort, the 1000-h exposure in room-temperature distilled water was chosen as the most severe, yet realistic, bounding condition (see Sect. 8.2). For this condition, the stiffness reduction factor was 0.94, and the strength reduction factor was 0.91.

The effects of exposure to windshield washer fluid (30% distilled water and 70% methanol) were also investigated. Exposure times were 100, 1000, and 2160 h. Results are
summarized in Table 8.4. All reduction factors are based on at least six tests. Stiffness reductions were established with reference to the virgin stiffness for each specimen. Strength reductions were established relative to plaque average UTS values.

Note that for the reference material 1080-h exposure in windshield washer fluid caused a stiffness loss less than 5% and a strength loss less than 10%. Thus, it would appear that the P4 material is more sensitive to windshield washer fluid exposure. It is also seen that reduction factors for stiffness and strength are similar (unlike in the case of moisture exposure, where the reduction in strength significantly outpaces the reduction in stiffness). Furthermore, the stiffness loss is similar and reduction in strength is significantly lower than those due to moisture exposure of the same duration.

The effects of exposure in windshield washer fluid are also shown in Fig. 8.11, where percent changes in basic tensile stiffness and strength are plotted vs exposure time.

Table 8.4. Effect of exposure in windshield washer fluid on tensile strength and stiffness

<table>
<thead>
<tr>
<th>Exposure time (h)</th>
<th>Stiffness reduction factor</th>
<th>Strength reduction factor</th>
</tr>
</thead>
<tbody>
<tr>
<td>100</td>
<td>0.93</td>
<td>0.93</td>
</tr>
<tr>
<td>1000</td>
<td>0.88</td>
<td>0.89</td>
</tr>
<tr>
<td>2160</td>
<td>0.87</td>
<td>0.88</td>
</tr>
</tbody>
</table>

Fig. 8.11. Percent change in tensile properties due to exposure in windshield washer fluid.
Just as in the case of moisture exposure, it is recognized that 2160-h exposure in windshield washer fluid does not represent a realistic service condition for an automotive composite. Thus, 100 h was chosen as the bounding condition (standard exposure in Fig. 8.11) for windshield washer fluid exposure. Note that stiffness and strength reduction factors for 100-h exposure are both 0.93. Recall that stiffness and strength reduction factors for 1000-h room-temperature water exposure were 0.94 and 0.91, respectively. Thus a single factor of 0.91 can be used to represent realistic environmental effects on tensile strength and stiffness.

8.4 COMPRESSIVE PROPERTIES

8.4.1 Room-Temperature Behavior

In-air room-temperature compressive properties were established from 17 tests on specimens cut from plaques B16 (9 specimens) and B17 (8 specimens). Flat specimens with tabs were used. The tab material was G-11 composite, an epoxy reinforced with woven fiberglass cloth. The adhesive used for bonding the tabs to the test specimens was Hysol’s EA 93009NA A/B. An experimental version of the adhesive was successfully used for 120°C testing. Compression tests employed an IITRI fixture (Procedure B in ASTM D 3410). The test method was as described in Ref. 3.

The average compressive stiffness, ultimate compressive strength (UCS), and compressive strain at failure, were 11.6 GPa (12.9), –190 MPa (20.1), and –2.08 % (33.1), respectively. It can be seen that the stress-strain behavior is fairly symmetric; that is, compressive and tensile properties are comparable, with compressive strength being slightly higher than the UTS. A similar observation was made for the reference material.

Compressive strength is plotted vs compressive stiffness in Fig. 8.12. To facilitate comparison with tensile behavior, absolute values of UCS are used. As in the case of the

![Fig. 8.12. Relation between strength and stiffness.](image)
reference material, the tensile and compressive sets of data are fairly close (with the exception of two outlying compression data points). It is therefore reasonable to assume that the dependence of strength on stiffness follows the same pattern for both tension and compression.

The effect of rate on compressive behavior was investigated in 11 tests conducted with constant load rates of 117,100; 1,171; and 11.7 lb/min (approximately equivalent to strain rates of $10^{-2}$, $10^{-4}$, and $10^{-6}$ s$^{-1}$, respectively). Results are summarized in Fig. 8.13. The plot of stiffness vs load rate in Fig. 8.13(a) shows a 21% increase in stiffness as the rate increases from 11.7 to 117,100 lb/min. The effect of rate on UCS is illustrated in Fig. 8.13(b). As the load rate increases from 11.7 to 117,100 lb/min, the average UCS increases by about 41%. The variation in failure strain with rate in Fig. 8.13(c) is not significant. Similar observations were made for the reference material.

**8.4.2 Temperature Effects**

The effects of temperature on compressive properties were investigated in 38 tests conducted at -40, 23, 50, and 120°C. The average compressive properties at different temperatures are presented in Table 8.5. It is seen that both stiffness and strength decrease with increasing temperature. However, the change is much more dramatic for strength than for stiffness. Percent changes in stiffness and strength from room-temperature values are presented in Fig. 8.14.

It can be seen in Fig. 8.14 that changes in compressive strength and stiffness with temperature cannot be represented by a single expression. The following linear representations are proposed:

$$\triangle E \times 100\% = 5.382 - 0.234T \, ^\circ C$$
$$\triangle UCS \times 100\% = 12.903 - 0.561T \, ^\circ C$$

The above correlations are specifically formulated to give 0% change at room temperature. Based on these correlations, compressive stiffness and strength at different temperatures and corresponding multiplication factors can be calculated (see Table 8.6).

Multiplication factors for determining compressive strength and stiffness at a given temperature from room-temperature values are presented in Fig. 8.15 together with the factor for the corresponding tensile property.

Results in Fig. 8.15 demonstrate that compressive strength is significantly more temperature dependent than compressive stiffness. The stiffness multiplication factors in tension and compression are close. In fact, a single stiffness multiplication factor can be used to cover both tension and compression. However, the strength multiplication factor in compression differs considerably from that in tension. These results are not surprising, because compressive strength is a matrix dominated property, while tensile strength is governed by fiber behavior, and matrix behavior is considerably more temperature dependent than that of the fibers.

**8.4.3 Environmental Effects**

The effects of environment on compressive properties were assessed in 31 tests on specimens presoaked in 50°C distilled water. Twelve specimens were exposed for 912 h, and
Fig. 8.13. Effect of rate on compressive properties.
Table 8.5. Average compressive properties at different temperatures

<table>
<thead>
<tr>
<th>Property</th>
<th>-40°C</th>
<th>23°C</th>
<th>50°C</th>
<th>120°C</th>
</tr>
</thead>
<tbody>
<tr>
<td>Stiffness, GPa</td>
<td>13.1 (6.44)</td>
<td>11.6 (12.9)</td>
<td>10.5 (8.20)</td>
<td>8.76 (9.68)</td>
</tr>
<tr>
<td>UCS, MPa</td>
<td>-265 (4.94)</td>
<td>-190 (20.1)</td>
<td>-143 (15.2)</td>
<td>-82.9 (5.76)</td>
</tr>
</tbody>
</table>

STIFFNESS EXPERIMENTAL

STRENGTH EXPERIMENTAL

Fig. 8.14. Percent change in compressive stiffness and strength with temperature. The "corrected" curves have been shifted vertically to pass through zero at 23°C.

Table 8.6. Compressive properties at different temperatures and corresponding multiplication factors

<table>
<thead>
<tr>
<th>Temperature (°C)</th>
<th>EC (GPa)</th>
<th>Stiffness factor</th>
<th>UCS (MPa)</th>
<th>Strength factor</th>
</tr>
</thead>
<tbody>
<tr>
<td>-40</td>
<td>13.3</td>
<td>1.15</td>
<td>-257</td>
<td>1.35</td>
</tr>
<tr>
<td>23</td>
<td>11.6</td>
<td>1.00</td>
<td>-190</td>
<td>1.00</td>
</tr>
<tr>
<td>50</td>
<td>10.9</td>
<td>0.94</td>
<td>-161</td>
<td>0.85</td>
</tr>
<tr>
<td>120</td>
<td>8.93</td>
<td>0.77</td>
<td>-86.6</td>
<td>0.46</td>
</tr>
</tbody>
</table>
nineteen specimens, for 2160 h. Results are summarized in Table 8.7. Note that the environmental reduction factors in compression were close to those obtained in tension for the same exposure conditions. In the case of the 892 h exposure in 50°C distilled water, the tension stiffness reduction factor was 0.94, and the tension strength reduction factor was 0.79. For the exposure time of 2160 h, tension stiffness and strength reduction factors were 0.92 and 0.69, respectively. Considering that (1) the environmental degradation of compressive properties is comparable to that of tensile properties and that (2) there was a larger database for examining the environmental degradation of tensile properties, the environmental reduction factors for tension can be applied to compression. It is further recommended that the tensile property reduction factor of 0.91 be used to bound compression for 1000-h exposure in room-temperature distilled water.

<table>
<thead>
<tr>
<th>Exposure conditions</th>
<th>$E_C$ (GPa)</th>
<th>Stiffness reduction factor</th>
<th>UCS (MPa)</th>
<th>Strength reduction factor</th>
</tr>
</thead>
<tbody>
<tr>
<td>50°C distilled water, 912 h</td>
<td>10.8 (3.48)</td>
<td>0.98</td>
<td>-141 (8.16)</td>
<td>0.84</td>
</tr>
<tr>
<td>50°C distilled water, 2160 h</td>
<td>10.4 (11.0)</td>
<td>0.90</td>
<td>-115 (7.56)</td>
<td>0.62</td>
</tr>
</tbody>
</table>
8.5 IN-PLANE SHEAR PROPERTIES

8.5.1 Room-Temperature Behavior

The in-air room-temperature values of the elastic shear modulus, ultimate shear strength, and failure shear strain were determined using 11 Iosipescu specimens from 3 different plaques (B19–B21). The V-notched beam (Iosipescu) shear specimens and test method are described in Ref. 3. The tab material and adhesive used for bonding the tabs were the same as for the compression specimen described in Sect. 8.4.1.

The average in-plane shear modulus, shear strength, and shear strain at failure were 4.80 GPa (6.99), 166 MPa (2.33), and 4.66% (5.13), respectively. These values are higher than those obtained for the reference material, where the average in-plane shear modulus was 4.48 GPa, shear strength was 110 MPa, and shear strain at failure was 3.2%. The room-temperature elastic shear properties reported by ACC—shear modulus of 4.74 GPa and shear strength of 153 MPa—are fairly close to those obtained here.

The Young's modulus, E, shear modulus, G, and Poisson's ratio, v, in an isotropic material are related by the expression

\[ E = 2G (1 + v) \]

Using this expression with \( G = 4.80 \) and \( v = 0.32 \), a Young's modulus of 12.7 GPa is calculated, which is higher than the average measured E of 11.8 GPa. However, it should be noted that the average values of the Young's modulus obtained from the reference tensile tests on plaques B19–B21 were 12.3, 11.8, and 12.2 GPa, respectively. Thus, an average Young's modulus for the three plaques B19–B21 is 12.1 GPa, which is close to the calculated value. This observation supports the in-plane isotropy assumption made in Part 1.

8.5.2 Temperature Effects

The effects of temperature on shear properties were investigated in 14 Iosipescu shear tests, 6 tests at 50°C, and 8 tests at 120°C. The average shear properties are presented in Table 8.8. Shear properties at 120°C reported by ACC—shear modulus of 3.31 GPa and shear strength of 78.0 MPa—compare well to those presented here. Both shear modulus and strength decrease with increasing temperature. However, the shear strength is significantly more temperature dependent. At 50°C the average decrease in shear modulus is 10.8%, and the average decrease in strength, 22.2%. Likewise, at 120°C the average decrease in modulus was 31.9%, and the average decrease in strength, 54.4%.

<table>
<thead>
<tr>
<th>Property</th>
<th>23°C</th>
<th>50°C</th>
<th>120°C</th>
</tr>
</thead>
<tbody>
<tr>
<td>Shear modulus, GPa</td>
<td>4.80 (6.99)</td>
<td>4.28 (2.33)</td>
<td>3.27 (5.13)</td>
</tr>
<tr>
<td>Shear strength, MPa</td>
<td>166 (4.19)</td>
<td>129 (4.01)</td>
<td>75.6 (9.99)</td>
</tr>
<tr>
<td>Shear strain at failure, %</td>
<td>4.66 (10.9)</td>
<td>3.60 (8.82)</td>
<td>2.35 (12.7)</td>
</tr>
</tbody>
</table>
Percent changes in shear modulus and strength from room-temperature values are presented in Fig. 8.16.

Results in Fig. 8.16 indicate that simple straight-line approximations may be used to represent changes in shear strength and stiffness with temperature:

\[ \Delta G \times 100\% = 7.498 - 0.326T \, (^\circ C) ; \]
\[ \Delta \tau_f \times 100\% = 12.673 - 0.551T \, (^\circ C) . \]

These correlations are specifically formulated to give 0% change at room temperature. Based on these correlations, shear modulus and strength at different temperatures and corresponding multiplication factors can be calculated. These are given in Table 8.9.

![Graph showing percent change in shear modulus and strength with temperature](image)

**Fig. 8.16.** Percent change in shear modulus and strength with temperature. The “corrected” curves have been shifted vertically to pass through zero at 23°C.

**Table 8.9.** Shear properties at different temperatures and corresponding multiplication factors

<table>
<thead>
<tr>
<th>Temperature (°C)</th>
<th>Shear modulus (GPa)</th>
<th>Modulus factor</th>
<th>Shear strength (MPa)</th>
<th>Strength factor</th>
</tr>
</thead>
<tbody>
<tr>
<td>23</td>
<td>4.80</td>
<td>1.00</td>
<td>166</td>
<td>1.00</td>
</tr>
<tr>
<td>50</td>
<td>4.37</td>
<td>0.91</td>
<td>141</td>
<td>0.85</td>
</tr>
<tr>
<td>120</td>
<td>3.26</td>
<td>0.68</td>
<td>77.3</td>
<td>0.47</td>
</tr>
</tbody>
</table>
Multiplication factors for determining shear modulus and strength at a given temperature from room-temperature values are shown in Fig. 8.17 together with the factors for corresponding tensile and compressive properties.

The effect of temperature on stiffness is similar in tension, compression, and shear, as it should be for an isotropic material. For consistency, the stiffness multiplication factor obtained in tension can be used to cover both compression and shear. Conversely, the shear strength multiplication factor is very close to that in compression and significantly below that in tension.

Fig. 8.17. Multiplication factors for determining stiffness and strength at a given temperature from room-temperature values.
Note that the formula relating $E$ and $G$ still holds at 50 and 120°C. Using $v = 0.33$ and 0.34, respectively, and $G$ values in Table 8.9, the following values of Young's modulus can be calculated: 11.6 GPa at 50°C and 8.74 GPa at 120°C. These results compare fairly well with the tensile stiffness values of 10.9 GPa at 50°C and 8.61 GPa at 120°C given in Table 8.3. This suggests that the assumption of isotropy can be extended to elevated temperatures.

8.5.3 Environmental Effects

Two fluids, 50°C distilled water and windshield washer fluid, were used to assess environmental degradation of shear properties. Eight Iosipescu shear specimens were soaked in 50°C distilled water for 2160 h prior to testing. The average values of shear modulus and shear strength were 4.45 GPa and 107 MPa, respectively. The corresponding environmental reduction factors are 0.93 for stiffness and 0.64 for strength. These factors are close to the reduction factors obtained in tension (0.92 for stiffness and 0.69 for strength) and in compression (0.90 for stiffness and 0.62 for strength).

Using the formula relating Young's modulus and shear modulus, $v = 0.33$ and $G = 4.45$ GPa, $E = 11.8$ GPa is calculated. This value is somewhat higher than $E = 10.9$ GPa measured after 2160 h exposure in 50°C distilled water. This, however, may be because shear specimens were cut from "stronger" plaques with higher average plaque stiffness. The material can still be viewed as isotropic under environmental conditions.

Six specimens, two from plaque B18 and four from plaque B19, were exposed to windshield washer fluid for 100 h and then tested. Because specimens had to be tested promptly after removal from the fluid to minimize fluid loss due to evaporation, strain gages were not applied. Therefore, no strains were measured in these tests. The strength reduction factor was 0.97. The strength reduction factor in tension for the same exposure conditions was 0.93.

Considering that (1) the environmental degradation of shear properties is comparable to that of tensile properties, and (2) there is a larger data base for examining the environmental degradation of tensile properties, the environmental reduction factors for tension will be applied to shear. It is further recommended that the tensile property reduction factor of 0.91 be used to bound shear for 1000 h exposure in room-temperature distilled water.

8.6 SUMMARY

The present material exhibits no consistent strong or weak direction. Thus, all test specimens were cut in, and all investigations carried out for a single (0°) direction. Basic elastic constants and strength properties are summarized in Table 8.10.

Table 8.10. Basic room-temperature elastic constants and strength properties for the chopped-fiber material

<table>
<thead>
<tr>
<th></th>
<th>Tension</th>
<th>Compression</th>
<th>Shear</th>
</tr>
</thead>
<tbody>
<tr>
<td>Stiffness, GPa</td>
<td>11.8</td>
<td>11.6</td>
<td>4.80</td>
</tr>
<tr>
<td>Strength, MPa</td>
<td>177</td>
<td>-190</td>
<td>166</td>
</tr>
<tr>
<td>Strain at failure, %</td>
<td>2.02</td>
<td>-2.08</td>
<td>4.60</td>
</tr>
<tr>
<td>Poisson's ratio</td>
<td>0.32</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
Stiffness values for the chopped-fiber material are close to those obtained for the reference material in the 90° direction and considerably higher than those produced for the 0° direction. Strength properties for the chopped-fiber material are between the corresponding 0° and 90° properties of the reference material.

For the chopped-fiber material, strength and stiffness decrease with increasing temperature. A single multiplication factor can be used for determining tensile, compressive, and shear stiffness at a given temperature from room-temperature values (the tensile factors are recommended). However, the temperature effects on strength are different in tension, compression, and shear. The temperature multiplication factors are summarized in Table 8.11.

Based on extended exposure studies of chopped-fiber tensile specimens, 1000-h exposure in room-temperature distilled water was chosen as the most severe bounding condition. Effects of the 100-h exposure in windshield washer fluid were found to be bounded by the effects of the 1000-h exposure in room-temperature distilled water. An overall environmental knock-down factor for design of 0.91 is recommended. The corresponding factor for the reference material was 0.83.

Table 8.11. Basic properties at different temperatures and corresponding multiplication factors

<table>
<thead>
<tr>
<th>Temperature (°C)</th>
<th>Tension</th>
<th>Compression</th>
<th>Shear</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Stiffness factor</td>
<td>Strength factor</td>
<td>Stiffness factor</td>
</tr>
<tr>
<td>-40</td>
<td>1.18</td>
<td>1.18</td>
<td>1.15</td>
</tr>
<tr>
<td>23</td>
<td>1.00</td>
<td>1.00</td>
<td>1.00</td>
</tr>
<tr>
<td>50</td>
<td>0.92</td>
<td>0.92</td>
<td>0.94</td>
</tr>
<tr>
<td>120</td>
<td>0.73</td>
<td>0.73</td>
<td>0.77</td>
</tr>
</tbody>
</table>
9. FLEXURE AND SHORT-BEAM SHEAR PROPERTIES

M. B. Ruggles

9.1 OUT-OF-PLANE FLEXURE PROPERTIES

9.1.1 Room-Temperature Behavior

The in-air room-temperature values of the out-of-plane flexural stiffness, modulus of rupture (MOR) (which is equal to elastically calculated maximum bending stress at failure), and failure strain in flexure were determined in three-point bend tests. The beam specimen used was simply a 25.4 mm × 75 mm × 3.2 mm rectangle. The support span was 50 mm. The test procedure, which employed an MTS 642.10 bend fixture, was as described in Ref. 3.

Six beam specimens from three different plaques (B18–B20) were used. The average flexural stiffness, MOR, and failure strain were 11.8 GPa (13.6), 332 MPa (8.13), and 2.59% (11.2), respectively. Because the beam width was considerably greater than the beam thickness, the stiffness values were calculated from

\[ E = \frac{(1-v^2)\sigma}{\varepsilon} \]

which comes from Hooke’s law with the transverse strain equal to zero. The apparent modulus of elasticity in flexure is equal to that in tension, while failure strains in flexure are somewhat higher than their uniaxial counterparts. It is noteworthy that the MOR values are almost a factor of two greater than the UTS. Thus, the load-carrying capacity is almost twice that which would be indicated by limiting the elastically calculated maximum stress to the UTS. It may be argued that the higher MOR is due to the nonlinear stress-strain curve (see Chap. 10, Fig. 10.2). However, beam theory calculations indicate that the maximum stress in the inelastic case is 95% of the maximum stress in the elastic case. Thus, had the increase in MOR been strictly due to the nonlinear stress-strain curve, the following would hold:

\[ \text{MOR} = \left(\frac{1}{0.95}\right) \text{UTS} \]

making MOR only very slightly greater than UTS. Similar observations were made for the reference (CSM) material, where the bending was allowed to attain a value of 1.5 times that in the simple tension case.

9.1.2 Temperature Effects

The effects of temperature were investigated in 12 flexure tests, 6 at 50°C and 6 at 120°C. The average flexure properties are presented in Table 9.1. Note that strains were not measured at 120°C; thus no stiffness or failure strain values are available for that temperature.

Both flexural stiffness and MOR decrease with temperature. At 50°C, the stiffness multiplication factor is 0.90, and the strength multiplication factor is 0.95. The corresponding tension stiffness and strength multiplication factors are both equal to 0.92. Compressive stiffness and strength multiplication factors at 50°C are 0.94 and 0.85, respectively. Thus at 50°C as well as at room temperature, a higher allowable could be provided in Part 1 for primary out-of-plane bending than for primary membrane loading. A factor of 1.5 was used.
Table 9.1. Average flexure properties at different temperatures

<table>
<thead>
<tr>
<th>Property</th>
<th>Temperature (°C)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>23</td>
</tr>
<tr>
<td>Flexural stiffness, GPa</td>
<td>11.8 (13.6)</td>
</tr>
<tr>
<td>MOR, MPa</td>
<td>332 (8.13)</td>
</tr>
<tr>
<td>Strain at failure, %</td>
<td>2.59 (11.2)</td>
</tr>
</tbody>
</table>

At 120°C, the MOR drops considerably, producing a multiplication factor of 0.57. The corresponding tension stiffness and strength multiplication factor is 0.73. Thus, the reduction in MOR is significantly greater than the reduction in UTS. At 120°C the load-carrying capacity in bending is only 1.4 times that indicated by the UTS. In Part 1, bending stresses were limited to 1.2 times the membrane stress limit.

9.1.3 Environmental Effects

Two fluids, two temperatures, and different exposure times were used to assess effects of environment. Fourteen beam specimens were presoaked in 50°C distilled water for 2160 h. The MOR reduction factor was 0.65. The corresponding UTS reduction factor was 0.69. Six beams were also presoaked in 23°C distilled water for 1000 h, producing an MOR reduction factor of 0.91. The UTS reduction factor for the same condition was 0.91 as well. Eight beam specimens were presoaked in windshield washer fluid for 100 h. The MOR reduction factor was 0.99. The corresponding UTS reduction factor was 0.93. These results suggest that the environmental reduction factor obtained in uniaxial tension, i.e., 0.91, may be used to represent the effects of environment on flexure.

9.2 SHORT-BEAM SHEAR*

9.2.1 Room-Temperature Behavior

The propensity for interlaminar shear failure was investigated in short-beam three-point bend tests. The specimen used was a 6 mm x 3.2 mm x 13 mm rectangle. The support span was 12.5 mm. Tests were conducted according to ASTM D 23449 testing procedure. Six beam specimens from plaque B30 were used. The average shear strength and MOR were 32 MPa (7.40) and 289 MPa, respectively. The average maximum shear stress is 11% of the MOR. Recall that the larger specimens produced an MOR of 332 MPa. A specimen size effect is apparent. Note that microscopic examination showed no evidence of interlaminar shear; failure was due to bending.

9.2.2 Moisture Effects

Six short-beam specimens from plaque B30 were presoaked in 100°C distilled water for 16 h to assess the effects of environment. Elahi and Weitsman9 predicted that the 16-h exposure in 100°C distilled water would be equivalent to a 1000-h exposure in 23°C distilled water. Hence this exposure history was chosen. The average shear strength and MOR for the presoaked specimens were 18 MPa (4.60) and 164 MPa, respectively. The MOR environmental reduction factor was 0.57. Note that the larger specimens presoaked in room-temperature distilled water for

*Tests performed by D. C. Howard.
1000 h produced an MOR of 304 MPa (reduction factor of 0.91). A specimen size effect is again apparent. Environmental degradation in smaller specimens is considerably more rapid and severe. However, moisture exposure has not enhanced the interlaminar shear failure. Microscopic examination showed no evidence of interlaminar shear, indicating that failure was due to bending.

9.3 DISCUSSION

At 23 and 50°C the load-carrying capacity in bending is found to be almost twice that which would be indicated by limiting the elastically calculated maximum stress to the UTS. Hence at 23 and 50°C a higher allowable was provided in Part 1 for primary bending than for primary membrane loading, and a factor of 1.5 was used. The same observation was made for the reference material at room temperature. In fact, Ref. 1 specifies that for out-of-plane bending away from geometric discontinuities, the membrane plus bending stress intensity, \( P + Q \), is limited to

\[
P + Q \leq 1.5 S_t.
\]

However, in the case of the reference material, flexure tests on which this higher limit is based were limited to room temperature. Results obtained for the chopped-fiber material demonstrate that at 120°C the load-carrying capacity in bending is only 1.4 times that indicated by the UTS. Therefore, the primary bending at 120°C was reduced in Part 1 to 1.2 times the membrane allowable.

Additional short-beam tests were conducted on the reference composite to investigate the propensity for interlaminar shear failure. Specimens were cut from plaque P40 in the 90° direction.* Six short-beam specimens were tested. The average shear strength and MOR were 41.6 MPa (1.40) and 323 MPa, respectively. Note that microscopic examination again showed no evidence of interlaminar shear. Failure was due to bending. Six short-beam specimens from plaque P40 were presoaked in 100°C distilled water for 16 h to assess the effects of environment. The average shear strength and MOR for the presoaked specimens were 28.2 MPa (4.60) and 221 MPa, respectively. The MOR environmental reduction factor was 0.68 (compared to 0.57 for the chopped-fiber material). Moisture exposure does not appear to have enhanced the interlaminar shear failure. Microscopic examination showed no evidence of interlaminar shear, indicating that failure was due to bending.

Results of the short-beam tests for the chopped-fiber and reference materials are compared in Fig. 9.1. Both materials exhibit qualitatively similar behavior. The reference material consistently produced higher average values of MOR. This is in keeping with the higher room-temperature UTS of the reference material in the 90° direction (197 MPa) compared to the room-temperature UTS of the chopped-fiber material (177 MPa).

---

*The stronger 90° direction was used in an effort to increase the maximum shear stress to the point that an interlaminar shear failure would occur prior to a bending failure.
Fig. 9.1. Short-beam shear properties. Comparison of the chopped-fiber material and the reference composite results.
10. BIAXIAL FLEXURE TESTS AND STRENGTH CRITERION

J. M. Corum and R. L. Battiste

10.1 INTRODUCTION

Biaxial flexure tests on circular disks were performed as a way of obtaining failure data under biaxial tension stress states. The resulting data were used for two purposes:

- assessing candidate biaxial strength criteria and
- determining environmental (temperature and fluids) allowable stress reduction factors for biaxial tension stress states.

The tests, plus use of the test data for the above two purposes, are described in this chapter.

As illustrated in Fig. 10.1, the biaxial flexure tests were on simply supported, ring-loaded circular disks. The specimen outside diameter was 94 mm, and the thickness was nominally 3.2 mm. The load-ring diameter was 38.1 mm, while the support-ring diameter was 88.9 mm.

![Fig. 10.1. Fixture for biaxial flexure tests. Dimensions are in millimeters.](image)
Small-deflection, elastic plate bending theory predicts that the maximum stresses on the bottom surface of the specimen are inside the load ring and are everywhere equibiaxial tension. However, long before failure, the deflections become large, and the nonlinear stress-strain response of the composite comes into play. At the large deflections, the maximum stresses shift to a location opposite the load ring. A nonlinear, inelastic, large-deflection, finite-element analysis is required to predict the stresses at failure.

Fifty-six tests were performed, as listed in Table 10.1. All of the tests were performed in air. In addition to room-temperature tests of as-received specimens, tests were performed at temperatures of 50 and 120°C. Another group of specimens was presoaked for 100 h in windshield washer fluid (70% methanol/30% distilled water) prior to room-temperature testing. Two distilled-water presoak conditions were examined: 1000 h at room temperature and 6 months at 50°C (an extreme bounding condition). The reduction factors shown in the right-hand column of Table 10.1 are the ratio of the average failure load for each set of tests to the average for the as-received room-temperature tests.

<table>
<thead>
<tr>
<th>Specimen and test condition</th>
<th>Number of specimens</th>
<th>Maximum load (N)</th>
<th>COV (%)</th>
<th>Reduction factor</th>
</tr>
</thead>
<tbody>
<tr>
<td>As received, room temperature</td>
<td>8</td>
<td>11,403</td>
<td>5.4</td>
<td>1.00</td>
</tr>
<tr>
<td>As received, 50°C</td>
<td>8</td>
<td>8,497</td>
<td>4.2</td>
<td>0.75</td>
</tr>
<tr>
<td>As received, 120°C</td>
<td>8</td>
<td>4,785</td>
<td>8.3</td>
<td>0.42</td>
</tr>
<tr>
<td>100 h in 70% methanol/30% water</td>
<td>8</td>
<td>11,907</td>
<td>5.0</td>
<td>1.04</td>
</tr>
<tr>
<td>1000 h in room-temperature distilled water</td>
<td>8</td>
<td>9,568</td>
<td>11.8</td>
<td>0.84</td>
</tr>
<tr>
<td>6 months in 50°C distilled water</td>
<td>16</td>
<td>6,336</td>
<td>6.1</td>
<td>0.56</td>
</tr>
</tbody>
</table>

10.2 BIAXIAL STRENGTH CRITERION

Candidate biaxial strength criteria were evaluated using the room-temperature biaxial test results, along with room-temperature tensile, compressive, and shear results reported in Chap. 8. As mentioned in Sect. 10.1, use of the biaxial results for this purpose required that the maximum stresses in the disks at failure be predicted by a nonlinear finite-element analysis, which, in turn, required a representation of the nonlinear tensile stress-strain curve of the composite.

The chosen stress-strain representation is shown in Fig. 10.2. It is a power-law fit through three points: zero, the average proportional limit (P. L.) on the average elastic line, and the average failure point. Poisson's ratio was taken to be 0.3, and the average thickness of the disks was 2.9 mm. The nonlinear analysis was carried out using axisymmetric solid elements in the ABAQUS finite-element program.*

Comparisons of the resulting deformation predictions with measured deflections and strains are shown in Figs. 10.3 and 10.4, respectively. Figure 10.3 shows the applied load vs the

---

* C. R. Lutrell did the analysis work, ORNL.
Fig. 10.2. Power-law representation of "average" nonlinear stress-strain curve for P4 chopped glass fiber/Baydur 420 IMR composite (1 ksi = 6.895 MPa).

Fig. 10.3. Comparison of measured and predicted biaxial flexure specimen deflections (1 lb = 4.448N, 1 in. = 25.4 mm).
deflection at the load ring (test machine stroke). The eight individual test traces are compared with the nonlinear analysis prediction. The deflections are somewhat underpredicted by the analysis. The same is true of surface strains, as shown in Fig. 10.4. Circumferential and radial strain gages were located on the specimen surface opposite the load ring for several of the specimens. The results plotted in Fig. 10.4 are from one near-average specimen.

Figure 10.5 shows the predicted maximum principal stresses vs applied load. This plot was used to determine the maximum principal failure stresses corresponding to each failure load. Initial cracking in all cases occurred along a circle opposite the ring load.

As reported in Chap. 9, the out-of-plane flexural strength of flat beams is higher than the UTS. It is consequently expected that the biaxial flexure strength would likewise be higher than the corresponding strength for uniform biaxial tension. The ratio of beam MOR values to UTS* was thus used to adjust the biaxial data downward to correspond more directly to biaxial tension. For beams taken from the same plaques as the biaxial disk specimens, the average MOR/UTS ratio at room temperature was 1.75. The radial and circumferential bend stresses from Fig. 10.5 were divided by this ratio to estimate biaxial tensile stresses for use in assessing candidate biaxial failure criteria.

The candidate theories considered are shown in Fig. 10.6, where they are compared with the average measured failure points. The failure points—uniaxial tension, compression, shear, and biaxial tension—are divided by the UTS to produce a dimensionless plot. Since the material

---

*The average UTS for the plaques from which the beams came was used.
Fig. 10.5. Predicted maximum principal stresses in biaxial flexure tests (1 psi = 6.895 × 10⁻³ MPa, 1 lb = 4.448 N).

Fig. 10.6. Candidate failure criteria compared with room-temperature failure data. The maximum stress criteria (square) best represents the data.
is assumed to be isotropic, each failure point is shown twice to reflect symmetry (e.g., pure shear can be shown in both the second and fourth quadrants). The maximum shear theory, adopted for the reference CSM composite, is the dark hexagon; the maximum stress theory is the square; the maximum energy theory (shown for a Poisson's ratio of 0.32) is the ellipse; and the modified maximum energy theory is the circle. The maximum stress theory appears to best represent the data. It is just slightly unconservative for pure shear, but the design margin built into the allowable stress should adequately absorb this small difference. For the reference CSM composite, the shear points were much closer to the maximum shear theory. Hence, it was adopted there.

The maximum stress theory, which was adopted in Part 1, is even simpler to use than the maximum shear theory. They differ only in quadrants 2 and 4.

### 10.3 TEMPERATURE EFFECTS

The failure points in Fig. 10.6 are for room temperature only. Ideally, a strength reduction on UTS for elevated temperatures would handle other stress states as well, but, as already reported in Chap. 8, that is not the case.

Table 10.2 is a tabulation of the elevated-temperature strength reduction factors for the various stress states, including biaxial flexure. The tension, compression, and shear factors are from Chap. 8, while the uniaxial flexure factors are from Chap. 9, and the biaxial flexure factors are from Table 10.1.

The values in parentheses are the ratio of each factor to the corresponding tensile factor. These values in parentheses were used to construct the 50 and 120°C biaxial failure plots in Figs. 10.7 and 10.8, respectively. The room-temperature values shown in Fig. 10.6 were adjusted by the ratios shown in parentheses. The biaxial tension values required some further adjustment, since the uniaxial flexure MOR/UTS ratios at 50 and 120°C were different from the room-temperature ratio of 1.75. The 50°C value was 1.80, and the 120°C value was 1.37.

At 50°C, the governing temperature reduction factor is that corresponding to biaxial tension—0.75 from Table 10.2. At 120°C, it can be seen from Fig. 10.8 that the compression reduction factor should govern—0.46 from Table 10.2.

<table>
<thead>
<tr>
<th>Stress state</th>
<th>50°C</th>
<th>120°C</th>
</tr>
</thead>
<tbody>
<tr>
<td>Tension</td>
<td>0.92 (1.0)</td>
<td>0.73 (1.0)</td>
</tr>
<tr>
<td>Compression</td>
<td>0.85 (0.92)</td>
<td>0.46 (0.63)</td>
</tr>
<tr>
<td>Shear</td>
<td>0.85 (0.92)</td>
<td>0.47 (0.64)</td>
</tr>
<tr>
<td>Biaxial flexure</td>
<td>0.75 (0.82)</td>
<td>0.42 (0.58)</td>
</tr>
<tr>
<td>Uniaxial flexure</td>
<td>0.95 (1.03)</td>
<td>0.57 (0.78)</td>
</tr>
</tbody>
</table>

*Numbers in parentheses are the ratios of the factors to the corresponding tension factor, e.g., 0.85/0.92 = 0.92 for compression at 50°C.*

*These theories are described more fully in Ref. 2.*
Fig. 10.7. Failure data points at 50°C compared to maximum stress theory and to the allowable design space, based on 2/3 $UTS_{\text{min}}$.

Fig. 10.8. Failure data points at 120°C compared to maximum stress theory and to the allowable design space.
10.4 FLUID EXPOSURE EFFECTS

As listed in Table 10.1, biaxial flexure tests were performed on three groups of specimens subject to presoaks in fluids:

- 100 h in 70% methanol/30% distilled water,
- 1000 h in room-temperature distilled water,
- 6 months in 50°C distilled water.

The corresponding strength reduction factors were 1.04, 0.84, and 0.56.

The methanol/water results agreed with uniaxial flexure MOR results—there was no effect. The UTS was reduced by a factor of 0.93 for the same presoak.

In the case of the 1000-h water soak at room temperature, which is the reference condition, the UTS and uniaxial flexure strengths were both reduced by a factor of 0.91. The biaxial flexure results were reduced by 0.84.

While the long-term water soak at 50°C is an extreme condition that would not be experienced by an automotive structure, it is interesting to note that all stress states—tension, compression, shear, uniaxial flexure, and biaxial flexure—were affected about the same. The biaxial reduction factor of 0.56 was slightly lower than the others, which ranged from 0.62 to 0.69. This is logical since the exposure was 6 months rather than the 3 months used for the others.

For design purposes, the 0.84 factor from the 1000 h in distilled water case is recommended as a bounding factor to cover practical fluid exposures.

10.5 DISCUSSION

Considering the failure strengths at room temperature for all of the stress states examined—tension, compression, shear, and biaxial tension—it was concluded that the data are adequately represented by the simple maximum stress failure criterion. This finding for the P4 chopped-glass-fiber/Baydur 420 IMR composite differs from that for the reference continuous-strand-mat composite. There, the shear failures were much closer to the maximum shear stress criterion. Consequently, the shear stress criterion was used in Ref. 1.

By evaluating failure data for the chopped-glass-fiber composite at temperatures of 50 and 120°C, it was concluded that stress states other than uniaxial tension require reduction factors of 0.75 and 0.46, respectively. Uniaxial tension requires reduction factors of 0.92 and 0.73, respectively. For the reference continuous-strand-mat composite, elevated temperature data for stress states other than uniaxial tension were unavailable. Thus, reduction factors from the latter were used for all stress states. Those reduction factor values were 0.90 at 50°C and 0.66 at 120°C.

Examination of available data for the chopped-glass-fiber composite on the effects of prior fluid exposure on strength led to the recommendation that a single bounding strength reduction factor of 0.84, which came from biaxial flexure tests, be adopted to bound all practical fluid exposure effects. The corresponding factor used for the reference continuous-strand-mat composite was 0.83.
11. EFFECTS OF STRESS CONCENTRATIONS

J. M. Corum, R. L. Battiste, M. B. Ruggles, and W. Ren

11.1 INTRODUCTION

Evaluation of the effects of holes is an important part of design and damage tolerance assessment procedures for composite structures. Automotive structures typically have a multitude of holes, and their effect on structural strength and stiffness must be assessed. Furthermore, the damage tolerance assessment procedure of Part 1 includes demonstrating the adequacy of a structure with a 6.4-mm-diam hole assumed to occur in the worst possible location—and it is suggested that impact damage can be represented by a circular hole of equivalent area for evaluating the effect on the structure. These evaluations require a knowledge of the effective stress concentration factor for holes. This chapter describes an experimental study of the effect of circular holes on tensile, fatigue, and creep-rupture strengths, and a criterion is presented for quantifying the effect of hole size. The results were incorporated into Chap. 6 of Part 1.

11.2 BACKGROUND—STRESS CONCENTRATION FACTORS FOR CIRCULAR HOLES

Consider a circular hole in a uniaxially loaded, infinitely wide plate. Theoretically, the stress concentration factor (SCF) for a hole of any size in an infinitely wide plate is 3.0. In composites, however, the effective SCF depends on hole size, varying from 1.0 for small holes to 3.0 for large holes. The reason for this difference can be explained by Fig. 11.1, which depicts, schematically, the stress distributions at the edge of a large and small circular hole. Here $\sigma$ is the predicted local stress, and $\sigma'$ is the uniformly applied stress away from the hole. Whitney and Nuismer proposed that failure occurs only when the stress over some distance $d_0$ exceeds the UTS. They suggested that $d_0$ is a material property and that it represents the distance over which the composite must be critically stressed in order to find a flaw sufficient to initiate failure.

Fig. 11.1. Schematic representation of predicted stress distributions at large and small holes in a uniaxially loaded, infinitely wide plate.
Whitney and Nuismer suggested two possible criteria to relate the stress concentration effect to hole size and the dimension $d_0$. We have adopted the simpler of the two:

$$
\frac{\bar{\sigma}_{\infty}}{UTS} = \frac{2}{(2 + \xi^2 + 3\xi^4)},
$$

where

$$
\xi = \frac{R}{R + d_0},
$$

and $\bar{\sigma}_{\infty}$ is the remote uniform uniaxial stress in an infinitely wide plate. For the quasi-isotropic glass/epoxy laminate examined by Whitney and Nuismer, $d_0$ was found to be 1.0 mm. The larger the value of $d_0$, the more tolerant the composite to stress concentrations and damage.

For finite-width plates, as depicted in Fig. 11.2, two SCFs are commonly used, one based on gross stress, $\bar{\sigma}$, and one based on the average net stress, $\sigma_n$. The corresponding definitions are

$$
SCF_g = \frac{\sigma_{\text{max}}}{\bar{\sigma}},
$$

and

$$
SCF_n = \frac{\sigma_{\text{max}}}{\sigma_n} = SCF_g \left(1 - \frac{a}{w}\right),
$$

since

$$
\sigma_n = \bar{\sigma} \left(\frac{w}{w-a}\right).
$$

![Fig. 11.2. Schematic of stress distribution and hole in a finite-width plate.](image)
Peterson\textsuperscript{10} presents an empirical formula for SCF\textsubscript{n} that covers the entire $a/w$ range.

\begin{equation}
\text{SCF}_{n} = 2 + \left(1 - \frac{a}{w}\right)^{3} .
\end{equation}

Thus, for a finite-width plate,

\begin{equation}
\sigma_{\text{max}} = \left[2 + \left(1 - \frac{a}{w}\right)^{3}\right]\bar{\sigma}/(1-a/w) .
\end{equation}

For an infinitely wide plate,

\begin{equation}
\sigma_{\text{max}} = 3\bar{\sigma}_{\infty} .
\end{equation}

Equating Eqs. (11.6) and (11.7) gives the following relationship between the applied stress $\bar{\sigma}$ in a finite-width plate and the corresponding stress, $\bar{\sigma}_{\infty}$, in an equivalent infinitely wide plate.

\begin{equation}
\bar{\sigma}_{\infty} = \frac{1}{3}\left[2 + \left(1 - \frac{a}{w}\right)^{3}\right]\bar{\sigma}/(1-a/w) .
\end{equation}

Whitney and Nuismer used this relation to adjust the stresses from their finite-width plate tests to the equivalent stresses in infinitely wide plates. These equivalent infinitely wide plate data were then used to determine $d_{0}$ in Eq. (11.1). This same procedure is used in the following section.

11.3 TENSILE TEST RESULTS

Twenty-two tensile tests were performed on specimens with holes, as shown in Table 11.1. The hole diameters examined ranged from 3.2 to 25.4 mm, while the specimen widths ranged from 25.4 to 75.4 mm. The average gross failure stress for each case is given in the $\bar{\sigma}$ column. The equivalent infinitely wide plate stress was calculated using Eq. (11.8).

The calculated stress concentration factors for each case are tabulated in Table 11.2. The apparent SCF values were calculated assuming that the maximum stress in each case was equal to the UTS for the plaque from which the specimen came.* The apparent SCF was thus the UTS divided by the gross or net stress. The first two SCF columns in Table 11.2 correspond to the

<table>
<thead>
<tr>
<th>Hole diameter, $a$ (mm)</th>
<th>Specimen width, $w$ (mm)</th>
<th>Number of specimens</th>
<th>$\bar{\sigma}$ (MPa)</th>
<th>$\bar{\sigma}_{\infty}$ (MPa)</th>
</tr>
</thead>
<tbody>
<tr>
<td>3.2</td>
<td>25.4</td>
<td>6</td>
<td>152.8</td>
<td>155.4</td>
</tr>
<tr>
<td>6.4</td>
<td>25.4</td>
<td>6</td>
<td>120.6</td>
<td>129.7</td>
</tr>
<tr>
<td>6.4</td>
<td>42.4</td>
<td>2</td>
<td>127.7</td>
<td>130.9</td>
</tr>
<tr>
<td>12.7</td>
<td>42.4</td>
<td>5</td>
<td>100.5</td>
<td>111.9</td>
</tr>
<tr>
<td>25.4</td>
<td>75.4</td>
<td>3</td>
<td>92.3</td>
<td>106.3</td>
</tr>
</tbody>
</table>

*The plaque UTS was unavailable for the plaque from which the 25.4-mm-diam hole specimens came; the average UTS for all plaques was used in that case.
Table 11.2. Apparent SCF values

<table>
<thead>
<tr>
<th>Hole diameter a (mm)</th>
<th>Specimen width, w (mm)</th>
<th>SCF_g</th>
<th>SCF_n</th>
<th>SCF_oo</th>
</tr>
</thead>
<tbody>
<tr>
<td>3.2</td>
<td>25.4</td>
<td>1.14</td>
<td>0.98</td>
<td>1.12</td>
</tr>
<tr>
<td>6.4</td>
<td>25.4</td>
<td>1.44</td>
<td>1.08</td>
<td>1.34</td>
</tr>
<tr>
<td>6.4</td>
<td>42.4</td>
<td>1.36</td>
<td>1.15</td>
<td>1.33</td>
</tr>
<tr>
<td>12.7</td>
<td>42.4</td>
<td>1.77</td>
<td>1.24</td>
<td>1.59</td>
</tr>
<tr>
<td>25.4</td>
<td>75.4</td>
<td>2.02</td>
<td>1.34</td>
<td>1.75</td>
</tr>
</tbody>
</table>

actual finitely wide plates. The last column corresponds to equivalent infinitely wide plates, in which case SCF_g = SCF_n.

Figure 11.3 shows the ratio of the notched strength, \(\sigma_\infty\), for the infinite plate to the UTS (the inverse of SCF_oo) as a function of hole size. The solid curve is a fit of Eq. (11.1) to the experimental results for a \(d_0\) value of 2.5 mm. The dashed line shows the equation with a \(d_0\) value of 1.0 mm, which was the value found by Whitney and Nuismer for a quasi-isotropic glass/epoxy laminate. For sufficiently large hole sizes, both curves eventually reach a notched-strength-to-UTS ratio of 0.33, corresponding to an SCF of 3.0.

Except for the case of the 25.4-mm-diam hole, for which plaque UTS values were unavailable, Eq. (11.1) fits the chopped-fiber composite experimental points well. Clearly, with

![Graph showing the ratio of notched strength to UTS vs hole size](image-url)
the larger \( d_0 \) value, the chopped-glass-fiber composite is less sensitive to holes, and presumably other notches, than the laminate studied by Whitney and Nuismer.

### 11.4 FATIGUE TEST RESULTS

Nine fatigue tests were performed on specimens with 6.4-mm-diam holes, and four were performed on specimens with 3.2-mm-diam holes. All specimens were 25.4 mm wide and came from a single plaque, B8. The tests all had a minimum to maximum stress ratio, \( R \), of 0.1. The results are shown in Fig. 11.4, where the adjusted maximum stress is shown as a percentage of the plaque average UTS. Recall that the adjusted stress is the applied stress multiplied by the ratio \( E_{\text{average}}/E_{\text{specimen}} \). The resulting fatigue curves are compared with the average curve for unnotched specimens.

Net stress concentration factors, \( SCF_n \), calculated from the fatigue curves in Fig. 11.4, are tabulated in Table 11.3. Note that at low cycles these \( SCF_n \) values are in reasonable agreement

<table>
<thead>
<tr>
<th>Cycles to failure</th>
<th>3.2-mm diam</th>
<th>6.4-mm diam</th>
</tr>
</thead>
<tbody>
<tr>
<td>( 10^4 )</td>
<td>1.01</td>
<td>1.05</td>
</tr>
<tr>
<td>( 10^6 )</td>
<td>1.05</td>
<td>1.03</td>
</tr>
<tr>
<td>( 10^8 )</td>
<td>1.10</td>
<td>1.01</td>
</tr>
</tbody>
</table>

Fig. 11.4. Fatigue curves for specimens with circular holes compared with baseline curve for unnotched specimen.
with the tension values for 25.4-mm-wide specimens in Table 11.2. The values are 1.10 or less even at $10^8$ cycles.

The relative insensitivity to holes is illustrated by the photograph of a failed 3.2-mm-diam hole specimen in Fig. 11.5. Cracking can be seen at the hole, but also at other locations as well. Failure ultimately occurred away from the hole. This occurred in two of the four 3.2-mm-diam hole specimens.

![Photograph of failed specimen with 3.2-mm-diam hole](image)

**Fig. 11.5.** Photograph of failed specimen with 3.2-mm-diam hole, illustrating relative insensitivity to stress concentration.

11.5 CREEP-RUPTURE TEST RESULTS

Five creep-rupture tests in air with a nominal 50% relative humidity (RH) were initiated on 25.4-mm-wide specimens with a 6.4-mm-diam hole. The results to date are shown in Fig. 11.6. Two of the specimens have failed; three are runouts. From these results, it appears that the $SCF_n$ at 5000 h is less than 1.19 and probably closer to 1.1.

11.6 DISCUSSION

Consider first tensile, fatigue, and creep-rupture tests on 25.4-mm-wide specimens with 6.4-mm-diam holes. Similar tests were performed on the reference CSM composite, so a direct comparison can be made. Table 11.4 summarizes the results. The results are very similar for both composites. The predicted $SCF_n$ from Eq. (11.5) is 2.42. Thus the effective values for these random fiber automotive composites are significantly less than predicted.

More generally, the effective SCF for a hole in an infinite plate depends on hole size, varying from 1.0 for a very small hole to 3.0 for a large one. The Whitney/Nuismer criterion given in Eq. (11.1), with $d_0 = 2.5$ mm, was found to describe this dependence for the chopped-fiber composite. Using this criterion, designers can calculate the effective SCF for any hole size.
Fig. 11.6. Creep-rupture points for specimens with 6.44-mm-diam circular hole compared with baseline curve for unnotched specimens.

Table 11.4. Apparent net SCF in tests of 25.4-mm-wide specimens with 6.4-mm-diam holes

<table>
<thead>
<tr>
<th>Composite</th>
<th>SCF&lt;sub&gt;n&lt;/sub&gt;</th>
<th>10&lt;sup&gt;6&lt;/sup&gt; cycle fatigue strength</th>
<th>10&lt;sup&gt;5&lt;/sup&gt; h creep-rupture strength</th>
</tr>
</thead>
<tbody>
<tr>
<td>P4 chopped fiber</td>
<td>1.08</td>
<td>1.03</td>
<td>&lt;1.19</td>
</tr>
<tr>
<td>Reference CSM</td>
<td>1.10</td>
<td>1.11</td>
<td>1.16</td>
</tr>
</tbody>
</table>
12. FATIGUE BEHAVIOR

J. M. Corum, R. L. Battiste, and M. B. Ruggles

12.1 INTRODUCTION

Chapter 5 of Ref. 1 provided design rules for cyclic loading of the reference CSM composite. Two design curves were provided: one for a minimum to maximum stress ratio, \( R \), of 0 (tensile cycling) and one for an \( R \) ratio of –1 (completely reversed cycling). The latter curve was for use with a modified Goodman relation to account for mean stress effects. The former curve could be used directly for the common case of tensile loadings.

The design curves were derived from average fatigue curves by applying a margin of 20 on cycles to failure. It was shown in Ref. 2 that the factor of 20 ensured that stiffness loss during cycling would not exceed 10% for the reference material.

The design curves in Ref. 1 were applicable to all temperatures. It was shown that by expressing the maximum stress in fatigue tests at various temperatures as a percentage of the at-temperature UTS, a single curve was obtained (see Chap. 10 of Ref. 2).

The purpose of this chapter is to examine the fatigue behavior of the Baydur 420 IMR/P4 chopped-fiber composite in the same manner as was done for the reference composite, and to determine what modifications, if any, are required to the rules of Ref. 1. The following sections discuss baseline behavior, environmental effects, cumulative damage, mean stress effects, and design curve development.

12.2 BASELINE CURVES AND BEHAVIOR (\( R = 0.1 \))

All of the tensile fatigue tests utilized untabbed, dogbone specimens that were nominally 203 mm long by 25.4 mm wide (20.3 mm wide in the gage section). The specimens and the fixturing for the various types of tests (hot, cold, and immersed in fluids) are described in Ref. 3.

For the tensile fatigue tests, the following relation, recommended by ACC and given in Ref. 3, was used to determine test frequency:

\[
f = \left( \frac{kS_{\text{ult}}}{S_{\text{min}} - S_{\text{min}}} \right)
\]

where \( k \) is a constant (3 Hz was used), \( S_{\text{ult}} \) is the UTS of the composite (177 MPa was used), \( S_{\text{max}} \) is the maximum stress in the cycle, and \( S_{\text{min}} \) is the minimum cyclic stress (\( S_{\text{min}} = 0.1 S_{\text{max}} \)).

With the values in parenthesis, the frequency relation reduces to

\[
f = \frac{590}{S_{\text{max}}}
\]

which resulted in frequencies ranging from about 4 Hz in the low-cycle range to more than 10 Hz at the high-cycle end.

Seventy-four baseline room-temperature/ambient-air tensile fatigue tests were performed on as-received specimens from five plaques. The results are shown in the S-N plot of Fig. 12.1. The power law curve is fit to the failure points. The dashed lines indicate the data scatter, which increases with decreasing maximum stress.
Fig. 12.1. Maximum stress vs cycles to failure for room-temperature tests in air.

Use of an adjusted stress ($E_{avg}/E_{specimen} \times$ actual stress) reduces the data scatter, as can be seen in Fig. 12.2. The coefficient of determination, $r^2$, in Fig. 12.2 is 0.928 vs 0.888 in Fig. 12.1.

Presumably, the stress adjustment using the initial stiffness accounts for the variation in fiber content, and hence strength. Comparison with the reference CSM fatigue curve in Fig. 12.2 shows the chopped-fiber composite to be significantly stronger in fatigue.

Fig. 12.2. Adjusted stress vs cycles to failure for room-temperature tests in air.
The same plot is shown in Fig. 12.3, except that the stress is expressed as a percent of the average room-temperature UTS value for all plaques (177 MPa for the chopped-fiber material). On this basis, the reference composite is somewhat stronger in fatigue. There is very little difference between the curve representing all the chopped-fiber composite data in Fig. 12.3 and the corresponding curves for the individual plaques from which the specimens were taken.

To determine temperature effects on fatigue, specimens from a single plaque, B4, were tested at -40, 23, 50, and 120°C. The resulting S-N curves are shown in Fig. 12.4. At low cycles, fatigue strength decreases with increasing temperature, just as does the tensile strength. However, the material becomes less sensitive to cycling as the temperature is increased, so that at high cycles temperature has little effect, except at -40°C, where the strength is less than even at 120°C. Figure 12.5 shows the same curves, but with stress normalized to the at-temperature UTS values. This normalization does not adequately bring the curves together as it did for the reference composites. Hence, it was not used in Part 1.

To handle the effects of temperature in Part 1, the factors in Table 12.1 were derived from the curve equations in Fig. 12.4. These factors relate the fatigue strength at various cycles to the room-temperature strength at those cycles.

Fatigue damage is reflected in the reduction of stiffness with cycles and, in the case of tension-tension cycling, in the increase of maximum strain in each cycle with cycling. These reflections of fatigue damage were investigated at room temperature using specimens from a single plaque, B32.
Fig. 12.4. Effect of temperature on fatigue curves. Equations used to obtain factors in Table 12.1.

Fig. 12.5. Fatigue curves normalized to at-temperature UTS values.
Table 12.1. Fatigue strength factors to account for temperature

<table>
<thead>
<tr>
<th>Temperature (°C)</th>
<th>Cycles</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>$10^2$</td>
</tr>
<tr>
<td>-40</td>
<td>1.21</td>
</tr>
<tr>
<td>23</td>
<td>1.00</td>
</tr>
<tr>
<td>50</td>
<td>0.93</td>
</tr>
<tr>
<td>120</td>
<td>0.68</td>
</tr>
</tbody>
</table>

Static stiffnesses, as opposed to dynamic stiffnesses measured during the fatigue cycles, were chosen as the most accurate and consistent measure of residual damage. The actual fatigue cycles had a haversine wave form. After prespecified numbers of cycles, the fatigue cycling was stopped, and a single triangular loading with an amplitude of 21 MPa was applied, during which loading and unloading stiffnesses were measured.* The resulting stiffnesses are shown as a function of cycle number in Fig. 12.6. The data scatter reflects the normal specimen-to-specimen variations in stiffness; there is no apparent trend with maximum cyclic stress. The increase in stiffness at the end of life for three of the specimens is due to fatigue cracking immediately under one of the extensometer points, which caused a loss of strain transfer to the extensometer.

The same stiffness reduction data are replotted in Fig. 12.7 as stiffness reduction vs life fraction $N/N_f$, where $N_f$ is the number of cycles to failure. Except for the two tests to a maximum stress of 68% of the UTS for which damage on initial loading tends to mask the fatigue effects, the curves look reasonably consistent. Note that reductions are as high as 12% at $N/N_f = 0.05$, which corresponds to the design margin of 20 used for the reference composite and which assured in that case that stiffness reductions were no greater than 10%. Figure 12.8 illustrates that a factor of 20 margin on cycles does not assure that the stiffness reduction at high cycles will not exceed 10%.

Figure 12.9 shows the peak strain reached in each cycle for the same tests as a function of cycle number. The strain increases slowly as damage sites form. Fiber debonding and cracking are probably responsible for the turn-up of the curves later in life. The threshold between the two rates of damage growth is approximately represented by the curve labeled "rapid damage growth threshold" in Fig. 12.9. Ideally, the design margin would preclude rapid damage growth, but this was not feasible with the reference CSM composite.2

12.3 ENVIRONMENTAL EFFECTS

The effects of two fluids—distilled water and windshield washer fluid (70% methanol/30% distilled water)—were examined in fatigue. Specimens were presoaked in a fluid and then tested in that same fluid.† Methods of doing this are described in Ref. 3.

Consider water first. Two presoak conditions were used: (1) 100 h at room temperature, and (2) 3 months at 50°C. The latter was intended, as explained in Chap. 8, as a bounding condition of near saturation. The results of tests in room-temperature water of specimens having

---

* The 21 MPa was measured from the minimum stress in the fatigue cycle and was sufficiently small to preclude contributing additional damage.
† Note that some of the high cycle tests lasted about 100 h, which added significantly to the total exposure.
Fig. 12.6. Variation of residual stiffness vs cycle number for twelve tests on plaque B32 specimens. The maximum stresses ranged from 33% to 68% of the plaque UTS.
Fig. 12.7. Stiffness reduction as a function of life fraction, $n/N_f$.

Fig. 12.8. Cycles to 10% stiffness reduction compared to curve based on margin of 20 on cycles to failure.
Fig. 12.9. Peak cyclic strain vs cycle number for B32 tests. The drop off at the ends of three of the curves is due to cracking under an extensometer point.

had the two different presoaks are shown in Fig. 12.10 where they are compared with the baseline curve from Fig. 12.3. The saturated specimens were from plaque B5, while the 100-h soak specimens were from plaque B32. Expressing the results as a percent of the corresponding plaque UTS helps to make the results more comparable. The equations in Fig. 12.10 were used to calculate environmental reduction factors for each case; i.e., the reduction factor at a given cyclic life is the ratio of the failure stress calculated for an exposure condition to the corresponding baseline failure stress.

Figure 12.11 compares results for plaque B5 specimens presoaked for 3 months in distilled water at 50°C but tested at either 23 or 50°C. The B5 results are normalized to the room-temperature UTS of plaque B5. The 50°C test results are just slightly below the 23°C results, reflecting the higher test temperature.

Turning now to windshield washer fluid, consider Fig. 12.12, which compares the results of tests in room-temperature windshield washer fluid of plaque B32 specimens presoaked 100 h in room-temperature washer fluid with baseline in-air test data. The washer fluid has only a very small effect at the lower cycles.
Fig. 12.10. Effects of prior soaks in distilled water on room-temperature fatigue strength.
Fig. 12.1. Effect of 100 h pretreatment in windshield washer fluid on fatigue strength.

Fig. 12.2. Comparison of fatigue strengths of specimens saturated in distilled water at 50°C but tested at 23°C or 50°C.

---

Trends and Analysis:

- **Adjusted Stress (% UTS)**
  - Data points are plotted on a log-log scale, indicating a power-law relationship.
  - The trend is shown with a line, possibly a regression line, indicating a strong correlation.
  - The equation for the trend line is given: $y = ax^b$.
  - The coefficient of determination ($R^2$) is also provided, indicating the goodness of fit.
  - Additional trend lines or annotations may be present, highlighting different conditions or treatments.

---

**Note:** The specifics of the trends and analyses would require a detailed examination of the plots and data tables that are not fully visible in the image.
Table 12.2 tabulates calculated fatigue reduction factors that account for environmental effects in terms of the room-temperature baseline curve of Fig. 12.3. Just as in the case of the elevated-temperature reduction factors in Table 12.1, these factors tend to go up with number of cycles, indicating that the resistance to cycling is lower in air at room temperature than for the other conditions.

Because data were not available for the reference 1000-h soak in distilled water at room temperature, those reduction factors were estimated, based on the following two observations. First, it was shown in Chap. 8 that at least the UTS reduction for a 1000-h soak at 23°C can be predicted based on the strength reduction corresponding to the same weight gain for a soak at 50°C. Second, weight gain data presented in Ref. 4 indicate that it takes about five times longer to gain the same weight at room temperature as at 50°C. Thus, a 3-month (2190-h) soak at 50°C is equivalent to approximately 11,000 h at 23°C. On this basis the plot in Fig. 12.13 was constructed, from which the fatigue reduction factors for 1000 h at 23°C were determined by interpolation.

Table 12.2. Fatigue strength factors to account for fluid environments

<table>
<thead>
<tr>
<th>Environment</th>
<th>Cycles</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>10^2</td>
</tr>
<tr>
<td>Water, saturated at 50°C for 3 months</td>
<td>0.67</td>
</tr>
<tr>
<td>Water, 100 h at 230°C</td>
<td>0.82</td>
</tr>
<tr>
<td>Water, 1000 h at 23°C (estimated)</td>
<td>0.75</td>
</tr>
<tr>
<td>Windshield wash, 100 h at 23°C</td>
<td>0.90</td>
</tr>
</tbody>
</table>

Fig. 12.13. Strength reduction factors for presoaks in distilled water at 23°C. The points plotted at 11,000 h are from 2190 h presoaks at 50°C, as explained above.
Figure 12.14 graphically compares $10^6$ cycle fatigue strength reduction factors from Tables 12.1 and 12.2 with similar factors from Ref. 2 for the reference CSM composite. Although the conditions are not exactly the same in the two cases, it can be concluded that the chopped-fiber composite is more resistant to temperature and environmental effects than is the reference composite.

Fig. 12.14. Comparison of $10^6$ fatigue strength reduction factors for chopped-fiber composite with those of reference CSM composite.

12.4 BLOCK LOADING EFFECTS (CUMULATIVE DAMAGE)

Miner’s rule $\left( \sum \frac{n_i}{N_f} = 1 \right)$ for fatigue damage accumulation at varying stress levels was used in Ref. 1 for the reference CSM composite, and it was adopted in Part 1 of this report as well. This section describes the justification for that choice.

Three nominal block loading sequences (cycling at one stress level for a fraction of the expected life and then changing to a second stress level for the remainder of life) were examined using specimens from a single plaque (B5). The sequences were as follows.

- 55/100 MPa (6 duplicate tests)
- 60/100 MPa (5 duplicate tests)
- 100/60 MPa (5 duplicate tests)

The baseline fatigue curve for plaque B5, based on 25 failure points, is shown in Fig. 12.15. The dashed lines, which bound the data points, indicate that the scatter is relatively large. This makes an evaluation of Miner’s rule with just a few tests somewhat tenuous.
The stress levels given above are the applied stresses. Based on these stress levels and Fig. 12.15, the original intent was to cycle at the first stress level for half of the expected life \( \frac{n_1}{N_1} = 0.5 \). Later the above stress levels were converted to adjusted stresses. This significantly changed \( N_f \) for each specimen and consequently the life fraction for the first loading. This, combined with the inherent data scatter, resulted in some specimens failing during the first loading step, in which case \( N_2 \) was zero.

It seemed most logical to use all of these data. The following results were subsequently obtained:

<table>
<thead>
<tr>
<th>Nominal loading</th>
<th>Average ( \frac{\sum n}{N_f} )</th>
<th>Range of values</th>
</tr>
</thead>
<tbody>
<tr>
<td>55/100</td>
<td>1.57</td>
<td>1.36</td>
</tr>
<tr>
<td>60/100</td>
<td>1.13</td>
<td>1.49</td>
</tr>
<tr>
<td>100/60</td>
<td>1.73</td>
<td>1.82</td>
</tr>
</tbody>
</table>

Although the statistics are poorer than desired, Miner's rule does appear to be conservative and, in light of the fatigue design margin used, adequate for design.
12.5 MEAN STRESS EFFECTS

To adequately characterize mean stress effects in composites, just for uniaxial loadings, requires an extensive series of tests involving multiple levels of tensile and compressive mean stresses. Such data developed by Owen and Smith\textsuperscript{11} for chopped-strand-mat/polyester-resin laminates indicate that while increasing tensile mean stresses significantly degrade fatigue strength, compressive mean stresses are beneficial at low cyclic stresses and have little effect or are slightly beneficial at high cyclic stresses. Owen and Smith found two failure modes at play: tensile and compressive. The former occurred only when the stress cycle was wholly tensile. If the stress cycle went even slightly into compression, the compressive mode occurred.

For the chopped-fiber/urethane composite, only three types of fatigue cycles were investigated:

- the tension-tension ($R = 0.1$) tests discussed in previous sections,
- compression-compression ($R = 10$) tests, and
- fully reversed, tension-compression ($R = -1$) tests.

The specially designed specimen used for the latter two test series is described in Ref. 5.

The results of the compression-compression and fully reversed tests are compared in Fig. 12.16 with the baseline tension-tension data presented earlier in Fig. 12.2. The ordinate is the maximum stress in the tension-tension and fully reversed tests; it is the absolute value of the minimum stress in the compression-compression tests. Plotted on this basis, the compression-compression and fully reversed fatigue strengths are nearly identical. This may relate to the fact that the specimens of both clearly failed in a compressive mode, as opposed to the tensile mode in which the tensile-tensile specimens failed.

Fig. 12.16. Compression-compression and fully reversed fatigue results compared to tension-tension baseline data. The ordinate for the compression-compression results is the absolute value of the minimum stress.
Figure 12.17 is a photograph of a typical failed specimen from each group of tests. The maximum applied stresses (or absolute value of the minimum in the compression-compression case) ranged from 36 to 39% of the UTS for these three specimens. The difference in failure modes is pronounced. Tensile specimens (top) generally exhibited relatively clean, straight-across breaks, with little evidence of "delaminations" on the edges.* On the other hand, the compression-compression specimens (middle) and the fully reversed specimens (bottom) exhibited extensive splitting and shearing between fiber layers, as evidenced by the edges of the specimens.

Figure 12.18 plots results from the same tests as in Fig. 12.16, but with the ordinate changed to cyclic stress amplitude \( \left( \frac{\sigma_{\text{max}} - \sigma_{\text{min}}}{2} \right) \). The fully reversed curve is unaffected by this change since the maximum stress and stress amplitude are equal in that case. Clearly, stress amplitude does not correlate the data.

In Refs. 1 and 2 for the reference CSM composite, a modified Goodman relation was used to account for mean stress effects on fatigue life. Three possibilities, originally investigated by Owen and Smith,\textsuperscript{12} were examined:

1. Goodman relation:

\[
\sigma_a = \sigma_0 \left( 1 - \frac{\sigma_m}{\sigma_{\text{ult}}} \right),
\]

*The chopped-fiber mats were fabricated in one piece. There were no layers or laminae as such.
Fig. 12.18. Compression-compression and fully reversed fatigue results compared to tension-tension baseline data, plotted on basis of cyclic stress amplitude.

2. Goodman with creep-rupture strength:

\[ \sigma_a = \sigma_o \left( 1 - \frac{\sigma_m}{\sigma_r} \right), \text{ and} \]

3. modified Goodman with creep-rupture strength:

\[ \sigma_a = \sigma_r \left( \frac{1 - \sigma_m}{\sigma_r} \right) \left( \frac{\sigma_m}{\sigma_r} \right) \]

All of these expressions relate the stress amplitude, \( \sigma_a \), in a test with a mean stress, \( \sigma_m \), in terms of the stress amplitude, \( \sigma_o \), in a completely reversed, zero mean stress (\( R = -1 \)) test having the same cyclic life. The second relation is attributed to Boller; Owen and Smith proposed the third relation to add conservatism. These latter two use the creep-rupture strength, \( \sigma_r \), corresponding to the test time rather than the short-time ultimate.

With the \( R = -1 \) curve giving \( \sigma_a, \sigma_o \) for the \( R = 0 \) (assumed the same as \( R = 0.1 \)) case can be predicted using the Goodman relations. The dashed lines in Fig. 12.19 depict the resulting predictions. The top dashed curve is from the usual Goodman relation, using the UTS. The middle curve is from the Goodman relation with \( \sigma_r \) corresponding not to the test time, but to 5000 h, the assumed operating life of an automobile and, hence, the maximum time a structure would be subjected to fatigue cycles. The bottommost curve is from the modified Goodman relation, with \( \sigma_r \) again corresponding to 5000 h.

12-16
Fig. 12.19. Comparison of Goodman relation predictions with tensile cycling data (R = 0.1 assumed to hold for R = 0 as well). The dashed lines are predictions for R = 0 based on the R = −1 curve using the following Goodman relations. Top curve: Goodman with UTS, middle curve: Goodman with σₐ corresponding to 5000 h, lower curve: Modified Goodman with σₐ corresponding to 5000 h.

None of the Goodman relations conservatively predicts the tension-tension data or even qualitatively predicts the nature of the curve. Thus, another approach is needed.

Conle and Ingall adapted a parametric stress and fatigue life relationship, developed for metals, to composites. The stress parameter, which simply combines the maximum cyclic stress and the stress amplitude, is

\[ \sqrt{S_{\text{max}} S_a} \]

Conle and Ingall looked at data from the literature as well as their own data on an automotive composite, XMC polyester/glass. They found that to use the stress parameter, failure results must be grouped according to failure mode—tension or compression. A separate parameter is needed for each.

Figure 12.20 shows the three sets of data that were plotted in Figs. 12.16 and 12.18 replotted against the parameter \( \sqrt{S_{\text{max}} S_a} \) or, in the case of compression-compression cycling, \( \sqrt{|S_{\text{max}}| S_a} \). While the parameter does tend to bring the fully reversed and tension-tension data into better agreement, in an average sense, it pulls the fully reversed and compression-

---

*Owen and Smith also found that their tension-tension results were “not entirely consistent” with the constant mean stress data.

†Combined chopped fiber and continuous fibers in an “X” pattern.
compression data apart (see Fig. 12.16). Thus, at least two separate treatments are needed here too, depending on whether the failure mode is tension or compression.

In the absence of more data, we will assume that a tensile mean stress of any magnitude leads to a tensile failure mode. A zero or negative mean stress, on the other hand, is assumed to result in failure in a compressive mode. For a positive mean stress, the parameter $\sqrt{S_{\text{max}} \cdot S_{\text{a}}}$ should be used. For zero or negative levels of mean stress, it is assumed that $|S_{\text{min}}|$ governs as in Fig. 12.16.

This separation is used to develop design curves in the next section.

12.6 DESIGN CURVES

For cycling with a positive mean stress, it is recommended that the design fatigue curve be based on placing a margin of 20 on cycles to failure and an additional reduction factor of 0.84 ($= \text{UTS}_{\text{min}}/\text{UTS}_{\text{avg}}$) on stress. The resulting final design curve is shown in Fig. 12.21. The additional reduction factor on stress is felt to be necessary because of data scatter, especially at the lower stresses. It also will help limit stiffness reductions to values closer to the desired 10% (see Fig. 12.8). The design margin is meant to cover several uncertainties in addition to data scatter. This additional factor was not used in the case of the reference CSM composite.

For zero and negative mean stresses, an analogously derived design-fatigue curve is shown in Fig. 12.22. The factor of 20 curve is derived from the average fully-reversed curve since it is slightly below the compression-compression curve (see Fig. 12.16). The final recommended design curve again has the additional reduction factor of 0.84 on stress.
Fig. 12.21. Design fatigue curve for positive mean stresses compared with tension-tension fatigue data.

Fig. 12.22. Design fatigue curve for zero or negative mean stresses compared with fully reversed fatigue and compression-compression fatigue data.
12.7 SUMMARY AND DISCUSSION

The room-temperature fatigue strength of the chopped-fiber composite is significantly higher than that of the reference CSM, although the fatigue curves are essentially parallel. Unlike for the reference composite, the chopped-fiber composite's resistance to fatigue cycling goes up with temperature so that at high cycles the 120°C fatigue strength is almost equal to that at room temperature. This means that a single fatigue curve with stress expressed as percent of the at-temperature UTS cannot be used to represent fatigue at various temperatures, as was done for the reference composite. Factors on the room-temperature fatigue curve are recommended for this purpose.

Two fluid environments—water and windshield washer fluid (70% methanol/30% water)—were examined. The resistance to both is greater for the chopped-fiber composite than for the reference CSM composite. As was the case for elevated temperatures, environmental fatigue strength reduction factors go up with increasing cycles to failure. At $10^8$ cycles, the worst environment—water saturation—leads to a reduction factor of only 0.91.

As was the case for the reference composite, Miner’s rule ($\sum n/N_f = 1$) for failure under different loadings appears adequate. Block loading test sequences all led to average life-fraction summations greater than 1.0.

The treatment of mean stress effects for the chopped-fiber composite was more involved than it was for the reference composite. For the latter, a modified form of Goodman’s relation was judged to be adequate. That was not the case for the chopped-fiber composite, where two different stress parameters were found to be necessary. When the failure mode is tensile, the parameter $\sqrt{S_{\text{max}} \cdot S_a}$, where $S_a$ is the alternating stress, is recommended. For a compression failure mode, $S_{\text{min}}$ is recommended. It was assumed that positive mean stresses always lead to the tensile failure mode, while zero and negative mean stresses lead to the compressive failure mode. Since other failure modes, e.g., shear, might require additional parameters, design application is tenuous without further relevant data.

Finally, design curves for these two cases were developed. In each case, a margin of 20 was first applied on cycles to failure, followed by an additional reduction factor of 0.84 ($= \frac{\text{UTS}_{\text{min}}}{\text{UTS}_{\text{avg}}}$), which was judged necessary to handle data scatter. The additional factor, which was not thought necessary for the reference composite, also helps limit stiffness reductions during cycling to values closer to the desired 10%.
13. CREEP DEFORMATION

W. Ren and C. R. Brinkman

13.1 INTRODUCTION

This chapter is dedicated to development of creep deformation models for the chopped-fiber/Baydur 420 IMR/P4 composite. All the models are based on experimental data generated in representative automotive service environments, which were selected based on the previous investigation of the reference material.\(^2\)\(^-\)\(^1\)\(^4\) The representative environments included air with a nominal 50% relative humidity (air/50\%RH), distilled water immersion, and windshield washer fluid immersion. The test temperatures ranged from -40 to 120°C, but not in all environments. Because the mechanical response of the material is sensitive to loading rate, all tests were loaded at a constant nominal strain rate of 0.04/min. (6.7 \times 10^{-4}/s). A total of 131 tests were conducted. The experimental results were analyzed, and only those within the stress-strain linear range were employed to develop creep deformation models. In the application of these models, two conditions should always be kept in mind:

1. The models represent the average creep deformation behavior of the material.
2. The models represent the creep deformation as if creep-rupture would not occur.

The first condition is based on the fact that significant scatter was observed in the experimental data, mostly resulting from local variation of fiber content. The models were developed in an attempt to represent the average creep deformation behavior of the material, and this average was restricted to the number of tests conducted for a given test condition for this investigation. An effort was also made to minimize the data scatter by multiplying the strain by a normalization factor as follows:

\[
\text{normalized strain} = \text{strain} \times \frac{E\text{specimen}}{E\text{average}}, \quad (13.1)
\]

where

\[
E\text{specimen} = \text{Young's modulus of the specimen at 23°C},
\]
\[
E\text{average} = \text{average Young's modulus of the material at 23°C}.
\]

The average Young's modulus value used was 11.7 GPa.*

The second condition is also related to the data scatter. Since creep-rupture under the same test condition occurred at various times, the creep deformation models were based on the assumption that rupture had not occurred. Therefore, the deformation models should be applied with the consideration of creep-rupture life, which is described in Chap. 14.

Since automotive design requires a 15-year service life with 3000- to 5000-h operating times, and the tests in the present investigation were conducted for less than 1 year, design margins must be relied on to cover the resulting uncertainty.

---

*This differs slightly from the final average of 11.8 GPa given in Chap. 8.
13.2 BASELINE CREEP DEFORMATION

13.2.1 Creep Deformation Data in Air with 50% RH at Room Temperature Under Tension

Air with a nominal 50% RH level* at room temperature (23°C) under tension was used as the baseline test condition, with which results from the other test environments were compared. Totally, 33 specimens from plaques B2, B3, and B9 were tested in this condition, and of these 33 tests, 21 were within the stress-strain linear range and were employed for creep deformation modeling.

Part of the baseline creep deformation data is presented in Fig. 13.1. Although data scatter exists, the results indicate that the creep strain increases approximately proportionally to the stress for tests at 125 MPa and below.

13.2.2 Linearity, Data Reduction, and Model Development

For linear deformation to occur, the following two conditions should be satisfied:
1. Strain is proportional to stress.
2. Strain is completely recovered after the stress is removed.

Fig. 13.1. Part of the experimental time-dependent creep deformation data for the baseline condition. It is seen that creep strain increases approximately proportionally to the stress for tests at 125 MPa and below.

* Lab humidity was not precisely controlled but averaged about 50%.
To develop models for a practical design guideline, linearity was specifically defined for this investigation to satisfy only the first condition. This moves the linearity limit higher than that defined by both conditions.

To conduct data reduction and model development, a general equation for time-dependent creep strain as a function of stress, time, and temperature was adopted as follows:

\[ \varepsilon^c(\sigma, t, T) = Kf(\sigma)G(t)F(T) \quad (13.2) \]

where \( f(\sigma), G(t), \) and \( F(T) \) are stress, time, and temperature functions, respectively. The quantity \( K \) is the environmental factor, which can be a constant or a function of stress and temperature. Equation (13.2) must satisfy

\[ f(0) = 0, \quad G(0) = 0, \quad F(T_0) = 1, \quad (13.3) \]

where \( T_0 \) is a reference temperature. The creep deformation models were developed by obtaining proper functions and values for Eq. (13.2) based on experimental results from various testing conditions.

From the linear relationship between stress and strain observed in Fig. 13.1, the stress function \( f(\sigma) \) can be expressed as a simple linear function. The time function \( G(t) \) is known from experience to normally be a simple power law for creep. It was possible to express \( F(T) \) in a form that resembles the WLF equation. Consequently, the terms in Eq. (13.2) are given as follows:

\[ f(\sigma) = C\sigma \quad (13.4) \]
\[ G(t) = t^\beta \quad (13.5) \]
\[ F(T) = \exp \left[ \frac{C_1(T - T_0)}{C_2 + T - T_0} \right] \quad (13.6) \]

where \( C, \beta, C_1, \) and \( C_2 \) are constants that are to be specified, as well as \( T_0 \) and \( K \), based on experimental data.

To determine \( C, \beta, C_1, C_2, T_0, \) and \( K \) for the baseline condition, the baseline temperature, \( T_0 = 535^\circ R (23^\circ C) \), was specified as the reference temperature, and the environmental factor was given a value \( K = 1 \) for air/50%RH. Then Eq. (13.2) can be written as follows:

\[ \varepsilon^c = C\sigma \cdot t^\beta \quad (13.7) \]

Dividing both sides by the stress yields:

\[ \varepsilon^c/\sigma = Ct^\beta \quad (13.8) \]

If the linear relationship observed in Fig. 13.1 is true, the data at and below 125 MPa should satisfy Eq. (13.8) and be plotted as a single power law curve that represents the creep strain caused by a unit stress, i.e., creep compliance, as a function of time.

*Note that the form of Eq. (13.2) does not comply with the standard format of a time-temperature shift factor relationship.
Figure 13.2 gives the experimental data in the form of creep compliance $\varepsilon^c/\sigma$ vs time $t$. All the data in Fig. 13.2 fall within an error band of $\Delta\varepsilon^c/\sigma = 0.0017\%$. There is no clear trend with stress in these data. The upper-band limit is the data for 62.5 MPa instead of the highest stress of 120 MPa, while the lower limit is for 37.5 MPa instead of the lowest stress of 25 MPa. This indicates that the error band is largely a result of data scatter. The average creep deformation behavior within the linear range was thus represented by averaging all the compliance curves. A least-squares fit of the average curve for Eq. (13.8) yielded $C = 9.59 \times 10^{-4}$ and $\beta = 0.141$ to give Eq. (13.9).

$$\frac{\varepsilon^c}{\sigma} = 9.59 \times 10^{-4} t^{0.141}. \quad (13.9)$$

The creep deformation model for various stresses within the linear range can then be obtained by multiplying both sides of Eq. (13.9) by stress $\sigma$:

$$\varepsilon^c = 9.59 \times 10^{-4} \sigma t^{0.141}. \quad (13.10)$$

$\sigma \leq 125$ MPa.

Equation (13.10) is plotted in Fig. 13.3 with the average experimental data. Good agreement between the model and the data is obvious.

Only the experimental data up to 1000 h of testing were employed in developing Eq. (13.10) and are presented in Fig. 13.3. The tests actually continued for about seven more
months. Abnormal creep deformation variations were observed after more than 1000 h of testing; these are believed to be caused by seasonal humidity and temperature variations because the deformation variations coincided with the local weather profile. Therefore, these should be represented in the environmental effects section later in this chapter.

Since Eq. (13.9) and its curve represent the elementary baseline creep deformation behavior of the material, it was used as the basis for comparison with the curves for other test environments.

13.3 TEMPERATURE EFFECTS IN AIR

13.3.1 Creep Compliance at Various Temperatures

Temperature effects on creep deformation in air were investigated for -40, 50, and 120°C to compare with the baseline. For tests at -40°C, samples were cooled in a chamber with liquid nitrogen vapor. For tests at 50 and 120°C, the specimens were heated by heating tape wrapped around and then covered with insulation cloth.

Curves for average creep compliance as a function of time at various temperatures developed from the experimental data are presented in Fig. 13.4. The general trend of creep deformation increasing with temperature is obvious. However, note that the curve for 50°C, although slightly higher than that for 23°C, is actually comparable to that for 23°C within the 23°C error band. It is believed that the less-than-expected increase in creep deformation at 50°C
Fig. 13.4. Average measured creep compliance as a function of time for various temperatures.

was caused by its dry specimen condition. All the specimens for elevated temperature tests were heated overnight before loading for the temperature to become stabilized. It is quite understandable that the specimens inevitably were dried during this process. The previous investigation of the reference material indicated that dry conditions tend to reduce creep deformation.²

To obtain the values of C₁ and C₂ in Eq. (13.6) for temperature effects, another two temperatures, -40 and 120°C, far apart from the baseline temperature of 23°C, were employed to emphasize the temperature-dominated mechanisms in the creep deformation. The required automobile operating time (5000 h) was also used in developing the model. By applying creep strain values at 5000 h at -40, 23, and 120°C to Eqs. (13.2) and (13.6), the values of C₁ and C₂ were determined to be

\[ C₁ = 12 \text{ and } C₂ = 2698 \quad \text{(13.11)} \]

With these values of C₁ and C₂, the temperature function F(T) in Eq. (13.6) is plotted in Fig. 13.5, and temperature factors for various temperatures can thus be directly read from the plot. The solid circles in Fig. 13.5 represent the temperatures at which tests were conducted.

The creep compliance at various temperatures directly derived from the test data and calculated from Eq. (13.2) with the parameters obtained above are presented in Fig. 13.6 using solid and dashed lines, respectively. Note that the calculated curve for 50°C is higher than that directly derived from the test data. This indicates that the creep deformation at 50°C should be greater than the test curve if the same humidity for 23°C was maintained in the specimens at 50°C.
Fig. 13.5. Temperature function $F(T)$ for creep deformation.

Fig. 13.6. Creep compliance at various temperatures directly derived from the test data (solid lines) and calculated from Eq. (13.2) (dashed lines).
13.3.2 Creep Deformation Models for Various Temperatures

With the parameters obtained above, Eq. (13.2) can be presented as follows:

\[
\varepsilon^c = 9.59 \times 10^{-4} \sigma^{0.141} \cdot \exp \left[ \frac{12 \cdot (T - T_0)}{2698 + T - T_0} \right]
\]  

(13.12)

where \( \sigma \leq 125 \text{ MPa} \), the unit for creep strain \( \varepsilon \) is \%, stress \( \sigma \) MPa, and temperature \( T \) Rankine (°R = °C × 9/5 + 492). Creep curves for various stresses at -40, 50, and 120°C predicted using Eq. (13.12) are given in Figs. 13.7–13.9 along with test data. The curves for 23°C are the same as presented in Fig. 13.3. For 50°C, since the test data were actually from dry specimens as discussed above, they are obviously lower than the predicted curves as shown in Fig. 13.8. It can also be noted in Fig. 13.9 for 120°C that the test data at 75 MPa tend to become higher than the predicted curve when approaching 5000 h. That is the onset of tertiary creep, which will be discussed in the next section.

13.3.3 Tertiary Creep at 120°C

Although little was observed at low temperatures, tertiary creep deformation became very noticeable at 120°C, especially at low stresses. Test results indicated that at high stresses, tertiary creep was not obvious because rupture immediately followed. However, at stresses of 75 MPa and lower, tertiary creep occurred without immediate rupture, and the creep deformation doubled. Figure 13.10 presents experimental creep strain curves at 120°C for low stresses. It can be

![Normalized creep strain curves at 120°C](image)

Fig. 13.7. Creep deformation curves predicted from the model and average experimental data for -40°C under various stresses in air. The data are for 150 MPa.
Fig. 13.8. Creep deformation curves predicted from the model and average experimental data for 50°C under various stresses in air.

Fig. 13.9. Creep deformation curves predicted from the model and average experimental data for 120°C under various stresses in air.
observed that the lower the stress, the later the tertiary creep initiates, and the longer it continues without rupture. Tertiary creep deformation may slow down as shown in the curves for 25 and 50 MPa. It is possible that the tertiary creep is caused by degradation mechanisms such as microcrack growth, fiber pull out, etc. The high rate tertiary creep and its slowing down probably reflect the presence of damage growth and damage arrest mechanisms within the composite.

For automotive structural component applications, the material is unlikely to be subjected to continuous load at 120°C. Therefore, tertiary creep deformation may not become a serious design problem for 120°C. However, since it can occur at very low stresses, it should still be treated with caution in design.

Another reason for the concern about tertiary creep is that it may occur after very long times at lower temperatures. In an analysis using the Time-Temperature Superposition Principle (TTSP), the time at which tertiary creep may occur at 25 MPa and room temperature ranged from nine to several hundred years. The 9-year prediction falls within the 15-year service life and is therefore of concern. The reason for this significant range uncertainty is that the shifting operation is performed on the log scale. A small amount of experimental data scatter can cause an error band of several decades in the predicted time. Unfortunately, data scatter is normally significant in random-fiber composites due to the inevitable local variation of fiber content.
13.4 ENVIRONMENTAL EFFECTS

13.4.1 Creep Compliance in Various Environments

Environmental effects on creep deformation investigated included distilled water immersion at 23 and 50°C and windshield washer fluid immersion at 23°C. All the specimens were pre-soaked before being loaded to ensure initial fluid absorption. Two kinds of presoak were performed. The short-term presoak was conducted by immersing the specimens in the fluids at 23°C for 100 h, while the long-term presoak, only applied to distilled water, was at 50°C for 3 months.

The creep compliance curves for the above environments are compared with that for the baseline condition in Fig. 13.11. As expected, creep compliance increases in the order of 23°C/Air/50%RH, distilled water immersion at 23°C with short-term presoak, distilled water immersion at 50°C with long-term 50°C presoak, and windshield washer fluid immersion at 23°C with short-term presoak. The unexpected observation is that the curve for distilled water at 23°C with long-term 50°C presoak falls below that of the baseline after about 230 h, making it slightly lower but still comparable to that of the baseline within the baseline error band. There are two possibilities that may have caused such observations. One is that the matrix was chemically or micromechanically changed during the long-term presoak at 50°C and the polymer chains could no longer uncoil as normally occurs to provide creep deformation. The second one is that because the matrix was saturated with water, the glue that fixed the strain gage onto the specimen gradually deteriorated due to the water squeezed out from the specimen under load; therefore, the
strain gage could no longer elongate completely with the specimen, and this would obviously result in less measured strain. The second possibility is less likely because short-term presoak specimens may also become saturated after long-term testing. The first possibility is supported by the results from tensile tests. The average tensile strain is 2.02% in the baseline condition but only 1.52% after the long-term presoak at 50°C. For practical engineering design purposes, the long-term presoak is an extremely unreal condition. Even if the long-term presoak limited creep deformation, it would not provide any engineering advantage in the material's application because the creep-rupture strength is severely degraded by the long-term presoak, as will be discussed in the next chapter.

13.4.2 Creep Deformation Models for Various Environments

Predictions based on the creep deformation model under various stresses for distilled water immersion at 23°C after the long-term 50°C presoak developed from the test-derived creep compliance curve are compared with the average test data in Fig. 13.12. Linearity between stress and strain was maintained up to approximately 50 MPa. The equation for the creep curves is also presented in the figure. Creep curves at any stresses below the linearity limit of 50 MPa can be calculated from the equation.

The model for distilled water immersion at 23°C after the short-term presoak developed from test-derived creep compliance curve is compared with the average test data in Fig. 13.13. That for distilled water immersion at 50°C after long-term presoak is given in Fig. 13.14. Figure 13.15 gives the model for windshield washer fluid at 23°C after a short-term presoak.

![Graph](https://example.com/graph13.12.png)

**Fig. 13.12.** Creep deformation model and the average test data for distilled water immersion at 23°C after long-term presoak at 50°C. The average test data were generated by the same procedure as was illustrated in Fig. 13.2. The 62.5 MPa data are from one specific test.
Fig. 13.13. Creep deformation model and the average test data for distilled water immersion at 23°C after short-term presoak at 23°C.

\[ \varepsilon = 1.3 \times 10^{-3} \times \sigma \times t^{-0.17} \]

Fig. 13.14. Creep deformation model and the average test data for distilled water immersion at 50°C after long-term presoak at 50°C.

\[ \varepsilon = 1.28 \times 10^{-3} \times \sigma \times t^{-0.18} \]
For practical engineering design purposes, simple environmental factors for creep deformation are desirable. These factors can be developed based on the baseline condition curve. Because creep deformation varies with time, the factors developed should at least be able to guarantee the predicting accuracy at the time of most importance. This time was selected as 5000 h since it is the required operating life of an automobile in which the vehicle may be exposed to certain service environments. The factors are derived by dividing the creep compliance value at 5000 h for a specific environment by that for the baseline condition. Creep compliance curves developed from test data are compared in Fig. 13.16 to those derived by multiplying the baseline curve with the environmental factors. The solid lines represent the test data derived curves while the dashed lines represent the curves obtained using the environmental factors. Obviously, presoak, the dashed curves are slightly higher than the solid ones at short-term but merge into the solid curves when approaching 5000 h. The environmental factors developed for various environments are presented in Table 13.1. The parameter $K_c$ is a result of $K$ multiplied by $F(T)$, which represents environmental effects, including various temperatures in air.

13.5 COMPRESSIVE CREEP DEFORMATION

13.5.1 Compressive Creep Compliance and Model in Air/50% RH at 23°C

The creep compliance curve under compression in air with 50% RH at 23°C is compared to that under tension in Fig. 13.17. The compressive curve represents the average behavior of only two tests conducted, and it falls within the 0.0017% error band of the tension curve. Therefore, it is assumed that the creep deformation behavior of the material is comparable under tension and compression, and the model for tension in air/50%RH at 23°C can be employed for compression for design purposes.

![Graph showing normalized creep strain](image-url)
Fig. 13.16. Creep compliance curves developed (1) from test data (solid lines) and (2) by multiplying the baseline curve by the environmental factors (dashed lines).

Table 13.1. Environmental creep strain multiplication factors for various conditions

<table>
<thead>
<tr>
<th>Environment</th>
<th>$K_C$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$-40^\circ$C air/T</td>
<td>0.59</td>
</tr>
<tr>
<td>$23^\circ$C air/T&amp;C</td>
<td>1.00</td>
</tr>
<tr>
<td>$50^\circ$C air/T</td>
<td>1.24</td>
</tr>
<tr>
<td>$120^\circ$C air/T</td>
<td>2.07</td>
</tr>
<tr>
<td>$23^\circ$C water short soak/T</td>
<td>1.79</td>
</tr>
<tr>
<td>$23^\circ$C water long soak/T&amp;C</td>
<td>0.86</td>
</tr>
<tr>
<td>$50^\circ$C water long soak/T</td>
<td>1.93</td>
</tr>
<tr>
<td>Windshield washer fluid/T</td>
<td>2.23</td>
</tr>
</tbody>
</table>

$^aT = $ tension, $C = $ compression.
13.5.2 Compressive Creep Compliance and Model in Water at 23°C

The creep compliance data under compression at 23°C in water with the long-term pre-soak are compared to those under tension in Fig. 13.18. Obviously, the compressive data are comparable to those under tension. Therefore, the model for tension in water at 23°C can be employed for compression for design purposes. These observations are included in Table 13.1.

13.6 SUMMARY AND DISCUSSION

For tensile loading, it has been shown that time-dependent creep strains, in the linear stress-strain response range, can be approximated by a power law for room-temperature air at 50% RH plus a series of creep-strain multiplication factors to account for other temperatures and for fluid environments. The room-temperature, ambient air creep strain is given by

\[ \varepsilon_c(\%) = 9.59 \times 10^{-4} \sigma^{0.141} \]

The temperature multipliers are given below.

<table>
<thead>
<tr>
<th>Temperature (°C)</th>
<th>Creep strain multiplier</th>
</tr>
</thead>
<tbody>
<tr>
<td>-40</td>
<td>0.59</td>
</tr>
<tr>
<td>23</td>
<td>1.00</td>
</tr>
<tr>
<td>50</td>
<td>1.24</td>
</tr>
<tr>
<td>120</td>
<td>2.07</td>
</tr>
</tbody>
</table>
As discussed in Chap. 8, two standard fluid environments are recommended for design—1000-h presoak in room-temperature distilled water and 100 h presoak in room-temperature windshield washer fluid. The first was not one of the test conditions used for the creep tests. However creep data for test times up to several hundred hours in water at 23°C are available for a 100-h presoak. Combined, this distilled water exposure should adequately bound realistic water exposure situations. The fluid multipliers on creep strain are, consequently, distilled water 1.79 and windshield washer fluid 2.23.

Only two compressive creep conditions were examined—room-temperature/50% RH air and room-temperature water after a 3-month presoak in 50°C water. In both these cases, the compression results could be represented by the tensile model. On this basis, the tensile creep equation, together with the associated fluid factors given above, are judged to be adequate for compressive stress design use as well. This may not be the case for the temperature factors. It is suspected that as the temperature increases, compressive creep will become larger than tensile creep.

The basic room-temperature in-air creep of the chopped-fiber composite at 5000 h is slightly less than that reported in Ref. 2 for the reference CSM composite. Conversely, the creep temperature dependence of the chopped-fiber composite is slightly greater than that of the reference composite, and the effects of distilled water and windshield washer fluid are somewhat greater.
14. CREEP RUPTURE

W. Ren and C. R. Brinkman

14.1 INTRODUCTION

This chapter is dedicated to development of the creep-rupture design allowable stress curves and equations for the P4 chopped-fiber/Baydur 420 IMR composite for representative automotive service environments. In addition to the tests discussed in Chap. 13 conducted to provide creep deformation information, more high stress tests performed to generate creep-rupture data are included in this chapter. Also included are tests under static tension with superimposed cyclic tensile loading to study rough roadway condition effects. Among the total of 131 creep tests, 73 reached the rupture point to provide creep-rupture information. The representative automotive service environments selected for investigation included air with 50% relative humidity (air/50%RH), distilled water immersion, windshield washer fluid immersion, and battery acid splatter. The test temperatures ranged from -40 to 120°C, but not in all environments. Based on the test results, the average and minimum creep-rupture stress curves were defined, and the recommended maximum time-dependent design allowable stress curves were derived, essentially by multiplying the minimum curves by 0.8. The results are summarized and compared with those of the reference material in the last section of this chapter.

As in Chap. 13, normalization was conducted to minimize data scatter. However, the normalization factor in this chapter is the reciprocal of that for creep deformation in Chap. 13:

normalized stress = stress \times \frac{E_{\text{average}}}{E_{\text{specimen}}} \quad \text{(14.1)}

where

- $E_{\text{specimen}}$ = Young's modulus of the specimen at 23°C,
- $E_{\text{average}}$ = average Young's modulus of the material at 23°C.

An average Young's modulus value of 11.7 GPa was used.

14.2 TENSILE BEHAVIOR

14.2.1 Failure in Air with 50% RH at Room Temperature

Air with a nominal 50% RH at room temperature (23°C) is used as the baseline test condition, with which results from the other test environments are compared. Twenty-nine specimens from plaques B2, B3, and B9 were tested in the baseline condition. Of these 29 tests, 12 reached rupture, providing data for creep-rupture curves and equations.

Creep-rupture data for the baseline condition are presented in Fig. 14.1. The curve designated “Air/50%RH 23°C/Avg” was derived from the failure data points by a least-squares fit to represent the average creep-rupture behavior of the material in the baseline condition. The curve labeled “Air/50%RH 23°C/Min” was obtained essentially by a parallel graphical shift of the average curve downward to a lower bound for all the data points. It is intended to represent the lowest testing stresses at which creep-rupture would not occur for a given time. The average and minimum curves for air/50%RH at 23°C will be used as the basis for comparison with test results under the other testing conditions. Another curve in Fig. 14.1 defined as
Fig. 14.1. Creep-rupture data for the baseline condition.

“Air/50%RH 23°C/MDAS,” in which MDAS stands for “maximum design allowable stress,” is the minimum curve multiplied by a factor of 0.8 on stress. Equations for the average and minimum creep-rupture stress and maximum design allowable stress curves are also presented in Fig. 14.1. They all have the form:

\[ \sigma = B t^m, \quad \text{for} \quad t \geq 10 \text{h} \quad \text{.} \tag{14.2} \]

Throughout this chapter, test data from various test conditions will be converted into curves and Eq. (14.2) with specific values of B and m. These curves and equations can be used for the derivation of alternate design guidelines if desired.

It should be stressed that application of all the curves and Eq. (14.2) developed in this chapter is limited to creep-rupture times not less than 10 h. This constraint is intended to eliminate the undue effects of short times before environments, considered later in this chapter, have their full effects. The detailed procedures for developing curves and equations in Fig. 14.1 are the same as discussed in the previous investigation for the reference material.²

14.2.2 Temperature Effects in Air

Temperature effects on creep-rupture behavior in air were investigated at −40, 50, and 120°C, just as was done in Chap. 13.

Figure 14.2 compares the data at −40, 50, and 120°C with those at 23°C. Because of the difficulties in maintaining long-term creep tests at −40°C, the tests there were accidentally
Fig. 14.2. Creep-rupture data in air at various temperatures, with minimum creep-rupture stress and maximum design allowable stress curves and equation for 120°C.

terminated before rupture occurred. Nevertheless, Fig. 14.2 clearly indicates that the material has at least equal, and most likely higher, creep-rupture stress at -40°C compared to 23°C. Therefore the minimum creep-rupture stress and the maximum design allowable stress curves and equation for 23°C are recommended for -40°C.

At 50°C, limited data indicate that the average creep-rupture stress is equal to, or may become just slightly lower than, that at 23°C after a long time. Again, it is convenient and practical to use the minimum creep-rupture stress and the maximum design allowable stress curves and equation at 23°C for 50°C.

It is obvious from Fig. 14.2 that the creep-rupture stress is significantly decreased at 120°C. Calculation indicates that the minimum creep-rupture stress at 120°C is approximately 26 MPa lower than that at 23°C. The minimum creep-rupture stress and maximum design allowable stress curves for 120°C are given as “Air/20°C/Min” and “Air/20°C/MDAS,” respectively, in Fig. 14.2 along with the maximum design allowable stress equation for 120°C.

As presented in Chap. 13, the composite under investigation demonstrated significant tertiary creep at 120°C. For deformation-restricted structural applications, tertiary creep should be excluded. To address this issue, a comparison between creep-rupture time and tertiary creep initiation time is given in Fig. 14.3, which shows that at high stresses the initiation of tertiary creep is closely followed by rupture, and therefore, it should not constitute a design problem, while at stresses of 75 to 25 MPa, tertiary creep occurred after about 4600 h of continuous load at 120°C without subsequent immediate rupture. Since the design operating life for an automobile is accumulatively 3000 to 5000 h, the tertiary creep initiation that may occur after more than 4000 h
Fig. 14.3. The initiation of tertiary creep compared to creep-ruptured points at 120°C.

of continuous heat and load should not be considered as a serious problem from a creep-rupture point of view.

To summarize the above results and discussion, the recommended maximum design allowable stresses at various temperatures are calculated and listed in Table 14.1 for specific no-rupture time limits using Eq. (14.2) with the appropriate B and m values.

Table 14.1. Maximum design allowable stresses in air for specific no-rupture time limits

<table>
<thead>
<tr>
<th>Temperature (°C)</th>
<th>Maximum design allowable stress (MPa)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Hours</td>
</tr>
<tr>
<td></td>
<td>10</td>
</tr>
<tr>
<td>-40</td>
<td>100.36</td>
</tr>
<tr>
<td>23</td>
<td>100.36</td>
</tr>
<tr>
<td>50</td>
<td>100.36</td>
</tr>
<tr>
<td>120</td>
<td>79.18</td>
</tr>
</tbody>
</table>
14.2.3 Environmental Effects

Investigation of environmental effects included distilled water immersion, windshield washer fluid immersion, battery acid splatter, and low-frequency load cycling. The distilled water immersion included tests at 23 and 50°C to show the combined effect of water and temperature.

The distilled water immersion condition was investigated to address humidity effects on creep rupture. During service, an automotive structural component can be exposed to various humidity conditions including air with relative humidity ranging from less than 10% to nearly 100% and water. The previous study showed that a distilled water immersion environment represents the worst of all humidity conditions affecting creep behavior of the reference material, which, like the present chopped fiber composite, had a urethane-based matrix.

Prior to being tested in distilled water, the specimens were presoaked in distilled water for either a long term or short term. The long-term group, as described in Chaps. 8 and 13, was presoaked at 50°C for 2160 h (3 months), while the short-term group was presoaked at 23°C for 100 h. The results are presented in Fig. 14.4, which shows the creep-rupture data points and the corresponding average curves for the two presoak conditions compared to those for air/50%RH. Note that in both cases, the specimens were tested in distilled water at 23°C. Obviously, water presoaking decreases creep-rupture strength; the longer the presoak and higher the presoak temperature, the lower the creep-rupture stress becomes. It can be noted that the short- and long-term curves are approximately parallel to each other. From tensile test results in water with a 1000-h presoak at 23°C, it is known that the UTS is 0.91 that of the baseline UTS. Based on this

![Fig. 14.4. Creep-rupture data and average creep-rupture curves in distilled water at 23°C with long-term (2160 h) 50°C presoak, short-term (100-h) 23°C presoak, and in air/50%RH.](image-url)
information, the short-term curve is moved downward to 0.91 of its value to be a prediction for the average creep-rupture stress curve in water with a 1000-h presoak at 23°C. The minimum creep-rupture and maximum design stress allowable curves for the short- and long-term presoak are developed and presented in Fig. 14.5.

The combined effects of test temperature and water on specimens with the long-term 50°C presoak are shown in Fig. 14.6. Average creep-rupture behavior analysis based on the open symbols for specimens tested at 23°C and the filled symbols for specimens tested at 50°C indicates that increasing the test water temperature to 50°C slightly decreases creep-rupture stress after long testing times. However, all the data points for 50°C can still be bounded by the minimum creep-rupture stress curve for 23°C. Because continuous load in water at 50°C after a long-term presoak at 50°C is a very unlikely service condition for automotive structural components, the minimum creep-rupture stress and the maximum design allowable stress curves and equation for water with long-term presoak tested at 23°C are recommended for 50°C.

For windshield washer fluid exposure effects, a simulated washer fluid was employed to avoid subtle variations in commercial products. The simulated fluid was made of 70 vol. % pure methanol plus 30 vol. % distilled water. Specimens were presoaked in the fluid for 100 h at 23°C before being loaded. The test results are presented in Fig. 14.7, which shows that the data points are comparable to those for water with the short-term presoak. The two points with arrows represent faster than water does after long-term loaded immersion, long-term loaded immersion in windshield washer fluid is a very unlikely situation for automotive structural components. Therefore, the minimum creep-rupture stress and the maximum design allowable stress curves for

![Graph showing creep-rupture stress and maximum design allowable stress curves](image)

Fig. 14.5. Minimum creep-rupture stress and maximum design allowable stress curves and equations for distilled water immersion with long-term 50°C presoak and short-term (100-h) 23°C presoak.
Fig. 14.6. Effect of test temperature on creep rupture of specimens previously soaked at 50°C for 3 months.

Fig. 14.7. Effect of windshield washer fluids on creep rupture compared to distilled water effect.
water with short-term presoak are suggested for windshield washer fluid exposure for practical design purposes.

The battery acid splatter condition was simulated using a solution of 35 wt % sulfuric acid plus 65 wt % distilled water to again avoid subtle commercial variations. The specimen was prepared by placing about 3 cm³ of the solution on the virgin surface and then heating it at 66°C for 24 h so that absorption occurred. The test results are presented in Fig. 14.8, which indicates that creep-rupture stress for battery acid splatter may be slightly lower than, but still comparable to, that for water with the long-term presoak. Since battery acid splatter is a feasible condition for automotive structural components, its minimum creep-rupture stress and maximum design allowable stress curves and equation are developed and presented in Fig. 14.8. Note that the curves and equation were developed based on ruptured data points excluding the two on-going points marked with arrows.

Low-frequency load cycling tests were conducted to simulate acceleration, curves, and rough roadway conditions. The previous study on the reference material indicated that motor vibration is less damaging than low-frequency load cycling and therefore can be represented by the low-frequency load cycling condition for design purposes. The minimum-to-maximum stress ratio (σₘᵟᵳ/σₘᵃₓ) was 0.5, and the frequency was 30 cycles per minute. The test results are given in Fig. 14.9, which shows that the creep-rupture stresses under low-frequency cyclic loading are comparable to those for water with the long-term presoak. Therefore, the minimum creep-rupture stress and the maximum design allowable stress curves and equation for water with

Fig. 14.8. Effect of battery acid splatter on creep rupture.

*The low-frequency load cycling is a creep-fatigue loading condition, where creep damage and fatigue damage are both developing.
the long-term presoak are suggested for considering low-frequency load cycling effects in design. Here, as throughout this study, there may be synergisms (e.g., an interaction between water effects and load cycling effects).

The recommended maximum creep-rupture design allowable stresses for the above representative environments are calculated and listed in Table 14.2 for specific no-rupture time limits using Eq. (14.2) with the appropriate B and m values.

**Table 14.2. Maximum design allowable stresses in various environments for specific no-rupture time limits**

<table>
<thead>
<tr>
<th>Environment</th>
<th>Maximum design allowable stress (MPa)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Hours 10 1000 3000 5000 Years 1 5 10 15 Parameter</td>
</tr>
<tr>
<td>Water 23°C, short soak</td>
<td>82.72 65.41 61.84 60.25 58.55 B 93.03 m -0.051</td>
</tr>
<tr>
<td>Water 23°C, 1000-h soak (estimated)</td>
<td>75.28 59.52 56.27 54.83 53.28 B 84.66 m -0.051</td>
</tr>
<tr>
<td>Water 23°C, long soak</td>
<td>43.40 30.17 27.66 26.56 25.41 B 52.06 m -0.079</td>
</tr>
<tr>
<td>Water 50°C, long soak</td>
<td>43.40 30.17 27.66 26.56 25.41 B 52.06 m -0.079</td>
</tr>
<tr>
<td>Windshield washer fluid</td>
<td>82.72 65.41 61.84 60.25 58.55 B 93.03 m -0.051</td>
</tr>
<tr>
<td>Battery acid splatter</td>
<td>39.95 25.09 22.46 21.33 20.15 17.13 15.97 15.33 50.41 m -0.101</td>
</tr>
<tr>
<td>Load cycling</td>
<td>43.40 30.17 27.66 26.56 52.06 m -0.079</td>
</tr>
</tbody>
</table>

Fig. 14.9. Effect of low-frequency load cycling on creep rupture.
14.3 COMPRESSIVE BEHAVIOR

14.3.1 Failure in Air with 50% RH at Room Temperature

Test results for compressive loading in air/50%RH at 23°C are presented in Fig. 14.10. The limited data suggest that creep-rupture behavior under compression is comparable to that under tension. Therefore, the minimum creep-rupture stress and maximum design allowable stress curves and equation for tension are recommended for compressive loading. The recommended maximum creep-rupture design allowable stresses for compressive loading in air/50%RH at 23°C are calculated and listed in Table 14.3 for specific no-rupture time limits using Eq. (14.2) with the appropriate B and m values.

14.3.2 Temperature Effects in Air

Figure 14.11 shows how temperature combined with compression affects creep-rupture strength. The two solid lines at the top represent average and minimum stresses in the baseline condition, i.e., air/50%RH at 23°C under tension. Changing stress from tension to compression does not obviously affect the creep-rupture stress, as indicated by the filled triangles for compression at 23°C. Increasing the temperature to 120°C under tension brings the stress below the minimum curve, as indicated by the crossed squares. Then changing the stress from tension to compression brings the stress significantly down to the filled circles. The combination of temperature and compressive loading may have induced matrix shear and fiber buckling mechanisms, which can greatly decrease creep-rupture strength.

![Fig. 14.10. Creep-rupture behavior under compression compared to tensile results.](image-url)
Table 14.3. Maximum design allowable stresses for compression in various environments for specific no-rupture time limits

<table>
<thead>
<tr>
<th>Condition</th>
<th>Maximum design allowable stress (MPa)</th>
<th>Parameter</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Hours</td>
<td>Years</td>
</tr>
<tr>
<td>Air 23°C</td>
<td>100.36</td>
<td>93.66</td>
</tr>
<tr>
<td>Air 120°C</td>
<td>25.52</td>
<td>12.97</td>
</tr>
<tr>
<td>Water 23°C,</td>
<td>43.40</td>
<td>30.17</td>
</tr>
<tr>
<td>long soak</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Water 50°C,</td>
<td>43.40</td>
<td>30.17</td>
</tr>
<tr>
<td>long soak</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Fig. 14.11. In-air, 120°C, creep-rupture behavior under compression compared to tensile results.

The minimum creep-rupture stress and maximum design allowable stress curves and the equation for air at 120°C under compression are given in Fig. 14.11. The recommended maximum creep-rupture design allowable stresses for compressive loading in air/50%RH at 120°C are calculated and listed in Table 14.3 for specific no-rupture time limits using Eq. (14.2) with the appropriate B and m values.
14.3.3 Environmental Effects

The investigation of environmental effects under compression included water immersion during testing at 23 and 50°C, both with long-term presoak at 50°C and battery acid splatter at 23°C.

Test results for water immersion tests at 23°C under compression are given in Fig. 14.12. Obviously, the creep-rupture stresses under compression are comparable to those under tension. Therefore, the minimum creep-rupture stress and maximum design allowable stress curves and equation for tension are suggested for compression.

The effect of raising the water test temperature under compression is shown in Fig. 14.13, which indicates that compression at 50°C in distilled water slightly decreases creep-rupture stress. However, since all the data points are still bounded by the minimum creep-rupture stress curve for tension at 23°C, and since a continuous compressive load in water at 50°C after a long-term presoak is an unlikely automotive service condition, the minimum creep-rupture stress and the maximum design allowable stress curves and equation for tension at 23°C are recommended.

Test results for battery acid compression are shown in Fig. 14.14. Contrary to the expectation, the creep-rupture stresses under compression are not lower but obviously higher than those under tension. Normally, creep-rupture stress is lower under compression than tension because of additional failure mechanisms such as matrix shearing and fiber buckling, and further stress...
Fig. 14.13. Compression creep rupture at 50°C in distilled water. All the data points are still bounded by the minimum curve for tension at 23°C.

Fig. 14.14. Effect of battery acid splatter on creep rupture.
degradation can be caused by the presence of corrosive liquid or moisture penetrating microcracks under compression. Analysis of the test process reveals that this abnormal behavior under compression in Fig. 14.14 was caused by changes in the specimen condition. Both specimens for tension and compression were prepared at the same time with the same procedure as previously described. The freshly prepared specimens were good absorbents of moisture. The surface of the freshly prepared specimens were always covered with a thin layer of corrosive liquid formed by the acid and moisture absorbed from the surrounding atmosphere. Under load, this corrosive liquid is believed to penetrate into microcracks of the specimen and thus lower the creep-rupture stress. The tests under tension were conducted with freshly prepared specimens. Unfortunately, testing facilities for compressive loading did not become available until several months later when the specimens became completely dried. Without the presence of the corrosive liquid, creep-rupture stress obviously recovered under compression as indicated in Fig. 14.14. However, the damage of battery acid splatter to creep-rupture stress is still obvious when the compressive data are compared with the virgin material data in Fig. 14.14. It can be concluded that the most damaging time for battery acid is right after the splatter and absorption. As the material dries with the elapse of time, creep-rupture stress will partially recover.

The recommended maximum creep-rupture design allowable stresses, given as stress reduction factors, for the above representative environments are calculated and listed in Table 14.4 for specific no-rupture time limits using Eq. (14.2) with the appropriate B and m values. All the recommended maximum design allowable stress curves are compared in Fig. 14.15. Note the time limits for specific environments in Tables 14.1–14.3 are not presented in the figure due to limited space.

In addition to the maximum design allowable stresses given in Tables 14.1–14.3, stress reduction factors are also developed for convenient engineering design. The stress reduction factors were derived by dividing the stresses in Tables 14.1–14.3 by the row for air/50%RH at 23°C in Table 14.1, i.e., the maximum design allowable stresses in air/50%RH at 23°C for specific no-rupture time. These stress reduction factors are listed in Table 14.4.

### Table 14.4. Stress reduction factors in representative environments for specific no-rupture time limits

<table>
<thead>
<tr>
<th>Environment(\alpha)</th>
<th>Time</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Hours</td>
</tr>
<tr>
<td></td>
<td>10</td>
</tr>
<tr>
<td>-40°C air/T, 23°C air/T&amp; C, and 50°C air/T</td>
<td>1.00</td>
</tr>
<tr>
<td>120°C air/T</td>
<td>0.79</td>
</tr>
<tr>
<td>23°C water, short soak/T and windshield washer fluid/T</td>
<td>0.82</td>
</tr>
<tr>
<td>23°C water, 1000-h soak/T</td>
<td>0.75</td>
</tr>
<tr>
<td>23°C water, long soak/T&amp; C</td>
<td>0.43</td>
</tr>
<tr>
<td>50°C water, long soak/T; load cycling/T; and 50°C water, long soak/C</td>
<td>0.43</td>
</tr>
<tr>
<td>Battery acid splatter/T</td>
<td>0.40</td>
</tr>
<tr>
<td>120°C air/C</td>
<td>0.25</td>
</tr>
</tbody>
</table>

\(\alpha\) = tension, C = compression.
14.4 SUMMARY AND DISCUSSION

For tensile loading, the design allowable stresses for various temperatures and times are given in Table 14.1. Table 14.4 shows, as creep-rupture stress reduction factors, the effects of various fluid conditions, temperature, and compressive loading on the basic room-temperature tensile allowable stresses. For the conditions examined, the reduction factors for tension and compression differed only in the 120°C air case. Recall from Chap. 8 that two fluid conditions have been adopted as practical bounding conditions:

1. Room-temperature water with a 1000-h presoak at room temperature.
2. Room-temperature windshield washer fluid with a 100-h presoak at room temperature.

Of these two, Table 14.4 indicates the water to be most degrading to creep-rupture stress. The stress reduction factors for the water case are as follows:

<table>
<thead>
<tr>
<th>Time</th>
<th>Reduction factor</th>
</tr>
</thead>
<tbody>
<tr>
<td>10 h</td>
<td>0.75</td>
</tr>
<tr>
<td>1000 h</td>
<td>0.64</td>
</tr>
<tr>
<td>3000 h</td>
<td>0.61</td>
</tr>
<tr>
<td>5000 h</td>
<td>0.60</td>
</tr>
<tr>
<td>1 year</td>
<td>0.59</td>
</tr>
</tbody>
</table>
Recall from Chap. 8 that the corresponding reduction factor for the UTS (0 h) is 0.91, which is consistent with the above values.

Figure 14.16 compares the chopped fiber composite with the reference material studied in the previous investigation,1–2 The average creep-rupture stress for the chopped fiber composite is approximately 30 MPa higher than that for the reference material in air with 50% RH at 23°C. Some selected environmental effects on creep-rupture stresses of the two materials are compared in Fig. 14.17 by their respective creep-rupture stress reduction factors. It should be pointed out that the reduction is relative to each material's own baseline stress, not the other's baseline stress. Obviously, the chopped-fiber composite is less vulnerable to environmental degradation than the reference material when creep-rupture stress is considered.

Fig. 14.16. Comparison between creep-rupture data for the chopped-fiber composite and data for the reference material for the baseline condition.
Fig. 14.17. Stress reduction for the chopped fiber and the reference material in the representative environments based on the respective maximum design allowable stresses in air/50% RH.
15. PRIOR LOAD EFFECTS
J. M. Corum, R. L. Battiste, W. Ren, and M. B. Ruggles

15.1 INTRODUCTION

The design rules in Ref. 1 for the reference CSM composite accounted for the effects of prior loadings on residual stiffness and strength. To quantify these effects for the chopped-fiber composite, a series of prior load effects studies were carried out. These addressed the following:

- effect of prior short-time static loads on stiffness;
- effects of prior fatigue cycles on stiffness, UTS, and creep-rupture strength; and
- effects of prior creep deformation on stiffness, UTS, and fatigue strength.

Each of these is discussed in the following sections.

15.2 EFFECT OF PRIOR SHORT-TIME STATIC LOADS

Subjecting a specimen to just a short-time tensile load can cause microstructural damage that is reflected in a loss in residual stiffness. To quantify this effect, several specimens from two different plaques were subjected to sequentially increasing loadings and then unloadings. After each unloading, the residual stiffness was measured. Six specimens from plaque B7 and four from plaque B10 were tested. In the case of the B7 specimens, loads of 14, 27, 41, 54, 68, and 81% of the UTS were sequentially applied to each specimen. After each target load was reached, the specimen was unloaded, and the stiffness was checked. For the B10 specimens, the test history was modified to include additional stiffness checks for load levels of 10, 12.5, 15, 17.5, 20, 22.5, and 25% of the UTS. The average results for the two plaques are shown in Fig. 15.1. A quadratic fits the data fairly well.

![Graph showing effect of prior short-time loads on stiffness](image.png)

Fig. 15.1. Effect of prior short-time loads on stiffness. The circles are for plaque B7 tests, while the squares are for plaque B10 tests.
In the case of the reference composite, a threshold of about 30% of the UTS was observed. Below this value prior loads resulted in no stiffness loss, presumably because no damage was produced. It is unclear from Fig. 15.1 whether or not a threshold exists for the chopped-fiber composite. If it does, it is considerably less than for the reference composite (~10 vs 30%). However, the maximum reduction (9.1%) is also less than for the reference composite (13.1%).

For an allowable short-time stress value, $S_o$, of 99 MPa, which is 56% of the UTS, the stiffness reduction is 3.9%. This is the value used in Part 1.

### 15.3 EFFECT OF PRIOR FATIGUE CYCLES

To quantify the effects of prior fatigue cycling, life fractions up to $n/N_f = 0.05$ were considered. With the additional fatigue strength reduction factor of 0.84 on cyclic stress recommended in Chap. 12, the allowable design life fraction is actually somewhat less than 0.05.

The effect of prior cycling on residual stiffness was addressed in Chap. 12. Room-temperature data presented in Fig. 12.7 showed stiffness reductions as high as 12% at $n/N_f = 0.05$.

To evaluate the effect of prior cycling on subsequent UTS, 36 specimens from a single plaque, B6, were cycled to various life fractions and then tensile tested. Another six specimens were tensile tested with no prior cycling to provide a baseline UTS value for plaque B6. Fatigue tests ($R = 0.1$) were conducted at nominal maximum stress levels of 60, 75, and 100 MPa. Except for 6 of the 100-MPa tests, these were the actual applied stresses used in the tests. They were then converted to adjusted stresses (see Chap. 12), which were used to determine $N_f$ values from the plaque B6 baseline fatigue curve. This resulted in the life fractions being somewhat different from nominal target values. For six of the nominally 100-MPa cyclic tests, the 100 MPa was first adjusted. For these, the adjusted stresses were the applied stresses, in which case the resulting life fractions were 0.25 or 0.75, as intended.

The results are plotted in Fig. 15.2. At first glance, these data appear to show little trend. However, if the 100-MPa points are ignored, the 60- and 75-MPa points are seen to be fairly self-consistent. There is a total of 18 100-MPa data points, and although they result in a curve-fit line that is fairly consistent with the other two lines, the scatter, especially at low $n/N_f$ values, is large. Perhaps this is because so much damage is done on the initial loading to 100 MPa that the subsequent fatigue effects are somewhat masked.

In Fig. 15.3, the curves in Fig. 15.2 have been translated vertically to pass through the origin, which they should. The curves are labeled with the nominal stress and the percentage of the plaque B6 UTS that the stress represents. The 75-MPa curve governs, and at a design life fraction of $n/N_f = 0.05$, the maximum strength loss is just 1.6%. The corresponding value for the reference CSM composite was 1.5%.

Similarly to the tests discussed above to determine the effects of prior fatigue on UTS, another series of tests was performed on plaque B31 specimens to determine the effects of
Fig. 15.2. Reduction in UTS produced by prior fatigue cycling to various fractions of the expected cyclic life.

Fig. 15.3. Curves showing UTS reduction due to prior fatigue, shifted to pass through zero. The maximum reduction for \( n/N_f = 0.05 \) is 1.6% (from the 75-MPa curve).
prior fatigue on creep-rupture strength. Six tests were performed, all at an adjusted stress level of 93 MPa (the adjusted maximum cyclic fatigue stress was 93 MPa in all cases, as was the adjusted creep stress). Three specimens were cycled to \( n/N_f = 0.2 \), and three were cycled to \( n/N_f = 0.6 \).

The results are shown in Fig. 15.4. The creep-rupture lines for the two life fractions were assumed to be parallel to that for the as-received specimens. Interpolation between the three curves was used to estimate strength values for \( n/N_f = 0.05 \). Using these latter values, it was found that at 5000 h the creep-rupture strength reduction is 5.1%. At 15 years, the reduction is 5.3%. A value of 3% was used for the reference composite.

**Fig. 15.4.** Creep-rupture curves showing effect of prior fatigue cycling.

### 15.4 EFFECT OF PRIOR CREEP DEFORMATION

A small test series was carried out to assess the effects of prior creep on tensile and fatigue properties. Six specimens, three for subsequent tensile tests and three for subsequent fatigue tests, were precrept at an adjusted stress level of 93 MPa (53% of the UTS). All of the specimens were from plaque B31. In all cases, the creep duration was that governed by the 0.8 \( S_f \) design limit (the allowable design time corresponding to 93 MPa being 80% of the minimum stress to produce rupture). This time was 1000 h (see Fig. 14.1).

The resulting average stiffness change from the three tensile tests was \(-13.1\%\), and the average UTS change was \(-3.6\%\). It can be seen from Fig. 15.1 that the stiffness loss due to the initial loading was 3.6%; thus an almost 10% loss can be attributed to creep. In the case of

*Creep strains were not measured in these tests since similar tests on the reference composite indicated no effect on creep deformation.*
the reference composite, the stiffness loss was simply that due to just the initial loading; the UTS was unaffected.

The three fatigue tests were all run at a maximum adjusted stress of 93 MPa, the same value as used for the prior creep. The results are compared in Fig. 15.5 with B31 baseline results. As can be seen, there is no apparent effect of the prior creep on subsequent fatigue strength.

![Graph showing the effect of prior creep on fatigue](image)

**Fig. 15.5. Effect of prior creep on fatigue.** The low-cycle precrept data point actually represents two nearly identical test results.

15.5 SUMMARY AND DISCUSSION

The various reductions that have been established in this chapter are summarized in Table 15.1. Corresponding reference composite reductions are shown in parenthesis.

The reductions shown in Table 15.1 for the chopped-fiber composite were factored into the rules of Part 1. A comparison between factors in Table 15.1 for the two composites indicates that, in general, the effects of prior loads appears to be somewhat higher in the chopped-fiber composite than in the reference CSM composite.
Table 15.1. Summary of prior load effects

<table>
<thead>
<tr>
<th>Prior load</th>
<th>Tensile E (%)</th>
<th>Tensile UTS (%)</th>
<th>Fatigue strength (%)</th>
<th>Creep-rupture strength (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Short-time static to $S_0$</td>
<td>-3.9</td>
<td>(-4.5%)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>(56% UTS)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Fatigue cycling to $\eta/N_f = 0.05$</td>
<td>≤12%</td>
<td>-1.6%</td>
<td>5.1 to 5.3% for 5000 h to 15 year</td>
<td></td>
</tr>
<tr>
<td></td>
<td>(&lt;10%)</td>
<td>(-1.5%)</td>
<td>(0%)</td>
<td></td>
</tr>
<tr>
<td>Creep at 53% UTS to 0.8 $S_f$ design limit</td>
<td>-13.1%</td>
<td>-3.6%</td>
<td>0%</td>
<td></td>
</tr>
<tr>
<td></td>
<td>(0%)&lt;sup&gt;a&lt;/sup&gt;</td>
<td>(0%)</td>
<td>(0%)</td>
<td></td>
</tr>
</tbody>
</table>

<sup>a</sup>Actually there was a reduction, as stated previously, associated with just the initial loading.
16. DAMAGE TOLERANCE

J. M. Corum, R. L. Battiste, and M. B. Ruggles

16.1 INTRODUCTION

The damage tolerance assessment procedure in Chap. 6 of Part 1 consisted of two parts: (1) demonstrating structural adequacy in the presence of a 6.4-mm-diam hole in the worst possible location, and (2) determining the damage area and strength degradation for specified low-energy impacts, such as roadway kickups, tool drops, and load drops in a pickup truck box. This chapter provides the background data and correlations for the latter.

Baseline impact damage area correlations were based on the results of tests in a pendulum impact facility and an air-gun facility, representing things like tool drops and roadway kickups, respectively. Specimens were the same in both cases—3.2-mm-thick by 229-mm-square plates. The facilities are described in Ref. 3. The specimens were clamped on 203-mm-diam circles and impacted at the center.

In addition to baseline tests, tests were performed to assess the effects of moisture. Also, brickdrop tests were performed to determine the ability of the baseline correlations to cover that event. Finally, impact specimens were cut into tensile, compression, or fatigue specimens that were tested to determine property degradation as a function of damage area. These tests and the results are presented in the following sections.

16.2 IMPACT TESTS

16.2.1 Baseline Results

Table 16.1 lists all of the pendulum and air-gun impact tests performed on the chopped-fiber composite. In all cases, the pendulum impactor mass was 11.52 kg with a 12.7-mm-diam hemispherical impactor point. The air-gun projectile was a 12.7-mm-diam steel cylinder with a hemispherical point. The projectile mass was 0.0227 kg. The velocities in Table 16.1 were measured just prior to impact using a laser device. The forces, in the case of the pendulum tests, are peak values measured by a miniature load cell mounted behind the impactor point. Damage areas were determined from ultrasonic C-scans of the impacted plate specimens. Finally, the “property tests” column indicates the type of mechanical property test specimens cut from each impacted plate specimen.

Figure 16.1 shows the correlation between damage area and kinetic energy for the baseline data. Contrary to the reference CSM composite where damage area correlated with $m^{0.564}v$, where $m$ is mass and $v$ is velocity, kinetic energy, or $m^{0.500}v$, does a good job of bringing the two data sets together. This is illustrated in Fig. 16.2, where the individual correlations for the pendulum and air-gun data are compared to the overall correlation from Fig. 16.1.

For design assessment use, the design curve shown in Fig. 16.3 and used in Part 1 is recommended. The curve approximately represents the upper bound of the data.
Table 16.1. Results of pendulum and air-gun tests on P4 chopped-glass-fiber/Baydur 420 IMR composite

**PENDULUM TESTS**

<table>
<thead>
<tr>
<th>Specimen number</th>
<th>Property tests</th>
<th>Velocity (m/s)</th>
<th>Energy (J)</th>
<th>Force (N)</th>
<th>C-Scan damage area (mm²)</th>
</tr>
</thead>
<tbody>
<tr>
<td>12.7 mm D, 11.52 kg, — baseline</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>B22-1</td>
<td>Tensile</td>
<td>1.00</td>
<td>5.8</td>
<td>1758</td>
<td>52</td>
</tr>
<tr>
<td>B22-2</td>
<td>Tensile</td>
<td>1.37</td>
<td>10.7</td>
<td>2567</td>
<td>103</td>
</tr>
<tr>
<td>B23-1</td>
<td>Tensile</td>
<td>1.72</td>
<td>17.0</td>
<td>3466</td>
<td>168</td>
</tr>
<tr>
<td>B23-2</td>
<td>Compression</td>
<td>0.99</td>
<td>5.7</td>
<td>1758</td>
<td>65</td>
</tr>
<tr>
<td>B24-1</td>
<td>Compression</td>
<td>1.37</td>
<td>10.8</td>
<td>2641</td>
<td>136</td>
</tr>
<tr>
<td>B24-2</td>
<td>Compression</td>
<td>1.71</td>
<td>16.8</td>
<td>3342</td>
<td>219</td>
</tr>
<tr>
<td>B25-1</td>
<td>Fatigue</td>
<td>1.00</td>
<td>5.8</td>
<td>1758</td>
<td>52</td>
</tr>
<tr>
<td>B25-2</td>
<td>Fatigue</td>
<td>1.00</td>
<td>5.8</td>
<td>1791</td>
<td>39</td>
</tr>
<tr>
<td>B26-1</td>
<td>Fatigue</td>
<td>1.37</td>
<td>10.8</td>
<td>2525</td>
<td>148</td>
</tr>
<tr>
<td>B26-2</td>
<td>Fatigue</td>
<td>1.37</td>
<td>10.7</td>
<td>2616</td>
<td>97</td>
</tr>
<tr>
<td>B27-1</td>
<td>Fatigue</td>
<td>1.38</td>
<td>11.0</td>
<td>2649</td>
<td>123</td>
</tr>
<tr>
<td>B28-1</td>
<td>Tensile</td>
<td>1.68</td>
<td>16.2</td>
<td>2781</td>
<td>258</td>
</tr>
<tr>
<td>B28-2</td>
<td>Tensile</td>
<td>1.93</td>
<td>21.4</td>
<td>2979</td>
<td>381</td>
</tr>
<tr>
<td>Water saturated</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>B27-1</td>
<td>Tensile</td>
<td>1.03</td>
<td>6.1</td>
<td>3631</td>
<td>65</td>
</tr>
<tr>
<td>B27-2</td>
<td>Tensile</td>
<td>1.38</td>
<td>11.0</td>
<td>2360</td>
<td>65</td>
</tr>
<tr>
<td>B28-1</td>
<td>Tensile</td>
<td>1.68</td>
<td>16.2</td>
<td>2781</td>
<td>258</td>
</tr>
<tr>
<td>B28-2</td>
<td>Tensile</td>
<td>1.93</td>
<td>21.4</td>
<td>2979</td>
<td>381</td>
</tr>
<tr>
<td>Impacted then water saturated</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>B29-1</td>
<td>Tensile</td>
<td>1.38</td>
<td>11.0</td>
<td>2649</td>
<td>123</td>
</tr>
<tr>
<td>B29-2</td>
<td>Tensile</td>
<td>1.29</td>
<td>9.6</td>
<td>2410</td>
<td>110</td>
</tr>
<tr>
<td>1000h in room temperature water</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>B36-1</td>
<td>None</td>
<td>1.84</td>
<td>19.5</td>
<td>3524</td>
<td>192</td>
</tr>
<tr>
<td>B36-2</td>
<td>None</td>
<td>1.46</td>
<td>12.3</td>
<td>3029</td>
<td>54</td>
</tr>
</tbody>
</table>

**AIR GUN TESTS**

<table>
<thead>
<tr>
<th>Specimen number</th>
<th>Property tests</th>
<th>Velocity (m/s)</th>
<th>Energy (J)</th>
<th>C-Scan damage area (mm²)</th>
</tr>
</thead>
<tbody>
<tr>
<td>12.7 mm D, 0.0227 kg, — baseline</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>B22-3</td>
<td>Tensile</td>
<td>30.84</td>
<td>10.8</td>
<td>161</td>
</tr>
<tr>
<td>B22-4</td>
<td>Tensile</td>
<td>40.22</td>
<td>18.4</td>
<td>245</td>
</tr>
<tr>
<td>B23-3</td>
<td>Tensile</td>
<td>48.68</td>
<td>26.9</td>
<td>323</td>
</tr>
<tr>
<td>B23-4</td>
<td>Compression</td>
<td>30.82</td>
<td>10.8</td>
<td>142</td>
</tr>
<tr>
<td>B24-3</td>
<td>Compression</td>
<td>40.26</td>
<td>18.4</td>
<td>194</td>
</tr>
<tr>
<td>B24-4</td>
<td>Compression</td>
<td>48.21</td>
<td>26.4</td>
<td>258</td>
</tr>
<tr>
<td>B25-3</td>
<td>Fatigue</td>
<td>30.68</td>
<td>10.7</td>
<td>148</td>
</tr>
<tr>
<td>B25-4</td>
<td>Fatigue</td>
<td>31.14</td>
<td>11.0</td>
<td>135</td>
</tr>
<tr>
<td>B26-3</td>
<td>Fatigue</td>
<td>39.68</td>
<td>17.9</td>
<td>194</td>
</tr>
<tr>
<td>B26-4</td>
<td>Fatigue</td>
<td>40.23</td>
<td>18.4</td>
<td>148</td>
</tr>
<tr>
<td>B30-3</td>
<td>Tensile</td>
<td>53.74</td>
<td>32.8</td>
<td>129</td>
</tr>
<tr>
<td>B30-4</td>
<td>Compression</td>
<td>65.55</td>
<td>48.8</td>
<td>335</td>
</tr>
<tr>
<td>Water saturated</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>B27-3</td>
<td>Tensile</td>
<td>30.59</td>
<td>10.6</td>
<td>65</td>
</tr>
<tr>
<td>B27-4</td>
<td>Tensile</td>
<td>38.78</td>
<td>17.1</td>
<td>213</td>
</tr>
<tr>
<td>B28-3</td>
<td>Tensile</td>
<td>45.29</td>
<td>23.3</td>
<td>529</td>
</tr>
<tr>
<td>B28-4</td>
<td>Tensile</td>
<td>50.83</td>
<td>29.3</td>
<td>619</td>
</tr>
<tr>
<td>Impacted then water saturated</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>B29-3</td>
<td>Tensile</td>
<td>38.54</td>
<td>16.9</td>
<td>174</td>
</tr>
<tr>
<td>B29-4</td>
<td>Tensile</td>
<td>37.96</td>
<td>16.4</td>
<td>167</td>
</tr>
<tr>
<td>1000h in room temperature water</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>B36-3</td>
<td>None</td>
<td>41.50</td>
<td>19.5</td>
<td>61</td>
</tr>
<tr>
<td>B36-4</td>
<td>None</td>
<td>31.40</td>
<td>11.2</td>
<td>39</td>
</tr>
</tbody>
</table>
Fig. 16.1. Baseline impact damage vs kinetic energy correlation.

Fig. 16.2. Supporting baseline pendulum and air gun impact damage correlations.
16.2.2 Moisture Effects

As shown in Table 16.1, three different moisture conditions were examined. In the first, eight specimens were tested that had been saturated by soaking in 50°C distilled water for 3 months. The specimens were removed from water and immediately tested. In the second group, four specimens were tested and then subjected to a 3-month soak in 50°C distilled water. The idea here was to see if damaged areas are particularly susceptible to moisture degradation as reflected by the resulting property degradation. The final moisture condition examined was the standard presoak in room-temperature distilled water for 1000 h.

The water-saturated specimens (3 months at 50°C) exhibited major degradation in impact resistance, as shown in Fig. 16.4. As was mentioned in Chap. 8, specimens subjected to this presoak were somewhat damaged in the soaking, since material loss occurred. In addition, the impact specimens tended to blister on one side (the back side in the impact test*). The blistering appeared to be a debonding of the outer layer of matrix and is thought to be due to the veil or to binder gradients in the preform. In any event, the blisters appeared to interact with and aggravate the apparent impact damage, and this may be the source of much of the enhanced damage implied by the values reported in Fig. 16.4.

In contrast to the large effect of moisture shown in Fig. 16.4, the four specimens impacted after a presoak of 1000 h in room-temperature distilled water actually indicated an improvement in damage tolerance, as shown in Fig. 16.5. While this could be simply a reflection

*The specimens were consistently impacted on the side that exhibited the original ACC plaque number, which was the top of the plaque in the mold configuration. The back side of the impacted specimen thus corresponded to the bottom of the plaque, which contained the veil material (see Subsect. 1.2.2).
Fig. 16.4. Impact damage data for water-saturated specimens compared to baseline data and correlation.

Fig. 16.5. Impact damage data for specimens soaked 1000 h in room-temperature distilled water compared to baseline correlation.
of plaque variations, it is possible that the water plasticized the matrix somewhat, making it more flexible and less likely to craze and crack.

### 16.2.3 Brick-Drop Tests

The test results presented in the previous two subsections are all for smooth hemispherical steel impactor points. Brick drops, which are one of the loadings specified for the ACC Focal Project II pickup box design, provide an opportunity to determine if the results are applicable to impacts from more irregular objects.

Seven brick-drop tests were performed, as tabulated in Table 16.2. The bricks used had an average mass of 1.68 kg. The bricks were dropped from heights of 2.4, 2.1, 1.8, 1.5, 1.2, and 0.61 m (8, 7, 6, 5, 4, 2 ft). They were dropped so that they hit on a corner with the center of gravity in line with the impact point. The same clamped specimen design as in the previous case was used, and the bricks hit near the center of the plates.

Figures 16.6–16.8 are photographs of the backside of specimens impacted from 2.4, 1.8, and 1.6 m. In all cases, the damage was localized and does not appear to differ significantly from that produced in the pendulum and air-gun tests. Figure 16.9 compares damage areas produced by the brick drops with the average and design correlations from the pendulum and air-gun tests. With two exceptions, the brick drop points are below the average of the pendulum and air-gun data. The design curve bounds all but one point—the drop from 2.4 m.

<table>
<thead>
<tr>
<th>BRICK DROP TESTS</th>
<th>Specimen number</th>
<th>Property tests</th>
<th>Velocity (m/s)</th>
<th>Energy (J)</th>
<th>C-Scan damage area (mm²)</th>
</tr>
</thead>
<tbody>
<tr>
<td>B33-1</td>
<td>None</td>
<td>6.92</td>
<td>39.8</td>
<td>471</td>
<td></td>
</tr>
<tr>
<td>B33-2</td>
<td>None</td>
<td>5.99</td>
<td>29.8</td>
<td>234</td>
<td></td>
</tr>
<tr>
<td>B33-3</td>
<td>None</td>
<td>4.89</td>
<td>20.2</td>
<td>101</td>
<td></td>
</tr>
<tr>
<td>B33-4</td>
<td>None</td>
<td>5.99</td>
<td>30.1</td>
<td>328</td>
<td></td>
</tr>
<tr>
<td>B35-1</td>
<td>None</td>
<td>6.46</td>
<td>35.0</td>
<td>223</td>
<td></td>
</tr>
<tr>
<td>B35-2</td>
<td>None</td>
<td>5.45</td>
<td>24.7</td>
<td>230</td>
<td></td>
</tr>
<tr>
<td>B35-3</td>
<td>None</td>
<td>3.46</td>
<td>10.1</td>
<td>54</td>
<td></td>
</tr>
</tbody>
</table>

### 16.3 Degradation of Properties

As was indicated in Table 16.1, the baseline impact specimens were cut into either tensile, compression, or fatigue test specimens. Saturated moisture specimens were cut into tensile specimens. In all cases, five specimens were cut from each impact specimen, as shown in Fig. 16.10. The center specimen was centered on the damage area. The outer four specimens did not contain damage, and their results were averaged to obtain reference values against which the results from the center specimens were evaluated. All specimens were 25.4 mm wide.

All of the fatigue tests (R = 0.1) were performed at a single maximum stress level of 100 MPa, which corresponds to a 10,000 cycle life in undamaged material. It was assumed that the fatigue curves for impact-damaged specimens would be parallel to those of the undamaged
Fig. 16.6. Back side of specimen showing damage produced by 2.4-m (8-ft) brick drop.

Fig. 16.7. Back side of specimen showing damage produced by 1.8-m (6-ft) brick drop.
Fig. 16.8. Back side of specimen showing damage produced by 1.2-m (4-ft) brick drop.

Fig. 16.9. Impact damage data for specimens subjected to brick drops compared to baseline correlation and to design curve.
specimens. On this basis, the results of the 100-MPa tests were used to estimate the fatigue strength at $10^6$ cycles.

The results from the baseline specimens are shown in Fig. 16.11, where the relative strength (the strength from the center specimen relative to the average of that from the outer four) is shown as a function of damage area. Surprisingly, the trends in this figure are opposite to those found from similar tests of the reference composite. Tension and fatigue strengths appear to be unaffected by the damage, whereas compression strength is significantly affected. The latter is akin to the behavior of true laminants. This is understandable since failed mechanical property specimens of the chopped-fiber composite often exhibit “delaminations” between fiber layers in the vicinity of the failure surface.

In the case of the reference composite, tensile strength was most degraded by impact damage, followed by fatigue strength. Compressive strength was least degraded. Again, this is consistent with the fact that delaminations or splitting between fiber layers was rarely observed in the case of the CSM reference composite.

Also, none of the impacted chopped-fiber specimens from which tensile and fatigue specimens came appeared to have a significant number of broken fibers in the damage area (two of those from which compression specimens came did). This may explain the lack of an effect on tensile and fatigue strengths. In contrast, the reference CSM composite impacted specimens appeared to have more distinct cracks and broken fibers.

Figure 16.12 isolates the compressive strength points in Fig. 16.11 and compares them with the straight line correlation suggested for design use in Chap. 6 of Part 1. It is interesting to
Fig. 16.11. Relative residual strengths of specimens containing the damage area vs the damage area. The fatigue strength reduction corresponds to any cyclic life.

Fig. 16.12. Comparison of compressive failure points with calculated effect of equivalent circular holes.
compare the compressive failure points with the calculated strength of 25.4-mm-wide specimens with circular holes. That prediction is included in Fig. 6.12. It is based on the assumption that the SCF is 1.0, i.e., failure occurs when the average stress at the minimum area reaches the ultimate compressive strength of the material. Over most of the damage area range, the assumption of an equivalent circular hole provides a lower bound to the expected strength degradation; i.e., an impact damage area does have some inherent strength in compression. The inherent strength is not nearly as large as in tension, however, where it is postulated that the unbroken fibers still carry the load.

Figure 16.13 is the same as Fig. 16.11 except for the addition of tensile strength reduction points for two saturated moisture conditions:
1. saturated prior to impact testing, and
2. impact tested and then saturated.

As previously discussed, blistering that interacted with impact damage in the case of the pre-soaked specimens may be responsible for the data scatter in that case. Otherwise, even this extreme moisture condition appears to have only a moderate effect on residual strength.

As was pointed out in Ref. 2, these relative properties are pseudoproperties. Clearly, they depend on specimen width, at least in the case of compression.

Fig. 16.13. Moisture effect on relative residual tensile strength.
16.4 SUMMARY AND DISCUSSION

Based on the results of 24 baseline impact tests (12 pendulum and 12 air gun), it was found that impact damage in the Baydur 420 IMR/P4 chopped-fiber composite is of the same magnitude as in the reference CSM composite. In contrast with the reference composite, however, the damage area in the chopped-fiber composite correlates well with the kinetic energy of the impactor.

While water-saturated specimens (presoaked 3 months in distilled water at 50°C) were significantly more susceptible to impact damage, the standard 1000 h in room-temperature distilled water presoak actually improved impact resistance. This is attributed to the plasticizing effect of water on the matrix. Blistering caused by the long 50°C presoak probably added to the apparent impact damage in those specimens. It is concluded that realistic moisture exposure conditions should have no adverse effect on impact damage. Thus, the design curve derived from the baseline correlation should be applicable.

Seven brick-drop tests were performed. With a couple of exceptions, all of the damage areas were below that predicted by the average correlation from the baseline pendulum and air-gun tests. The design curve bounded all of the brick-drop data except for the highest drop (from 2.4 m). For moderate drops, the baseline design curve is adequate.

Baseline impact specimens were subsequently cut into either tension, compression, or fatigue specimens. These specimens were tested to establish the strength degradation due to the impact damage. The compressive strength was significantly degraded, while tensile strength and tensile fatigue strength were essentially unaffected. This is consistent with the observations that (1) the chopped-fiber composite is more prone to delaminations and splitting between fiber layers than the reference composite and (2) impact damage in the chopped-fiber composite seemed to be less likely to produce broken fibers than in the reference composite. Tensile- and fatigue-strength degradation were greater than compressive strength degradation in the reference composite.

Although the impact specimens that had been subjected to the standard moisture presoak of 1000 h in room-temperature water were not cut into mechanical property specimens, it is not expected that this condition would further degrade residual strength.
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