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Hohlraum Radiation-Drive Measurements on the Omega Laser
This article reports on experiments performed on the Omega laser in which the radiation drive is measured through the laser entrance hole. The measurements are analyzed and compare well with 2D LASNEX simulations. These results increase our confidence in our ability to predict radiation drive in laser driven hohlraums.

Hohlraum Energetics with Smooth Laser Beams
The article describes laser backscattering and x-ray drive measurements in gas-filled hohlraums. The experiments show improved energy coupling and reduced backscattering losses to a few percent level for NIF-like laser beam smoothing techniques.

Optimization of Beam Angles for the National Ignition Facility
The NIF laser now being built will have 48 beams passing through 72 ports on the target chamber. The locations of the ports have been chosen to optimize the flexibility and performance of the cylindrical indirect-drive option, while allowing direct-drive and tetrahedral indirect-drive experiments to be performed.

High-Energy X-Ray Microscopy at the National Ignition Facility
This paper describes analytical and numerical investigations performed to examine and rank x-ray imaging options for the NIF, which is currently under construction at Lawrence Livermore National Laboratory.

Laser–Electron Conversion Efficiency at Intensities Greater than 10^{19} W/cm^2
High-intensity laser–matter interactions above 10^{19} W/cm^2 are now experimentally accessible for the first time, and are of great interest because of the possibility of high-gain fusion in the “fast ignitor” concept. This paper presents measurements of the electrons produced by such an intense laser pulse incident on a massive solid target. Total conversion efficiency, mean electron energy, and electron cone-angle measurements are presented, demonstrating the importance of the target material in these high-intensity interactions.

Large-Aperture Color-Separation Gratings for Diverting Unconverted Light Away from the National Ignition Facility Target
Color-separation gratings offer a versatile way to diffract the unconverted laser light away from an ICF target. To demonstrate the feasibility of this concept, we have fabricated color-separation gratings at full NIF aperture for use on the Beamlet laser. This article discusses the theory, fabrication, and optical performance of the full-aperture color-separation grating.
FOREWORD

This issue of the *ICF Quarterly Report* focuses on the final section of the 192-arm, 1.8-MJ National Ignition Facility (NIF). We describe both technological advances necessary for optimal utilization of the delivered energy and the hohlraum physics resulting from extremely high energy densities.

Two articles belong to the first category. The conversion of infrared light to ultraviolet occurs at the tripler in the NIF’s Final Optics Assembly. It is then necessary to separate any unconverted (first- and second-harmonic) light from the tripled-frequency light passed to the target. “Large-Aperture Color-Separation Gratings for Diverting Unconverted Light Away from the NIF Target” (p. 33) describes the design and fabrication of novel diffraction gratings that fulfill this function. In both direct- and indirect-drive ICF, the symmetry of the capsule as it compresses is crucial. The NIF will have 48 clusters of four beams incident on targets. “Optimization of Beam Angles for the National Ignition Facility” (p. 15) presents the rationale used to assign beam angles for cylindrical indirect drive while still allowing direct-drive and tetrahedral indirect-drive experiments to be performed.

The high-energy environment near the NIF target complicates high-spatial-resolution x-ray microscopy, which has proved very useful in ICF studies. “High-Energy X-Ray Microscopy at the National Ignition Facility” (p. 23) investigates target-mounted pinholes and reflective-optic imaging systems as short- and long-term approaches.

“Hohlraum Radiation-Drive Measurements on the Omega Laser” (p. 1) combines experiments and computer simulations to clarify previous discrepancies between radiation temperatures measured through side holes on cylindrical hohlraums with those predicted from simulations. Side-hole measurements “see” a limited area of the opposite hohlraum wall and miss some laser hot spots that contribute significantly to the radiation temperature. The new results indicate the considerable advantage of measuring radiation temperature through the laser entrance hole (LEH) rather than through a side hole. Measurements made through the LEH are in much better agreement with simulations. “Hohlraum Energetics with Smooth Laser Beams” (p. 7) correlates measured radiation temperature with losses due to stimulated Brillouin scattering and stimulated Raman scattering. Our results demonstrate that beam smoothing with kinoform phase plates and smoothing by spectral dispersion is successful in limiting such scattering losses in low-Z, gas-filled hohlraums to a few percent at a laser intensity of $2 \times 10^{15}$ W/cm$^2$ and only 7% at an intensity of $4 \times 10^{15}$ W/cm$^2$.

The “fast ignitor” approach to laser fusion uses an ultrashort, intense laser pulse to create forward-directed “hot electrons” in the coronal plasma surrounding a target precompressed by another laser pulse. At the high laser intensities involved (on the order of $10^{19}$ W/cm$^2$), plasma electrons oscillate at relativistic energies. The feasibility of such a scheme depends, in part, on the efficiency with which laser energy can be transferred to forward-directed plasma electrons. “Laser–Electron Conversion Efficiency at Intensities Greater than $10^{19}$ W/cm$^2$” (p. 28) presents the first experimental demonstration of 30 to 40% conversion for 400-fs pulses of intensity 2 to $4 \times 10^{19}$ W/cm$^2$.

Michael D. Feit
Scientific Editor
Introduction

In the laser-driven, indirect-drive fusion scheme, laser beams are focused through the laser entrance holes (LEHs) onto the inside wall of a high-Z enclosure (hohlraum). The laser light is absorbed and converted into soft x rays that fill the hohlraum. These x rays heat a target capsule in the center so rapidly that ablation of the outer surface occurs. The rocket-like outward expansion of this material causes a reaction—an inward implosion of the remaining capsule material. For this reason, the x-ray radiation is referred to as the drive. Detailed knowledge of the radiation drive is of great interest and has been the objective of many hohlraum experiments over the last decade. The radiation is often characterized by a radiation temperature, $T_r$, which is defined by equating the total frequency-integrated radiation flux to a blackbody flux, $s(T)^4$, where $s$ is the Stefan–Boltzmann constant.

Time-dependent radiation temperatures have been measured extensively on Lawrence Livermore National Laboratory’s Nova laser using an absolutely calibrated, filtered diode array called Dante. In the Nova experiments, the Dante diagnostic was set up to measure the radiation flux emerging from a hole in the side of a hohlraum with a Dante angle ($\theta_D$ in Figure 1) of 90$^\circ$. Because this method only measures the radiation flux coming off the indirectly heated wall opposite the hole, the flux must be divided by the wall’s effective reflectivity, or albedo, to obtain the true radiation temperature near the wall. The albedo depends upon the material opacity, which varies with time, and must be calculated analytically or numerically. Although the peak temperatures measured through the “side holes” agree well with simulations, at early times the simulations under estimate the drive. This discrepancy has been attributed to uncertainties in the low-temperature opacities, and to scattered or reflected laser light hitting that part of the wall being measured.

The opacity is determined using an average atom model called XSN. At high temperatures (>200 eV), the wall losses modeled with XSN are quite close to those calculated with the more sophisticated STA model and with experiments. However, XSN opacity multipliers of 1.5 are needed to agree with the STA estimates at lower temperatures (<150 eV). The early time drive can also be recovered using a 1.5 multiplier on the XSN opacity and allowing 10% of the laser light to strike the wall, or by using a factor-of-three multiplier with no incident laser light.

Recently, proof-of-principle hohlraum experiments have been done at the Laboratory for Laser Energetics’ Omega laser facility. As many as 40 of Omega’s 60 beams irradiated Nova-scale hohlraums with up to 20 kJ of 351-nm wavelength light, delivered in a 1-ns flat-top pulse. Unlike experiments on Nova with a single
laser cone at an angle of 50° relative to the hohlraum axis, the laser beams for these experiments were distributed into three cones at angles of 21°, 42°, and 59°.

Thin-wall hohlraums were used to limit debris in the chamber and to allow both the laser spots and the imploded cores to be imaged. These hohlraums were constructed with 2-µm Au interior walls with a 100-µm-thick CH external overcoat for structural support. Their inside diameters were 1600 µm; their lengths varied from 2100 to 2800 µm, and some had a 500-µm-diam diagnostic hole drilled through their side.

In this article, we report on drive measurements and present 2D LASNEX simulations of these experiments. (Details about hohlraum simulations with LASNEX can be found in Reference 5.) In order to link this work to previous Nova experiments, we used the traditional side-hole technique and also measured the radiation flux through the LEH for the first time. Our experimental results and simulations indicate that the drive measurements made through the LEH are superior to those done through the side-hole. There is good agreement between the LEH experimental data and the simulations. In particular, the early time discrepancy seen in previous Nova experiments is no longer there. Furthermore, our simulations suggest that the radiation flux emerging from the LEH might be more representative of the drive on the capsule, because the line of sight through the LEH sees both the wall and the laser hot spots (Figure 1) as the capsule does, whereas the side hole’s line of sight only allows sampling the indirectly heated wall.

Experiments

The Dante diagnostic, which measures the radiation flux, is a ten-channel array of absolutely calibrated x-ray vacuum photodiode detectors combined with Al, Cr, and Ni photocathodes. Various thin filters and grazing-incidence mirrors are placed in front of the detectors, giving each channel a significant response in different parts of the spectrum. The spectral coverage ranges from 50 eV to 3000 eV, and the diodes’ outputs are recorded on 5-GHz bandwidth oscilloscopes. The system has a temporal response on the order of 200 ps. The data is analyzed (at 100-ps intervals) to find a smoothed spectrum that is consistent with the signal from each channel. Because the channels have some overlap in their spectral coverage, the task of smoothing the spectrum is well constrained. While some variation is possible in the details of the spectrum (by varying the amount of smoothing allowed), the integral over all energies changes little with these variations. As mentioned earlier, this flux (watts per steradian from a hole of known area and view angle) is conveniently characterized by a radiation temperature $T_r$, even though the smoothed spectrum is not necessarily Planckian (as shown later). To ensure that the Dante diagnostic was collecting radiation only along the direct line of sight and that a negligible amount of radiation was reaching it through the thin Au walls, shots with hohlraums having no diagnostic side hole were also measured from the side.

For some drive measurements, the radiation temperature was measured through the side hole ($\theta_D = 79°$ in Figure 1). The hohlraums used were 2800 µm long and were shot with 15 kJ of energy, using the two laser cones at 42° and 59°. Because $T_r$ was only measured through the side hole in the Nova shots, Nova experiments complementary to those done with Omega (using identical thin-walled hohlraums at a similar laser power) were also done. The $T_r$ measurements for the Omega and Nova thin-walled hohlraums and the simulated temperatures are shown in Figure 2.

The 10-eV difference between the Omega and Nova shots is due to beam-pointing differences. This difference is predicted both by the simulations and by simple view-factor calculations. The $T_r$ measured on Omega is colder, because the laser spots are further from the midplane area viewed by Dante. The simulations for the thin-walled hohlraums are similar at early times to those done previously for thick-walled (25-µm Au-wall) Nova hohlraums in that they also underestimate the temperature. However, we also found that the peak temperatures from the thin-walled hohlraums from both Omega and Nova were consistently 10 to 20 eV below their predicted values. This result contrasts with that for the thick-walled Nova hohlraums, where the simulated peak $T_r$ was always within a few eV of the experiment.

![Figure 2](50-00-0598-1160pb01)
From these thin-walled hohlraum experiments, it might appear that they are cooler than their thick-walled counterparts. However, simulations for hohlraums with Au wall thickness of 2 μm and 25 μm give identical radiation temperatures. This result is consistent with previous simple estimates showing that the burn-through time for 2 μm of Au, at $T_r = 200$ eV, is on the order of 2 ns, which is longer than the laser pulse’s duration. Moreover, as we will show, temperatures measured through the LEH are indeed as hot as predicted.

We now believe that the discrepancy in peak $T_{ir}$ as measured through the side-hole, is due to the way the holes were fabricated rather than to the wall thickness. For the thick-walled hohlraums used in previous Nova experiments, the side holes were lined with Be washers to prevent them closing up. In contrast, the side holes on the thin-walled hohlraums were not lined. They were simply drilled straight through, which makes the hole more susceptible to closure and tunnel obstruction effects.

Experiments on Nova were recently done with thick-walled hohlraums having holes constructed in the same way as those of the thin-walled hohlraums. Their peak temperatures were also consistently 10 to 12 eV below predictions. These experiments clearly showed that how the hole is fabricated has an effect on the measurements.

However, rather than dwelling on improvements to the diagnostic side hole, we decided to investigate a new method of measurement. We chose to measure the radiation temperature through the LEH.

Due to the “soccer ball” symmetry of Omega, many hohlraum orientations give an identical laser irradiation pattern. In one orientation, the Dante diagnostic viewed the hohlraum through the LEH at an angle of 37°. Besides measuring a flux that is more representative of the capsule drive, other practical advantages result from this measurement technique:

- Because the LEH is 2.5 times larger than the diagnostic hole, hole closure should be a less significant problem.
- The LEH viewing method is less invasive; a hole in the side of the hohlraum disturbs the cylindrical symmetry (which is amenable to 2D modeling) and adds to the radiation losses.
- The laser-heated blowoff seen through the LEH is hotter and less dense than the blowoff seen through the side hole; it should therefore be more transparent to the x-ray radiation that we are measuring.
- Typically, the capsules block Dante’s view of the wall across from the side hole, but LEH measurements can be made simultaneously with the implosions.
- Viewing the laser hot spots gives better measurements of hard x rays.

### Comparison to Simulations

Figures 3a and 3b show the radiation temperatures as measured through the LEH (along with the corresponding simulation data) for a 2100-μm- and 2300-μm-long hohlraum, respectively. Each shot had an energy of 15 kJ, but with 42° and 59° cone angles, respectively. There is good agreement between simulation and experimental data over the duration of the laser pulse. In particular, there is good agreement at early times. At 300 ps, the simulated and measured temperatures agree to within 5 eV. By comparison, there is a 20-eV discrepancy when the temperature is measured through the diagnostic hole in the side of the hohlraum, as described in the previous section. The insert in Figure 3b plots a typical measured spectrum, showing its non-Planckian distribution due to line emission in the coronal plasma.

The good agreement during the laser pulse between measurements through the LEH and the simulations indicates that we are accurately modeling the physics of the laser hot spot. When viewing the 2100-μm-long hohlraum at 37° through the LEH, we “see” six laser spots. These spots constitute 28% of the wall area under observation, which, in turn, equals 12% of the interior surface. However, simulations show that at $t = 300$ ps these laser hot spots account for over 70% of the flux. Therefore, at early times the radiation flux seen by the capsule and through the LEH is dominated by the laser-irradiated hot spots. At peak drive, the flux from the indirectly heated wall exceeds that from the hot spots. There is still good agreement up to 1.3 ns, because the indirectly heated wall is hot and correctly modeled.

Beyond this time, modeling and experiment diverge. However, with arguments based on energetics, it is difficult to explain how a hohlraum could continue to cool so rapidly. For this reason, we suspect that this late time discrepancy might be related to opacity modeling in the rapidly cooling plasma accumulating at the LEH. Indeed, more sophisticated opacity models show that the plasma in the LEH becomes more opaque in the thermal x-ray region than is predicted by the XSN model used in the simulations.

The good agreement between experiment and simulation is also seen for longer-duration, shaped laser pulses. In order to study time-dependent symmetry, several shots were done with a 2-ns stepped, shaped pulse. For these shots, the Dante diagnostic measured the radiation temperature through the LEH. In Figure 4, we show these measurements, along with the data from corresponding simulations. The shape of the laser pulse is shown in Figure 4a. For these longer pulses, there is sufficient time for the Au plasma ablating from the wall to fill the hohlraum.

LASNEX simulations indicate that electron densities between 10 and 20% of the critical density for 0.351-μm light ($9 \times 10^{21}$ cm$^{-3}$) are achieved. As a result of this plasma filling, there was a substantial
FIGURE 3. Radiation temperature seen through the LEH (black line) and the corresponding LASNEX simulations (gray line) for hohlraum lengths of (a) 2100 µm and (b) 2300 µm. (The error bars show the 3% uncertainty in $T_r$ that is typical for Dante measurements.) Insert in (b): spectrum of the radiation flux at 1.0 ns. (50-00-0598-1161pb01)

FIGURE 4. Radiation temperature seen through the LEH (black line) along with the LASNEX simulation (gray line) for stepped, shaped laser pulses. The hohlraum lengths are (a) 2100 µm and (b) 2200 µm, respectively. The laser power, shown as the dark gray line in (a), is given in arbitrary units to show the pulse shape. (50-00-0598-1162pb01)
amount of measured stimulated Brillouin scattering (SBS) backscatter (10 to 20%). By comparison, the backscatter levels for the 1-ns pulses were always below a few percent. In the simulations, we reduced the incident laser power consistent with the measured backscattered levels over the second nanosecond of the laser pulse. Once again, as shown in Figure 4, there is a good agreement between the experiments and simulations.

**Analysis of the LEH Line of Sight**

We now examine how the radiation flux on the capsule compares to that emerging through the LEH in simulations. Consider a 2100-µm-long hohlraum being driven by 15-kJ laser at cone angles of 42° and 59°. In Figure 5 we have plotted the simulated temperatures of the flux on the capsule, of the flux through the LEH at 37.4°, of the flux through the side hole, and of the total flux (integrated over all angles) leaving the LEH. Our plot shows that the total LEH flux provides the measurement closest to the actual capsule drive. Next closest is the single line-of-sight LEH measurement at 37.4°, which is a bit higher than the capsule flux—but much closer than the single line-of-sight measurement made through the side hole.

In general, inferring true capsule drive from measurements made along any single line of sight requires albedo/geometry corrections. However, the simulated and experimental temperatures are in much better agreement for the LEH line-of-sight measurement, and it requires less correction than does the side-hole line of sight. For these reasons, we believe that temperature measurements through the LEH are more representative of the drive on the capsule.

Finally, we looked at the angular dependence of the radiation flux [\(\sim (T_r)^4\)] through the LEH. In Figure 5, the black lines in the insert are polar plots of the intensity per steradian (I/sr) of the radiation emerging from the simulated LEH (in arbitrary units) at 300 ps and 1 ns. For contrast, the gray lines show the Lambertian I/sr with the same integrated power (171 eV and 199 eV). A Lambertian intensity assumes a uniform wall temperature; the angular dependence comes from the projected area of the hole.

At small polar angles, where the diagnostic views the opposite LEH, the simulated LEH’s I/sr is much less than the equivalent Lambertian. The intensity rises rapidly as the LEH line of sight begins to view an admixture of re-emitting wall and hot spots. The simulated I/sr then drops roughly as the cosine of the polar angle (\(\cos \theta\)), since the projected area of the LEH decreases at larger angles.

At later times, when the wall albedo has risen and the emission is not so dominated by hot spots, the I/sr at angles greater than 25° from the polar axis is approximately Lambertian. Consequently, measurements made from any larger angle would provide fairly representative data about the total radiation energy escaping from the LEH.

At earlier times, when the hot spots dominate, the I/sr has more structure. A better diagnostic technique for measuring the capsule drive, especially at earlier times, would be to measure emission at several angles, thereby allowing us to properly perform the angular integration. We have long-term plans to develop such a diagnostic array.
Conclusions

Measuring the radiation drive through the LEH appears to be a much better diagnostic of the drive than is measuring through a side hole. At the LEH, hole closure, uncertainties in the low-temperature opacity, and stray laser light do not appear to be the problems they are at the side hole. Moreover, the raw (uncorrected) temperature is more representative of the capsule drive. We plan to develop this method further to allow measuring future hohlraums, such as those that will be used at the National Ignition Facility.
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Introduction

The controlled and efficient coupling of laser or ion-beam energy to a fusion target is a key issue in inertial confinement fusion research. In the indirect-drive approach, current ignition designs for the National Ignition Facility (NIF) use high-Z hohlraums as radiation enclosures that are heated with shaped, high-power laser beams with more than 1-MJ energy. At the inner wall of the hohlraum, the heater beam power is converted into soft x rays characterized by a radiation temperature $T_{\text{rad}}$ (Refs. 3–6). The x rays drive the implosion of the fusion capsule by x-ray ablation pressure. Integrated radiation-hydrodynamic LASNEX simulations of both the hohlraum and capsule conditions show a significant fusion yield of 16 MJ when using hohlraums filled with a low-Z gas. The gas inhibits movements of the laser absorption and x-ray emission region and prevents early axial stagnation of the high-Z plasma blowoff. These are important properties of gas-filled hohlraums for maintaining radiation symmetry and a symmetric, high-convergence, high-yield implosion of the fusion capsule.

We present complementary measurements of radiation temperatures and stimulated scattering losses arising from stimulated Brillouin scattering (SBS) and stimulated Raman scattering (SRS) from laser-driven, ignition-type hohlraums. We show that the x-ray production in gas-filled hohlraums is reasonably well described by radiation-hydrodynamic LASNEX modeling and by scaling laws when taking into account the scattering losses. The experiments further show that laser-beam smoothing techniques are successful for the controlled and efficient production of ignition-relevant hohlraum plasmas. This result was obtained with two different laser pulse shapes. One resulted in laser intensities of $2 \times 10^{15}$ W/cm$^2$ to study hohlraums heated with the same intensities as those planned for the NIF. In addition, hohlraum conditions were investigated with a second laser pulse shape with higher intensities, reaching $4 \times 10^{15}$ W/cm$^2$, to investigate scalings and the physics of high-temperature hohlraums.

In this study, we demonstrate that SBS and SRS losses from hohlraums heated with intensities of $2 \times 10^{15}$ W/cm$^2$ can be controlled and reduced to the 3% level by applying laser-beam smoothing techniques. For higher heater-beam intensities of $4 \times 10^{15}$ W/cm$^2$, the best smoothing condition resulted in a maximum loss of 7%. These findings are consistent with experimental observations and calculations showing that filamentation and gain for SBS and SRS are reduced in hohlraum plasmas by the suppression of hot spots in the smoothed laser beams. In the $2 \times 10^{15}$ W/cm$^2$ case, the radiation temperature increases by ~15 eV, showing clear evidence of improved laser–energy coupling into the hohlraum. Table 1 identifies the acronyms used in this article.

Table 1. List of acronyms and definitions.

<table>
<thead>
<tr>
<th>Acronym</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>FABS</td>
<td>full-aperture backscattering diagnostic</td>
</tr>
<tr>
<td>KPP</td>
<td>kinoform phase plate</td>
</tr>
<tr>
<td>LEH</td>
<td>laser entrance hole</td>
</tr>
<tr>
<td>NBI</td>
<td>near-backscattering imager</td>
</tr>
<tr>
<td>NIF</td>
<td>National Ignition Facility</td>
</tr>
<tr>
<td>PCD</td>
<td>photoconductive detector</td>
</tr>
<tr>
<td>PS22</td>
<td>pulse shape number 22: 7-TW foot to 17-TW peak power, total energy = 29 kJ (see Figure 6b)</td>
</tr>
<tr>
<td>PS26</td>
<td>pulse shape number 26: 5-TW foot to 25-TW peak power, total energy = 31 kJ (see Figure 7c)</td>
</tr>
<tr>
<td>RPP</td>
<td>random phase plate</td>
</tr>
<tr>
<td>SBS</td>
<td>stimulated Brillouin scattering</td>
</tr>
<tr>
<td>SRS</td>
<td>stimulated Raman scattering</td>
</tr>
<tr>
<td>SSD</td>
<td>smoothing by spectral dispersion</td>
</tr>
</tbody>
</table>

*Centre D’Etudes de Limeil-Valenton, Villeneuve Saint-Georges, France
Experiment

The experiments were performed at the Nova laser facility at Lawrence Livermore National Laboratory. As shown in Figure 1, we used cylindrical hohlraums that were 2.75 mm long and 1.6 mm in diameter, the standard size for capsule implosions and current benchmarking experiments at Nova. On each side, five laser beams enter the hohlraum through laser entrance holes (LEHs). In addition to empty hohlraums, we shot hohlraums filled with 1 atm of methane (CH₄) and used 0.35-µm-thick polyimide to cover holes. The hohlraums were heated with a total of ten shaped laser beams of 2.4-ns duration. The pulses rose from a 7-TW foot to 17-TW peak power (pulse shape number 22, hereafter PS22) or from 5 TW to 25 TW (pulse shape number 26, PS26). Total energies supplied to the target were 29 kJ and 31 kJ, respectively.

Experiments were performed with standard, unsmoothed Nova beams and with two types of beam-smoothing conditions. The beams were smoothed by using kinoform phase plates (KPPs), which break each beam into many several-millimeter-scale beamlets. The diffraction-limited focal spots are then superposed in the target plane, producing an intensity envelope without large scale-length inhomogeneities, but consisting of fine-scale hot spots (speckles). The focal spot was further smoothed through the use of smoothing by spectral dispersion (SSD). In essence, the bandwidth of 0.22 nm at 1 W, together with a dispersive grating in the beamline, serves to move the speckles in the focal plane on time scales (~5 ps) that are short compared with that required for hot spots to form a filament in the plasma (~10 to 20 ps). The configuration resulted in peak laser intensities of 2 to 4 × 10¹⁵ W/cm² at the LEHs, values that are comparable to those anticipated in NIF hohlraums (namely, 2 × 10¹⁵ W/cm²).

Radiation temperatures were measured with a broadband-filter, x-ray diode array, and fast scopes (Dante detector). This instrument measures the radiation flux per steradian, temporally and spectrally resolved φ(t,ν), emitted along the collimated line of sight from the indirectly heated wall opposite a 450-µm-diam diagnostic hole in the side of the hohlraum (see Figure 1). We obtained the hohlraum wall temperature by

\[ \nu(t) = \sigma [T_{wall}(t)]^4 A_d, \]

where \( \nu(t) \) is the frequency-integrated radiation flux (0 to 2 keV) emitted from the wall through a diagnostic hole (area \( A_d \)), and \( \sigma \) is the Stefan–Boltzmann constant. Closure effects of the diagnostic hole at late times were mitigated using a Be-lined hole. In addition to Dante measurements, we fielded a photoconductive detector (PCD) on the PS26 experiments, which provided a radiation-temperature measurement through the 1.2-mm-diam LEH at a polar angle of 25°, for which closure effects are less important.

We used three independent detection systems for a complete measurement of the scattering losses. Backscattering into the lens of one of the Nova laser beams was detected with a full-aperture backscattering diagnostic (FABS). The light was imaged onto a frosted silica plate and detected temporally and spectrally resolved. For this purpose, we used properly filtered diodes with a temporal resolution of up to ~100 ps, a 0.25-m spectrometer for SRS, and a 0.75-m spectrometer for SBS. The spectrometers were equipped with optical streak cameras, resulting in a temporal resolution of ~30 ps. The entire detection system was absolutely calibrated in situ by retroreflecting 8% of a full-power laser shot into the detector. Light scattered at larger angles, up to 22°, was measured with a near-backscattering imager (NBI). This device consisted of a calibrated Al scatter plate mounted around the lens and 2D imaging detectors for SBS and SRS. Light scattered at larger angles was collected with calibrated diodes.

Experimental Results and Discussion

Figure 2 compares experimental wall temperatures from Dante and time-integrated SBS and SRS losses of CH₄-filled and empty hohlraums for various beam-smoothing conditions. Data is shown for the PS22 experiments only because no measurements were performed for PS26 without laser-beam smoothing. We observe a clear correlation of these quantities. For gas-filled hohlraums, the total scattering losses are reduced from 18% ± 3% for unsmoothed laser beams to 3% ± 1% when applying KPPs plus 0.22-nm SSD.

![Figure 1. Schematic of a hohlraum target showing the views of the detectors.](08-00-0598-1178pb01)
Simultaneously, the temperatures increase by 15 eV. These results were found to be insensitive to variations in laser-beam focusing or to the laser power during the low-intensity foot. For hohlraums heated with smoothed laser beams, LASNEX simulations show that the Dante-measured radiation temperatures may be 5 eV higher than those for unsmoothed beams merely due to suppression of laser-beam deflection. This result is expected because unsmoothed Nova beams are deflected away from the midplane of the hohlraum, where wall temperatures are measured. The additional 10-eV increase in hohlraum temperatures observed in this study for smoothed laser beams is consistent with the reduction of backscatter losses, and it is clear evidence of improved energy coupling into the hohlraum.

Our scattering measurements indicate that filamentation of the laser beams is suppressed when applying beam smoothing, thus explaining the low scattering losses in the present experiments. Figure 3 shows SRS spectra at 1.8 ns < t < 2 ns for the various smoothing conditions. The long-wavelength Raman feature at 550 nm plasma originates from plasma regions with $T_e = 3$ keV, $n_e = 7 \times 10^{20}$ cm$^{-3}$. Using LASNEX simulations of the low-density plasma, which have been benchmarked against Thomson scattering measurements, we find that the scattering at 550 nm arises from the CH plasma in the LEH region of the hohlraum. The width of 30 nm for the best smoothing condition (KPP plus SSD) is consistent with calculations of the damping and growth rate of electron plasma waves using the experimental parameters ($T_e = 3$ keV, $n_e = 7 \times 10^{20}$ cm$^{-3}$, $\theta = 180^\circ$ angle of observation, $2 \times 10^{13}$ W/cm$^2$, and $\lambda_0 = 351.1$ nm) in addition to estimates for the length of the interaction using simulated density gradients. The Raman signal at shorter wavelengths, 400 nm < $\lambda$ < 530 nm, originates from plasma regions with much lower densities (1 to 7% $n_{cr}$) than the average density of the methane plasma. The appearance of SRS from such low densities can be interpreted as an indication of filamentation of the laser beams. The short-wavelength Raman signal is gradually suppressed with improved beam smoothing because of the reduction of energy in hot spots, which produce filamentation (KPP only), and the reduction of the filamentation rate of hot spots (with additional SSD).
These experimental observations are consistent with calculations of the filamentation threshold. For our plasma conditions, they show that the laser beams filament for intensities of \( I > 5 \times 10^{15} \text{ W/cm}^2 \). For unsmoothed laser beams, more than 30% of the laser beam exceeds this threshold in the LEH region, where Raman scattering occurs (see Figure 4a). On the other hand, a smoothed laser beam shows a significantly smaller fraction of high-intensity spots. Typically less than 5% of a Nova beam smoothed with a KPP is above the filamentation threshold; therefore, such beams are more stable against filamentation.

The favorable intensity distribution in the KPP-smoothed laser beams at the LEH explains the reduction of SRS losses by a factor of 6. Figure 4a shows the intensity distribution in the beam at the LEH, and Figure 4b shows the intensity distribution at the Au–gas interface. Absorption of the laser beam is neglected in these calculations. The intensity distribution in the beam at the LEH is more favorable than at the Au–gas interface, where calculations show the highest gain for SBS. Therefore, we expect a smaller reduction of SBS losses when applying beam smoothing. This picture is consistent with a reduction of the SBS losses by only a factor of 2 when applying KPP smoothing as observed in the experiment (Figure 2b).

F3D simulations of filamentation and SBS in flowing Au plasma have shown that the SBS with random phase plate (RPP) or KPP illumination is reduced modestly when SSD is added. The simulations are about 50 ps long and use plasma parameters deduced from LASNEX and an average laser intensity of \( 3 \times 10^{15} \text{ W/cm}^2 \). The simulation assumes that the interaction occurs near the focal plane of an /f/4 optic such that the hot-spot structure has the characteristic size of f/4 speckles and a speckle intensity distribution \( P(I) = \exp(I/I_0) / (I_0) \).

The length of the Au region, 210 µm, is similar to the LASNEX simulations (with an axial flow gradient that limits the gain of SBS), but the transverse size of the simulation region is much smaller than the laser beam spot size. The reduction is similar to that observed in the experiments and is associated with the control of hot-spot self-focusing.

The suppression of filamentation in the low-Z plasma for smoothed beams is also consistent with the spatially resolved measurements of the SBS signal.
Figure 5 shows the backscattered SBS light observed with the NBI detector. For smoothed laser beams (Figure 5a) the Brillouin signal is scattered back almost straight into the lens (which is represented by the black, circular surface in the center of the image). Only a small spatial shift of the backscattered light of $2^\circ \pm 1^\circ$ can be seen. On the other hand, unsmoothed laser beams show a backscattered Brillouin signal that is spatially shifted by up to $8^\circ \pm 1^\circ$ away from the straight-backward direction (Figure 5b).

These observations can be interpreted in the following way. As laser beams traverse the low-density plasma on their way to the hohlraum wall, they filament in the low-Z plasma in the LEH region and are deflected towards the LEH. SBS occurs when the beam reaches the high-Z Au plasma of the hohlraum wall and is scattered back, but will not retrace the incoming path, resulting in a spatial shift of the SBS signal as observed with the NBI detector. This interpretation is consistent with so-called spot motion experiments\cite{18,33} and with calculations\cite{34} for unsmoothed laser beams. The experiments described by Delamater et al.\cite{18} and Kauffman et al.\cite{33} show a deflection of laser beams toward the LEHs, which was greatly reduced when beam-smoothing techniques were applied. The calculations by Hinkel et al.\cite{34} show a deflection of unsmoothed laser beams by about $6^\circ$ for parameters similar to those in this study. Those results are in reasonable agreement with the observation in Figure 5.

For unsmoothed beams, our measurements with the FABS and the NBI show that 40% of the SBS light is scattered straight back into the lens, and 60% is scattered at larger angles. The light is mostly scattered in the downward direction, which is consistent with a deflection of the incoming laser beam toward the LEH. For smoothed beams, on the other hand, more than 85% of the light is scattered straight back into the lens, indicating that beam deflection is effectively suppressed.

Figure 6a compares the measured and calculated hohlraum wall temperatures as a function of time for a PS22 experiment. The calculations use corrected pulse shapes; i.e., scattering losses due to SBS and SRS were subtracted to obtain the laser power absorbed in the hohlraum, as shown in Figure 6b. Some discrepancies between the measured and calculated temperatures can be seen during the low-intensity foot with $t > t_0 + 1$ ns, and at the end of the hohlraum heating for $t > t_0 + 2$ ns. In the first case, we typically observe that the LASNEX simulations underestimate the temperatures by 10 to 15 eV. We observe this discrepancy when using higher laser intensities during the foot of the pulse, as in the PS22 experiments. A model was developed\cite{12} that accounts for this underestimation. The model postulates that energy is transported directly to the hohlraum wall, seen by the Dante detector, due to laser sidescattering or electron transport. The result is a larger wall temperature than that calculated. This model has not yet been confirmed experimentally. However, in ignition experiments, radiation temperature in the foot can be readily adjusted to provide appropriate initial shocks for the implosion of the fusion capsule by reducing the laser power during the foot. The LASNEX calculations agree well with the peak temperature seen with Dante.

The LASNEX simulations of x-ray flux were post-processed to match the viewing angle of both detectors. In addition, calculations were performed to estimate the effect of the Be-lined Dante “washer” on the modeled temperatures. The liner can affect the hohlraum temperature both by absorbing radiation and by injecting low-Z material into the hohlraum. We cannot model the structure directly because it is a 3D
feature on the side of the hohlraum. However, we can attempt to approximate its effect through simulations that include a Be sphere in the center of the numerical hohlraum that has the same area as the Be washer. During the period of peak drive, these simulations result in a temperature that averages approximately 3 eV cooler (not shown) than simulations without the Be sphere.

Figure 7a shows the measured hohlraum-wall temperature as a function of time for an experiment with PS26. The measurements of radiation temperature compare well to the results for detailed radiation hydrodynamic modeling. In particular, at the peak of the x-ray drive at \( t > t_0 + 1.8 \) ns, the measured and calculated temperatures match well. Once again, the calculations use corrected pulse shapes with SBS and SRS losses subtracted (see Figure c). To estimate the hohlraum radiation temperature \( T_{\text{rad}} \) for the purpose of simulating capsule implosion dynamics, we must include the fact that the capsule is irradiated by x rays from both the indirectly and directly heated hohlraum wall. To infer \( T_{\text{rad}} \), we use the time-dependent albedo \( \alpha(t) \), which is the ratio of the re-emitted flux over the incident flux,

\[
\alpha(T_{\text{wall}}(t))^4 = \alpha(t) \alpha(T_{\text{rad}}(t))^4.
\] (2)

For our conditions, we calculate with LASNEX a maximum albedo of \( \alpha = 0.8 \), resulting in a correction of 11 eV at the peak of the x-ray drive. Figure 7b, which shows the hohlraum radiation temperature as a function of time from the PCD, indicates the validity of this approach.

For both types of experiments, we find smaller temperatures for \( t > t_0 + 2 \) ns than the values calculated with LASNEX. It is plausible that the effects of diagnostic hole closure start to become important at that time because the laser power is decreasing, and calculations show that cold blowoff plasma from the walls starts to move into the line of sight of the detector.

More recently, we began working on a detailed experimental verification of the calculated, averaged charge number \( Z \) of the gold plasma. The charge number is an important parameter in calculations of radiation production. Testing the calculations might help us to understand the observed discrepancy at late times in that a possible overestimation of \( Z \) at late times will result in an overestimation of the radiation temperature as well.

When comparing the scattering losses for both types of experiments at different laser power (Figures 6b and 7c), we find that SBS losses increase significantly when increasing the laser power from PS22 to PS26. On the other hand, the losses by SRS are constant at approximately 1% of the incident laser energy. The SRS result
can be explained because the optical measurements for PS26 show narrow SRS spectra and no obvious beam deflection, very similar to the PS22 experiments described above. Figure 8 compares scattering losses observed with PS22 and PS26 for the various experiments. The increase of SBS losses with increasing laser power is not yet understood. The increase could be due to larger gain for the higher intensities encountered with PS26, or to the (spatial) laser amplitude modulations at the high fluences. Calculations are presently being performed to resolve this issue. Although most of the losses for PS26 occur after the maximum laser intensity, so that peak radiation temperatures are not affected, apparently SSD must be applied to reduce the scattering losses to acceptable small levels (5 to 10%).

\[ \eta P = AS_a + (A_{\text{hole}} + A_{\text{cap}})S_r. \]  

(3)

This relation equates the power of the laser beams \( P \) with the absorbed flux \( S_a \) in the hohlraum wall of area \( A \) and the reradiated flux \( S_r \) through holes (area \( A_{\text{hole}} \)) or on the capsule (area \( A_{\text{cap}} \)). For Figure 4, we used constants from Reference 13 and a laser conversion of \( \eta = 0.90 \). The laser pulse was integrated only over the high-power part (0.8 to 1.8 ns), therefore neglecting the contribution of the low-power foot to the radiation temperature. This simplified model compares well to a more detailed scaling developed in Reference 35, which includes the foot contribution and results in \( \eta = 0.85 \). These values are in reasonable agreement with LASNEX simulations, which result in \( \eta = 0.8 \) to 0.9 (Ref. 12). The radiation temperatures of both the gas-filled and empty hohlraums compare well with each other and follow the scaling.

**Conclusions**

We have demonstrated effective coupling of laser power in gas-filled inertial confinement fusion hohlraums by controlling and reducing laser scattering losses with laser beam smoothing techniques. This is an important result for present target designs of future ignition experiments, e.g., at the NIF. For the large-scale-length hohlraums of the NIF, calculations show that a symmetric high-yield capsule implosion
can be achieved when filling the hohlraum with a low-
Z gas to reduce the inward motion of the Au blowoff
plasma from the hohlraum walls. We expect laser
backscattering losses, which are caused by the addition
of the gas, to be reduced when using laser beam
smoothing with KPPs and by spectral dispersion. These
techniques were included in the NIF design. Future
experiments at Nova will test the specific SSD design
that will be used in the NIF. It will also be important to
extend the laser backscattering measurements of this
study by using an f/8 focusing lens, which will be used
at the NIF, and by testing other laser beam smoothing
techniques, such as polarization smoothing, that might
further reduce backscattering losses. In addition to new
experiments, we are working on a more detailed com-
parison of the trends observed in the scattering mea-
surements with calculations using the laser–plasma
interaction code F3D.

The beneficial effects of the laser beam smooth-
ing techniques were clearly seen in the radiation-
temperature measurements of this study. We showed
that radiation temperatures of both gas-filled and
empty scale-1 hohlraums increase with KPP and KPP
plus SSD and exceed 230 eV. They are reasonably well
described by radiation hydrodynamic (LASNEX) mod-
ing and scalings. The peak temperatures agree with
the modeling, with a standard deviation of 4 eV, thus
increasing our confidence in calculations for future
inertial confinement fusion experiments.
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Introduction

The National Ignition Facility (NIF), now being built at Lawrence Livermore National Laboratory, is a 1.8-MJ Nd-glass laser with 192 beamlets. The beamlets are grouped into 48 quads of 4 beamlets each. The spherical target chamber has 72 ports arranged in ten rings at latitudes 23.5°, 30°, 44.5°, 50°, 77.5°, 102.5°, 130°, 135.5°, 150° and 156.5°, with 4, 4, 8, 8, 12, 12, 8, 8, 4, and 4 ports, respectively, per ring evenly spaced azimuthally within each ring. The locations of the NIF ports have been chosen to optimize flexibility and performance so that three different drive options are possible—direct drive and two types of indirect drive. This article describes the rationale for choosing the final NIF beam angles to maximize flexibility regarding the three different drive options.

Inertial confinement fusion (ICF) has two main approaches: indirect drive\(^1\) and direct drive.\(^2\) In both cases, a thin, spherical, hollow shell (capsule) containing deuterium–tritium (DT) fuel is subjected to intense radiation, causing the shell to implode. The implosion compresses the fuel and brings it to a density and temperature at which a runaway nuclear fusion reaction occurs. In direct drive, a laser is used to directly irradiate the capsule. In indirect drive, the laser is directed into a hohlraum containing the capsule, generating secondary x rays that irradiate the capsule. In both approaches, the outer layers of the irradiated capsule are ablated, causing high pressures that compress the DT fuel, and raising the density and temperature to the point at which a nuclear fusion reaction occurs.

For significant burn to occur, it is important that the shell remain spherical up to the point of ignition, requiring, in turn, a very uniform radiation flux on the shell. The capsule must be compressed by a factor of 30 to 40 (Ref. 3), which requires a drive asymmetry of less than roughly 1%.

Drive asymmetry can be expressed as a sum of spherical harmonics:

\[
f(\theta, \varphi) = \sum_{l,m} a_{lm} Y_{lm}(\theta, \varphi) ,
\]

where \( Y_{lm}(\theta, \varphi) \) are the spherical harmonics,

\[
\int Y_{lm}(\theta, \varphi) Y_{l'm'}^{*}(\theta, \varphi) \sin(\theta) d\theta d\varphi = \delta_{ll'} \delta_{mm'} ,
\]

\( l \) ranges from zero to infinity, and \( m \) ranges from \(-l\) to \(+l\). If the flux asymmetry is azimuthally symmetric, then \( a_{lm} = 0 \) for \( m \neq 0 \), and it becomes convenient to expand the asymmetry as a sum of Legendre polynomials:

\[
f(\theta, \varphi) = \sum_{l} a_{l} P_{l}(\cos \theta) ,
\]

where

\[
\int_{-1}^{1} P_{m}(x) P_{n}(x) dx = \frac{\delta_{mn}}{n + \frac{1}{2}} .
\]

The NIF will allow for two indirect-drive options: cylindrical indirect drive and tetrahedral indirect drive. In cylindrical indirect-drive geometry, the hohlraum has the shape of a cylinder, with the laser entrance holes (LEHs) at the ends of the cylinder, and the laser beams are arranged in rings on the hohlraum wall. In the NIF, 48 quads of 4 beamlets each will be...
pointed to illuminate the hohlraum wall in two rings per side, an inner ring on the waist plane at 90° and an outer ring at about 50° from the hohlraum axis, as shown in Figure 1. Because of the approximate azimuthal symmetry and left/right symmetry, the capsule flux asymmetry has components consisting primarily of the even Legendre polynomials. As the hohlraum walls move inward, the location of the rings on the walls changes. The second Legendre polynomial $P_2$ of the capsule flux asymmetry can be eliminated in a time-varying way by varying the relative power between the inner and outer rings. The fourth moment $P_4$ can be averaged to zero by choosing a suitable hohlraum length. Higher moments are small because of the smoothing effect of x-ray transport between the walls and the capsule.4

Tetrahedral indirect drive, which uses a hohlraum that is spherical instead of cylindrical, is a new form of indirect drive.5,6 Instead of two LEHs, four LEHs are arranged in a tetrahedral configuration. Figure 2 shows a tetrahedral hohlraum with some of its beams. This configuration leads to greater radiation losses, but there are some symmetry advantages. Instead of distinct rings on the hohlraum wall, the beams are scattered all over the hohlraum wall. In all formulations considered to date, an identical pattern of beams goes through each of the four holes, and it is this requirement that has impacted the selection of the NIF beam angles.

Requirements of Cylindrical Indirect Drive

As shown in Figure 1, cylindrical hohlraums on the NIF will be illuminated by a ring of beams on the waist plane at 90°, called the inner rings, and by a ring of beams on each side at about 50°, called the outer rings. The flux asymmetry at the capsule will be mostly $P_2$ and $P_4$. The positive $P_2$ contribution from the outer rings must balance the negative $P_2$ contribution from the inner rings and the lack of radiation from the LEHs. As the albedo of the hohlraum wall increases, the importance of the lack of radiation from the LEHs increases, which makes $P_2$ more negative. As time advances, the walls move in, causing the emission of radiation to move out towards the LEHs, which makes $P_2$ more positive. Thus, the relative power balance between the inner and outer beams must be changed to keep $P_2 = 0$.

The first NIF target designs put the inner and outer beams on two lines of latitude per side on the target chamber at about 33° and 61°. In 1991, these angles were reduced to 26° and 54°. Later, we found it desirable to decrease the maximum angle to 50° to increase
clearance through the LEH. As the design of the laser progressed, it was found that there was insufficient room on the target chamber for eight ports in each line of latitude. Thus, the eight ports at 26° were split into two rings of four ports each at 23.5° and 30°, and the eight ports at 50° were split into two rings of four ports each at 46.5° and 50°, with the azimuthal angles of each of the two subrings interleaved and evenly spaced. These angles were selected because they provided the minimum separation necessary for the ports to fit on the target chamber. We have now switched ring 3 from 46° to 44.5° to accommodate direct drive and to increase flexibility. Ring 3 can be moved outwards to form a two-ring configuration, or it can be moved inwards to form a three-ring configuration, as shown in Figure 3.

As shown in Table 1, we examined four sets of ring angles in detail. For the sets with ring 3 at 46°, ring 3 was moved in by 300 µm to form a 3-ring configuration, or it was moved out by 341 µm to form a 2-ring configuration. For each of these sets of ring angles, we moved ring 3 and ring 4 in or out together as a unit to assess the robustness of our hohlraum designs.

Figure 4 shows how the calculated yield, expressed in MJ, varied as a function of the outer beam offset. Each 2D calculation was integrated, in the sense that each included laser beam transport, beam deposition and x-ray production, transport of x rays from the hohlraum wall to the capsule, capsule implosion, and thermonuclear burn. The yield of the first set of ring angles, with ring-3 angle at 41.6°, decreases sharply as the
beams are moved in because the beams hit the lip of the LEH. Undoubtedly, the proper offset would expand the range of usable yield. With this caveat, the robustness is relatively insensitive to the ring-3 angle. Because each laser beam is expected to have an rms pointing error of about 50 µm, any ring-3 angle between about 43° and 46.5° would have adequate robustness.

Two considerations drove our choice of the ring-3 angle. The first consideration was to maximize flexibility regarding different configurations. The smaller the ring-3 angle, the greater the distance those beams could be moved in or out before they hit the LEH. This consideration favors a smaller ring-3 angle. The second consideration was to accommodate ring 5 for direct drive. To avoid a ring of diagnostics on the equator, the ring-5 angle must be smaller than about 78°. As explained in the following section, direct-drive considerations imply that the ring-3 angle must then be larger than about 44°. We chose a value of 44.5° as a compromise between the two considerations.

### Requirements of Direct Drive

In direct drive, the laser directly illuminates the capsule. Thus, we require that the laser intensity be uniform to about 1%. We expand the capsule flux asymmetry in spherical harmonics as

\[
f(\theta, \varphi) = \sum_{l,m} a_{lm} Y_{lm}(\theta, \varphi) .
\]  

(3)

We assume that all beams produce the same azimuthally symmetric, normalized flux intensity \( b(\theta) \) on the capsule, with a Legendre decomposition

\[
b_l = \int b(\theta)p_l[\cos(\theta)]d\cos(\theta) / \int b(\theta)d\cos(\theta) ,
\]  

(4)

so that \( b_l \) is the reduction of mode \( l \) due to the beam pattern compared to a delta function. If \( w_i \) is the weight, or relative power, of the \( i \)th beam, it follows that

\[
a_{lm} = b_i \sum_{k} w_k Y_{lm}^*(\theta_k, \varphi_k) .
\]  

(5)

On the NIF, the direct-drive option has considered \( b(\theta) \) in the form of \( b(\theta) = \cos^p(\theta) \), with \( p \) between 1 and 3, for which

\[
b_l = \frac{\Gamma(p + 2)\Gamma(l - p - 1)}{2^{l-1}\Gamma(l + p + 3)/2} \sin[(l - p)\pi/2] \frac{\Gamma(l - p - 1)/2}{\Gamma(l - p - 1)/2} ,
\]  

(6)
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(6)
a function that decreases as \(1^{-p+3/2}\). This smooths out the higher modes, so we must select the placement of beams to minimize the lowest modes. If each beam has equal power, which maximizes the available energy, then we require that

\[
\sum_i Y_{l,m}^*(\theta_i, \phi_i)
\]

be as small as possible for the lowest few modes. Given the NIF design, the most important mode to eliminate is \(Y_{2,0}\), which is proportional to

\[
P_2(\theta) = \frac{3}{2} \cos^2(\theta) - \frac{1}{2} .
\]

With direct drive using four ports at 23.5°, eight ports at \(\theta_1\) such that 43° < \(\theta_1\) < 46.5°, and 12 ports on a fifth ring with \(\theta_3\) between 75° and 80°, we require that

\[
4P_2(23.5°) + 8P_2(\theta_3) + 12(\theta_5) = 0 .
\]

If we chose the desired value of \(\theta_3 = 43°\), then \(\theta_5 = 80.1°\), and the ports came too close to the diagnostic ports on the equator at \(\theta = 90°\). Thus, we chose \(\theta_3 = 44.5°\), with the corresponding selection of \(\theta_5 = 77.5°\).

**Requirements of Tetrahedral Indirect Drive**

Tetrahedral indirect drive is a third option for ignition on the NIF. The hohlraum is spherical, with four LEHs arranged in a tetrahedral configuration. If exact tetrahedral symmetry were maintained, then the capsule flux asymmetry would have no components of modes \(l = 1, 2, 5\), and only one component of \(l = 3\) and \(l = 4\). Exact tetrahedral symmetry inside the hohlraum requires that the beams come in sets of 12, with three beams going through each of the four LEHs, all at the same angle to the normal of the respective LEHs.\(^5\) To reduce costs, it was determined that the tetrahedral option would only use the ports already selected for cylindrical indirect drive and direct drive. This constraint precludes exact tetrahedral symmetry. We settled for a weaker symmetry in which each LEH has an identical configuration of beams going through it. Although this weaker symmetry brings in components of \(l = 1, 2, 5\), and extra components of \(l = 3\) and \(l = 4\), the flux at the capsule is still more symmetric than it would be if this weaker symmetry were violated.

The weaker symmetry constrains the azimuthal rotation of each ring of ports. The four LEHs are arranged with two of the LEHs at \(\theta = 54.7°\) \([\arccos(\sqrt{2}/\phi)]\), \(\phi = [0°, 180°]\), and two at \(\theta = 125.3°\), \(\phi = [90°, 270°]\). The two LEHs at 54.7° see a given ring of ports rotated 180° with respect to each other. Because the number of ports per ring is even, a rotation of 180° represents no change, so the two LEHs see an identical configuration of ports. The same argument holds for the two LEHs at 125.3°. To compare an LEH at 54.7° with an LEH at 125.3°, we transform \((\theta, \phi) \rightarrow (180° - \theta, 90° - \phi)\). Thus, for example, if ring 1 has a port at \(\phi = 15°\), ring 10 must have a port at 75°, and so on for each pair of supplementary rings.

Several other constraints exist for the azimuthal rotation of each ring of ports. These constraints can be expressed most easily in terms of klicks, defined as \(\{\phi_j\} = ([0, 1, 2, ..., N] + k) \times 360° / N\), where \(N\) is the number of ports in a given ring, and klick \(k\) satisfies 0 ≤ \(k\) ≤ 1. The weak symmetry constraint described in the previous paragraph is equivalent to \(k(1) + k(10) = 1\), where \(k(1)\) is the klick of the 1st ring.

We demand that the four ports of the first ring be evenly interwoven with the four ports of the second ring, so that \(|k(1) - k(2)| = 1/2\). Similarly, \(|k(3) - k(4)| = 1/2\). When combined with the first constraint, then we automatically also have \(|k(7) - k(8)| = |k(9) - k(10)| = 1/2\).

To keep the laser from being damaged, we demand that if a beam should miss the target and reach the opposite side of the target chamber, it will not hit another port, where it would then reenter the amplifier chain. This constraint is optimized if \(|k(1) - k(10)| = |1/4 or 3/4|\), \(|k(3) - k(8)| = |1/4 or 3/4|\), and \(|k(5) - k(6)| = 1/2\).

To reduce costs, as many ports on the ring at latitude 50° should lie on the same longitude as ports on the ring at latitude 77.5°. Then these aligned ports allow a beam to be switched between them with a fewer number of mirrors. This requirement is equivalent to \(k(4) - 2k(5) = \text{an integer}\). Once satisfied, the corresponding constraint, \(3k(7) - 2k(6) = \text{an integer}\), is automatically satisfied as well. However, this constraint precludes \(|k(5) - k(6)| = 1/2\). We relaxed this constraint to \(|k(5) - k(6)| > 5/16\), which is adequate for the beams to miss the ports on the opposite side of the target chamber.

These five constraints have 16 possible solutions, as follows:

- \(|k(1), k(2)| = |1/8, 5/8|\) or \(|3/8, 7/8|\) or \(|5/8, 1/8|\) or \(|7/8, 3/8|\).
- \(|k(3), k(4), k(5)| = |3/8, 5/8, 5/16|\) or \(|3/8, 5/8, 13/16|\) or \(|5/8, 3/8, 3/16|\) or \(|5/8, 3/8, 11/16|\).
- \(|k(6), k(7), k(8), k(9), k(10)| = 1 - |k(5), k(4), k(3), k(2), k(1)|\).

It has been difficult to choose among the 16 solutions on the basis of tetrahedral performance alone. The other options, cylindrical indirect drive and direct drive, are not affected by the klicks. By default, the laser designers have chosen the following set of klicks:

\(k = [14, 6, 6, 14, 13, 3, 2, 10, 10, 12]/16\), with the corresponding azimuthal angles of 78.75°, 33.75°, 16.875°, 39.375°, 24.375°, 5.625°, 5.625°, 28.125°, 56.25°, 11.25°.
Beam Switching

When switching from cylindrical indirect drive to direct drive, the 12 beams going through the ports on latitudes 30° and 50° must be switched to the ports on latitude 77.5°. In general, it is important to minimize the change in longitude when switching from one latitude to another. The tetrahedral indirect-drive option can use any combination of 48 ports out of 72, subject to the constraint that one does not pick two ports that are linked by a beam that switches from one port to another. Thus, the choice of which ports to link when switching from direct to indirect drive affects the tetrahedral option. The most important consideration is that the linkages be symmetric with respect to the four tetrahedral LEHs, so that four-hole symmetry can be maintained.

In selecting which of the 72 ports to use for the tetrahedral option, we require that each beam go through its corresponding LEH at an angle greater than 20° so that it does not hit the capsule at the center of the hohlraum, and at an angle less than 60° so that there is more clearance through the LEH and the beam does not skirt too close to the hohlraum wall as it passes through the hohlraum. We also require that the beams not land too close to an exit LEH; otherwise, the exit LEH may close prematurely. These constraints could not be simultaneously satisfied with all 48 beams. Therefore, only 44 beams, with 11 beams per LEH, will be used for the tetrahedral option. Figure 5 shows which ports will be used by the tetrahedral option and how the beams will be switched between ports. The preliminary NIF design had a switching arrangement that precluded the use of four of these 44 beams, but the final design now allows the use of all 44 beams.

Final Beam Angles

When designing the laser, 24 beams had to be moved about half a degree so there would be room for the beamlines and mirror mounts. These beams are identified in Table 2, which shows the coordinates for the 72 NIF ports. The table also shows which ports are used by each option, and how the ports are switched from direct to indirect drive. For the tetrahedral option, it shows which of the four LEHs the beam goes through. Each beam port will be located within 1/4 inch (0.05") of the designated location.
<table>
<thead>
<tr>
<th>Port Number</th>
<th>Polar angle $\theta$ (°)</th>
<th>Azimuthal angle $\phi$ (°)</th>
<th>Moved</th>
<th>Direct (D), Indirect (I), or Tetrahedral (T) switching</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>23.5</td>
<td>78.75</td>
<td>No</td>
<td>D I T1</td>
</tr>
<tr>
<td>2</td>
<td>23.5</td>
<td>168.75</td>
<td>No</td>
<td>D I T2</td>
</tr>
<tr>
<td>3</td>
<td>23.5</td>
<td>258.75</td>
<td>No</td>
<td>D I T2</td>
</tr>
<tr>
<td>4</td>
<td>23.5</td>
<td>348.75</td>
<td>No</td>
<td>D I T1</td>
</tr>
<tr>
<td>5</td>
<td>30.58</td>
<td>34.33</td>
<td>Yes</td>
<td>I</td>
</tr>
<tr>
<td>6</td>
<td>30</td>
<td>123.75</td>
<td>No</td>
<td>I T2</td>
</tr>
<tr>
<td>7</td>
<td>30.58</td>
<td>214.33</td>
<td>Yes</td>
<td>I</td>
</tr>
<tr>
<td>8</td>
<td>30</td>
<td>303.75</td>
<td>No</td>
<td>I T1</td>
</tr>
<tr>
<td>9</td>
<td>44.5</td>
<td>16.29</td>
<td>Yes</td>
<td>D I</td>
</tr>
<tr>
<td>10</td>
<td>44.5</td>
<td>62.46</td>
<td>Yes</td>
<td>D I T1</td>
</tr>
<tr>
<td>11</td>
<td>44.5</td>
<td>106.29</td>
<td>Yes</td>
<td>D I T2</td>
</tr>
<tr>
<td>12</td>
<td>44.5</td>
<td>152.46</td>
<td>Yes</td>
<td>D I T2</td>
</tr>
<tr>
<td>13</td>
<td>44.5</td>
<td>196.29</td>
<td>Yes</td>
<td>D I</td>
</tr>
<tr>
<td>14</td>
<td>44.5</td>
<td>242.46</td>
<td>Yes</td>
<td>D I T2</td>
</tr>
<tr>
<td>15</td>
<td>44.5</td>
<td>286.29</td>
<td>Yes</td>
<td>D I T1</td>
</tr>
<tr>
<td>16</td>
<td>44.5</td>
<td>332.46</td>
<td>Yes</td>
<td>D I T1</td>
</tr>
<tr>
<td>17</td>
<td>50</td>
<td>39.67</td>
<td>Yes</td>
<td>I</td>
</tr>
<tr>
<td>18</td>
<td>50</td>
<td>84.38</td>
<td>No</td>
<td>I</td>
</tr>
<tr>
<td>19</td>
<td>50</td>
<td>129.38</td>
<td>No</td>
<td>I</td>
</tr>
<tr>
<td>20</td>
<td>50</td>
<td>174.38</td>
<td>No</td>
<td>I</td>
</tr>
<tr>
<td>21</td>
<td>50</td>
<td>219.67</td>
<td>Yes</td>
<td>I</td>
</tr>
<tr>
<td>22</td>
<td>50</td>
<td>264.38</td>
<td>No</td>
<td>I</td>
</tr>
<tr>
<td>23</td>
<td>50</td>
<td>309.38</td>
<td>No</td>
<td>I</td>
</tr>
<tr>
<td>24</td>
<td>50</td>
<td>354.38</td>
<td>No</td>
<td>I</td>
</tr>
<tr>
<td>25</td>
<td>77.5</td>
<td>24.38</td>
<td>No</td>
<td>D T1</td>
</tr>
<tr>
<td>26</td>
<td>77.5</td>
<td>54.38</td>
<td>No</td>
<td>D T1</td>
</tr>
<tr>
<td>27</td>
<td>77.5</td>
<td>84.38</td>
<td>No</td>
<td>D T3</td>
</tr>
<tr>
<td>28</td>
<td>77.5</td>
<td>114.38</td>
<td>No</td>
<td>D</td>
</tr>
<tr>
<td>29</td>
<td>77.5</td>
<td>144.38</td>
<td>No</td>
<td>D T2</td>
</tr>
<tr>
<td>30</td>
<td>77.5</td>
<td>174.38</td>
<td>No</td>
<td>D T2</td>
</tr>
<tr>
<td>31</td>
<td>77.5</td>
<td>204.38</td>
<td>No</td>
<td>D T2</td>
</tr>
<tr>
<td>32</td>
<td>77.5</td>
<td>234.38</td>
<td>No</td>
<td>D T2</td>
</tr>
<tr>
<td>33</td>
<td>77.5</td>
<td>264.38</td>
<td>No</td>
<td>D T4</td>
</tr>
<tr>
<td>34</td>
<td>77.5</td>
<td>294.38</td>
<td>No</td>
<td>D</td>
</tr>
<tr>
<td>35</td>
<td>77.5</td>
<td>324.38</td>
<td>No</td>
<td>D T1</td>
</tr>
<tr>
<td>36</td>
<td>77.5</td>
<td>354.38</td>
<td>No</td>
<td>D T1</td>
</tr>
<tr>
<td>37</td>
<td>102.5</td>
<td>5.62</td>
<td>No</td>
<td>D T1</td>
</tr>
<tr>
<td>38</td>
<td>102.5</td>
<td>35.62</td>
<td>No</td>
<td>D T3</td>
</tr>
<tr>
<td>39</td>
<td>102.5</td>
<td>65.62</td>
<td>No</td>
<td>D T3</td>
</tr>
<tr>
<td>40</td>
<td>102.5</td>
<td>95.62</td>
<td>No</td>
<td>D T3</td>
</tr>
<tr>
<td>41</td>
<td>102.5</td>
<td>125.62</td>
<td>No</td>
<td>D T3</td>
</tr>
<tr>
<td>42</td>
<td>102.5</td>
<td>155.62</td>
<td>No</td>
<td>D</td>
</tr>
<tr>
<td>43</td>
<td>102.5</td>
<td>185.62</td>
<td>No</td>
<td>D T2</td>
</tr>
<tr>
<td>44</td>
<td>102.5</td>
<td>215.62</td>
<td>No</td>
<td>D T4</td>
</tr>
<tr>
<td>45</td>
<td>102.5</td>
<td>245.62</td>
<td>No</td>
<td>D T4</td>
</tr>
<tr>
<td>46</td>
<td>102.5</td>
<td>275.62</td>
<td>No</td>
<td>D T4</td>
</tr>
<tr>
<td>47</td>
<td>102.5</td>
<td>305.62</td>
<td>No</td>
<td>D T4</td>
</tr>
<tr>
<td>48</td>
<td>102.5</td>
<td>335.62</td>
<td>No</td>
<td>D</td>
</tr>
<tr>
<td>49</td>
<td>130</td>
<td>5.62</td>
<td>No</td>
<td>I</td>
</tr>
<tr>
<td>50</td>
<td>130</td>
<td>50.62</td>
<td>No</td>
<td>I</td>
</tr>
<tr>
<td>51</td>
<td>130</td>
<td>95.62</td>
<td>No</td>
<td>I</td>
</tr>
</tbody>
</table>
### Table 2. Final beam angles (continued).

<table>
<thead>
<tr>
<th>Port Number</th>
<th>Polar angle $\theta$ (°)</th>
<th>Azimuthal angle $\phi$ (°)</th>
<th>Moved</th>
<th>Direct (D), Indirect (I), or Tetrahedral (T)</th>
<th>Port switching</th>
</tr>
</thead>
<tbody>
<tr>
<td>52</td>
<td>130</td>
<td>140.33</td>
<td>Yes</td>
<td>I</td>
<td>41</td>
</tr>
<tr>
<td>53</td>
<td>130</td>
<td>185.62</td>
<td>No</td>
<td>I</td>
<td>43</td>
</tr>
<tr>
<td>54</td>
<td>130</td>
<td>230.62</td>
<td>No</td>
<td>I</td>
<td>44</td>
</tr>
<tr>
<td>55</td>
<td>130</td>
<td>275.62</td>
<td>No</td>
<td>I</td>
<td>46</td>
</tr>
<tr>
<td>56</td>
<td>130</td>
<td>320.33</td>
<td>Yes</td>
<td>I</td>
<td>47</td>
</tr>
<tr>
<td>57</td>
<td>135.5</td>
<td>27.54</td>
<td>Yes</td>
<td>D I T3</td>
<td>–</td>
</tr>
<tr>
<td>58</td>
<td>135.5</td>
<td>73.71</td>
<td>Yes</td>
<td>D I</td>
<td>–</td>
</tr>
<tr>
<td>59</td>
<td>135.5</td>
<td>117.54</td>
<td>Yes</td>
<td>D I T3</td>
<td>–</td>
</tr>
<tr>
<td>60</td>
<td>135.5</td>
<td>163.71</td>
<td>Yes</td>
<td>D I T3</td>
<td>–</td>
</tr>
<tr>
<td>61</td>
<td>135.5</td>
<td>207.54</td>
<td>Yes</td>
<td>D I T4</td>
<td>–</td>
</tr>
<tr>
<td>62</td>
<td>135.5</td>
<td>253.71</td>
<td>Yes</td>
<td>D I</td>
<td>–</td>
</tr>
<tr>
<td>63</td>
<td>135.5</td>
<td>297.54</td>
<td>Yes</td>
<td>D I T4</td>
<td>–</td>
</tr>
<tr>
<td>64</td>
<td>135.5</td>
<td>343.71</td>
<td>Yes</td>
<td>D I T4</td>
<td>–</td>
</tr>
<tr>
<td>65</td>
<td>150</td>
<td>56.25</td>
<td>No</td>
<td>I</td>
<td>39</td>
</tr>
<tr>
<td>66</td>
<td>149.418</td>
<td>145.67</td>
<td>Yes</td>
<td>I T3</td>
<td>42</td>
</tr>
<tr>
<td>67</td>
<td>150</td>
<td>236.25</td>
<td>No</td>
<td>I</td>
<td>45</td>
</tr>
<tr>
<td>68</td>
<td>149.418</td>
<td>325.67</td>
<td>Yes</td>
<td>I T4</td>
<td>48</td>
</tr>
<tr>
<td>69</td>
<td>156.5</td>
<td>11.25</td>
<td>No</td>
<td>D I T3</td>
<td>–</td>
</tr>
<tr>
<td>70</td>
<td>156.5</td>
<td>101.25</td>
<td>No</td>
<td>D I T3</td>
<td>–</td>
</tr>
<tr>
<td>71</td>
<td>156.5</td>
<td>191.25</td>
<td>No</td>
<td>D I T3</td>
<td>–</td>
</tr>
<tr>
<td>72</td>
<td>156.5</td>
<td>281.25</td>
<td>No</td>
<td>D I T4</td>
<td>–</td>
</tr>
</tbody>
</table>

### Conclusion

The NIF laser now being built will have 48 beams passing through 72 ports on the target chamber. The locations of the ports have been chosen to optimize the flexibility and performance of the cylindrical indirect-drive option, while allowing direct-drive and tetrahedral indirect-drive experiments to be performed.

### Notes and References
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Introduction

X-ray microscopy has made numerous critical contributions to the current state of knowledge in inertial confinement fusion (ICF) research\(^1\) and in other areas of laser-produced plasma research, and we expect it to continue to be vital for experiments at the National Ignition Facility (NIF). Examples of experiments relying on high-energy, high-resolution microscopy include backlit shock radiography for diagnosis of time-dependent radiation symmetry in hohlraums\(^2\), emission imaging of doped ICF capsules for diagnosis of temperature and density uniformity in the compressed core\(^3\), and shock trajectory measurements for equation-of-state studies.\(^4,5\)

Detector-mounted pinholes and slits are typically used in experiments at Nova and at other facilities. However, the extreme environment at NIF implies that there will be an exclusion zone with a radius of \(~200\) mm, inside of which pinholes and associated shielding mounted to the detector may not survive high-energy experiments. This distance is farther than desired for pinhole imaging due to diffractive degradation of spatial resolution and to decreased collection solid angles for a fixed magnification.

In anticipation of experiments at NIF, we have begun a systematic investigation of various options for x-ray imaging at energies of \(\sim4\)–\(13\) keV. X-ray sources in this spectral region are generally line emitters, and this implies that high efficiency is needed only over a relatively narrow spectral region containing the emission line of interest. However, various emission lines at different energies are of interest, and this implies that quasi-monochromatic x-ray imaging instruments should have flexibility in operating energy. In addition, minimization of neutron and high-energy x-ray backgrounds implies that the x-ray detector should ideally be shielded from a direct line of sight to the target, and also implies that at least a moderate spectral selectivity is desirable. The experiments envisaged here have different requirements, but typically include \(0.5\)–\(2\) mm fields of view in one or two dimensions, suitability for multiple-frame imaging onto a gated camera for 2D applications, \(2\)–\(10\)\(\mu\)m spatial resolution at the source, magnifications of \(4\)–\(40\), and high efficiency for both emission and absorption geometries.

The options being considered fall into two categories. The first category is short-working-distance, expendable imaging elements, and includes primarily pinholes and their 1D analog, slits. Pinholes have proven to be versatile and simple to use; however, to operate at NIF with useful collection angle and spatial resolution, the pinhole must be mounted well within the exclusion zone, with the result that the pinhole and associated support structure will likely be destroyed during the experiment. One solution is to mount the pinhole on the target rather than on the detector; however, this will add an extra source of exploding debris to the target that could also damage detectors and could damage laser optics. In addition, premature pinhole closure during the experiment is a concern.\(^6\)

Possible options include tamping the pinhole with plastic to mitigate closure during the experiment, and placing a plastic wedge on the target side of the pinhole in order to control its trajectory. Reduced image contrast due to a high-energy x-ray background transmitted through the substrate may also be an issue for some experiments.

The second category is long-working-distance, reusable diagnostics that are designed to survive high-energy experiments, and this category includes primarily reflective-optic imaging systems. Types of imaging systems being considered include metal–mirror Kirkpatrick–Baez (KB) microscopes,\(^7\) multilayer mirror...
KB microscopes,\(^8\) bent-crystal KB microscopes, single spherical\(^9\) or toroidal\(^10\) crystal microscopes, and dual spherical-crystal microscopes.\(^11\) More complex compound grazing-incidence systems could also be considered, such as Wölfte's and similar variations,\(^12,13\) but in any case versatility, simplicity of alignment, and cost are vital practical considerations.

Our current strategy is to investigate short-working-distance, target-mounted pinholes in Nova experiments while simultaneously investigating reflective optic imaging systems for long-term implementation at NIF. The variety of design options is large, and we begin by systematically investigating the advantages and disadvantages of the simplest reflective optic systems and comparing them to pinholes and slits. We note that the image exposure (e.g., in W/cm\(^2\)) obtained on a detector by an imaging system can be written generally as \(\Omega h / M_v M_h\), where \(I_0\) is the spectrally integrated source brightness (e.g., in W/cm\(^2\)sr), \(M_v\) and \(M_h\) are the vertical and horizontal magnifications, \(\Omega\) is the collection solid angle, and \(h\) is the collection efficiency including any losses due to reflectivity or bandwidth limitations. The scaled image brightness \(\Omega h / M_v M_h\) (units of sr), achievable while meeting a specified requirement for source spatial resolution over a given field of view (FOV), therefore serves as a figure of merit with which to weigh the various options.

### Calculations and Results

In a detailed separate paper,\(^14\) we have investigated the achievable image brightness for several options in various configurations using analytical derivations backed by numerical ray tracing. There, we used a geometrical optics analysis to estimate \(\Omega\) and \(h\) for 1D and 2D imaging near 6 keV with the Mn K-\(\alpha\) (\(E = 5.9\) keV, \(\lambda/\Delta \lambda = 200\)) and the Mn He-\(\alpha\) (\(E = 6.15\) keV, \(\lambda/\Delta \lambda = 2000\)), comparing the achievable image brightness for an Ir mirror KB; a multilayer mirror KB;\(^15\) a depth-graded multilayer mirror KB;\(^15\) a bent-crystal KB using mica in 3rd order,\(^16\) Si (220) [Ref. 17], LiF (220) [Ref. 17], and Si (422) [Ref. 17]; and a spherical crystal using Si (422) [Ref. 17], CaF\(_2\) (111) in 3rd order and quartz 224. In this paper we present only the results, and refer the interested reader to Ref. 14 for further details.

In Figures 1 and 2 we plot the estimated image brightness for 2D imagers using the Mn K-\(\alpha\) source and the Mn He-\(\alpha\) source, respectively, assuming a 200-mm source / optic distance and a magnification \(M = 40\) in the spatially resolved dimension, while maintaining a spatial resolution better than 3 \(\mu\)m throughout a 0.3-mm FOV and integrating over a 0.3-mm region in the nonimaged dimension of the target. For comparison, we also plot the estimated image brightness for a 2.8-\(\mu\)m-wide slit operating at \(M = 30\) with a detector distance of 200 mm. Those instruments that are not capable of achieving the required FOVs due to reflector or source bandwidth limits (discussed later) are shown as open circles or triangles in all cases.

**Figure 1.** Estimated image brightness for several choices of 2D imaging microscope configurations and mirror materials assuming the Mn K-\(\alpha\) line is used for imaging. (08-00-0598-1166pb01)

**Figure 2.** Estimated image brightness for several choices of 2D imaging microscope configurations and mirror materials assuming the Mn He-\(\alpha\) line is used for imaging. (08-00-0598-1167pb01)
We first discuss the results for 2D microscopes. As Figures 1 and 2 show, metal–mirror KB systems generally provide low image brightness compared with other designs for the parameters considered, primarily due to severe obliquity that necessitates small solid angles in order to maintain the desired resolution over the FOV. In addition, surface roughness becomes an increasing problem for higher photon energies, and this can degrade resolution by producing diffuse scattering.

For the parameters considered, a KB using conventional multilayer mirrors is more efficient than one using depth-graded multilayer mirrors. This is because the bandpass of the conventional multilayer mirror is sufficient to avoid chromatic vignetting of the collection angle, caused by the variation in the angle of incidence \(\theta\) across the mirror surface, while providing a peak reflectivity that is a factor of \(~4\) higher than the depth-graded mirror. We note that in the bent-crystal KB systems, the integrated reflectivity of each crystal considered is small compared with that of a multilayer mirror, and the increased geometrical solid angles achievable at larger \(\theta\) are more than offset by decreased efficiency, resulting in low image brightness for all bent-crystal KBs investigated.

It is clear in principle from Figures 1 and 2 that for the 2D imaging cases we consider here, spherical crystals operating within \(~5-10^2\) of normal incidence meet the specified requirements for source resolution over a specified FOV while providing the highest efficiency of any system considered. This is because the geometrical optics-limited collection angle is relatively large near normal incidence, because chromatic vignetting of the collection angle is less important near normal incidence since \(\theta\) varies less across the aperture, and because there is only one reduction in image brightness for crystal efficiency. Indeed, we note that a two-crystal KB using Si 422 mirrors yields an image brightness only slightly higher than that obtained with a single Si 422 spherical crystal, despite the fact that the angle of incidence is far from normal (\(~65-70\) degrees) and that the geometrical aberration-limited collection angle of the KB is much greater than that of the spherical mirror. Compared with multiple-crystal compound systems, the use of toroidal crystals may generally be a more efficient means of increasing image brightness for off-normal angles of incidence by minimizing astigmatism and allowing larger apertures to be used.

While the collection solid angle of a pinhole is small, it has an efficiency of unity, and, for the parameters considered, the near-normal-incidence spherical crystals are the only systems that yield an image brightness larger than that obtainable with the chosen short-working-distance pinhole. Pinholes have compensating disadvantages, however, including possible closure during the experiment, increased parallax across multiple-frame images, and high-energy x-ray transmission through the substrate. The last problem could be alleviated by the use of flat multilayer mirrors to reflect the image onto the detector, potentially eliminating a direct line of sight from the detector to the target.

Many of the above comments also apply to the 1D imaging results of Figures 3 and 4. The image brightness of all bent-crystal KB systems are relatively low compared with the other systems considered, and are generally even lower than the Ir-mirror KB. However, in the 1D imaging case, the conventional multilayer KB yields an image brightness higher than any spherical...
crystal considered, by a factor $>10$. Much of this increase is due to the fact that the horizontal KB mirror is configured in this system to operate at $M = 1$, while the spherical crystal must operate with $M = 40$ in both dimensions. In addition, the choice of $M = 1$ eliminates chromatic vignetting of the collection angle in the horizontal dimension because the angles of incidence for all rays from an on-axis source point are equal, thus allowing the full (large) horizontal aperture to be used. We note that a toroidal bent crystal is unlikely to yield a significant increase in image brightness for 1D imaging because high resolution is required in one dimension only. However, the spherical crystal retains the significant practical advantage of simplicity, and the reduction in image brightness is likely to be tolerable in many cases provided the spherical crystal can actually meet the 3-µm source resolution requirement.

The chosen short-working-distance slit in Figures 3 and 4 yields an image brightness equal to or larger than that attainable with any reflective-optic imaging system considered. However, the compensating disadvantages of the pinhole also apply to the slit, and are in fact more significant here because the working distance is very short and the required slit width is very small. Slit closure problems could be minimized by moving the slit and detector farther from the target, at the cost of reduced image brightness and more significant diffraction limitations.

**Discussion and Conclusions**

It appears that spherical or toroidal crystals may be the most promising general options for high-energy x-ray microscopy applications at NIF. These optics can provide high throughput for 2D applications and can also provide good throughput for 1D applications, provided the operating wavelength matches a useful emission line and provided the bent crystal quality is high. Their simplicity is also attractive, particularly for 2D applications requiring multiple images onto gated microchannel-plate strips. Due to the low integrated reflectivity of most useful high-resolution imaging crystals, toroidal crystals are apparently a more efficient means of increasing collection angles for off-normal angles of incidence than compound-crystal systems.

Multilayer KB systems using spherical mirrors appear to be good options for 1D applications requiring high spatial resolution over narrow FOVs, and are most efficient when mirror bandwidths are just large enough to avoid chromatic vignetting of the collection angle while maintaining the highest possible peak reflectivity. These systems are also good secondary options for 2D applications. More complex multiplescopic compound systems might allow larger collection angles to be used provided the mirror bandwidths are sufficiently large, but their net advantages would have to be weighed against their significant added complexity and cost, particularly for 2D imaging applications.

It is clear from Figures 1 through 4 that in many cases, the specified FOV cannot be achieved with bent-crystal KB systems or conventional multilayer-coated mirrors, and in some cases cannot be achieved even with near-normal-incidence crystals. This is due to chromatic vignetting of the FOV, caused by finite source linewidths and mirror bandwidths, and is particularly significant with the narrowband He-α source in Figures 2 and 4. For example, the maximum FOV of the multilayer mirror KB is $0.3$ mm in all cases; mica, Si (220), LiF (220), and Si (422) bent-crystal KBs in Figures 2 and 4 have maximum FOVs of 0.06, 0.12, 0.2, and 0.4 mm respectively; and the CaF$_2$ (111) spherical crystal in Figures 2 and 4 has a maximum FOV of 0.7 mm. This obstacle to further Bragg reflector microscope development could be avoided by introducing apertures on the detector side of the mirrors, as illustrated in Figure 5. Here, the aperture is placed along the chief on-axis reflected ray at a distance $x = 2f$ from the mirror, where $f = M p / (M + 1)$. The aperture width is chosen to limit the collection solid angle, while the mirror dimension limits the FOV. This geometry is similar to that used in a high-resolution metal-mirror KB microscope at Lawrence Livermore National Laboratory, where the backlight source was placed on the Rowland circle and the backlight diameter limited the collection solid angle and therefore determined the spatial resolution. However, as noted above, backlit imaging with the source on the Rowland circle will generally be impossible at NIF due to limited flexibility in laser beam pointing. The aperture technique described here does not require a backlight source on the Rowland circle, does not place any limitations on backlight dimensions, and can
be used for emission imaging. Further research is required in order to determine the geometrical limitations to the aperture width and thus the collection angle for this geometry.

The general utility of near-normal-incidence spherical or toroidal crystals for high-energy x-ray imaging at NIF and similar future facilities will depend on two main factors. The first is the limited choice of operating wavelengths, dictated by the requirement that θ be near 90° and by the limited number of useful crystal planes. We have begun a systematic search for matches between desirable source emission lines and crystal planes; however, further research will be required in order to determine the actual 2d spacings and integrated reflectivities for these crystals while bent to spherical or toroidal shapes. The second limiting factor for spherical crystal imaging is crystal quality. For high-resolution imaging applications, crystal perfection must be high, because mosaic structure will result in degraded spatial resolution; only highly perfect crystals can be used, and this factor will further limit the choices of operating wavelengths for spherical or toroidal crystals. Additionally, the mechanical properties of bent crystals are also important, as the crystals must retain high perfection while bent to spherical or toroidal shapes. Further research is required in order to assess these issues for specific crystal choices.
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Introduction

Experimental investigation of plasma phenomena in ultraintense laser fields, in which electrons oscillate at relativistic velocities, has recently become possible with the advent of multiterawatt, short-pulse lasers. Several mechanisms that can transfer laser energy to the plasma electrons have been described. One proposed application for such energetic electrons is sparking a fusion reaction in the fast-ignitor scheme. Crucial, but unresolved, issues include the conversion efficiency of laser energy to electron energy, electron directionality, and temperature or mean energy of the electrons. We present the first measurements of the full, forward-hemisphere, laser-to-electron conversion efficiency, directionality, and mean electron energy in laser-solid interactions at incident laser intensities of $2 \times 10^{19}$ W/cm$^2$. Such parameters will help determine the feasibility of the fast ignitor scheme in future laser facilities, such as the National Ignition Facility.

One mechanism for collisionless laser-electron coupling in a plasma is the $-e \mathbf{v} \times \mathbf{B}$ Lorentz force on electrons oscillating in the electromagnetic field of a high-intensity laser. When the laser fields terminate at a critical-density surface, this force can ponderomotively accelerate electrons in the direction of laser propagation. Other collisionless laser-electron coupling mechanisms at the critical density include resonance absorption, parametric instabilities, and vacuum heating. Coupling at subcritical densities associated with the excitation of electron plasma waves can also accelerate plasma electrons. Previous experiments have measured laser-accelerated electrons at lower intensities. One recent experiment using strongly relativistic intensities ($I > 10^{19}$ W cm$^{-2}$ µm$^{-2}$) measured high-energy electrons in vacuum after leaving a foil target in which they were produced.

Experimental Configuration

Our experiments were performed at the Nova laser facility at Lawrence Livermore National Laboratory (LLNL) on a beamline that uses chirped-pulse amplification. This short-pulse system supplies 12 to 30 J of 1.06-µm light in 400 fs. The peak intensity is $10^7$ times greater than the amplified spontaneous emission (ASE), which begins about 3 ns before the main pulse. An additional 400-fs prepulse, reaching $10^{-3}$ of the peak intensity, arrives ~2 ns early. The final focusing optic is an $f/3$ off-axis parabola, which produces a measured 15-µm full-width-at-half-maximum (FWHM) focal spot (peak intensity of $4 \times 10^{19}$ W/cm$^2$ for 30 J). Measurements and simulations show that the ASE and prepulse create an underdense plasma in front of the target with a scale length on the order of 10 µm. In this plasma, the intense laser may experience further self-focusing.

Both the temperature and absolute number of the laser-produced electrons were characterized by detecting the electron-induced $K_{\alpha}$ x-ray emission from buried layers in multilayer targets, which is a well established technique. This is an indirect method for measuring electrons before they leave the target via the inner-shell ionization of a tracer material at a known depth in the target. By varying the depth of the tracer layer, an electron spectrum can be inferred from the corresponding change in the $K_{\alpha}$ x-ray yield.
In the experiment, P-polarized laser light was incident at 25° to the target normal. The front (laser-incident) layer of the target was a 6 × 8-mm rectangular foil of various materials (CH, Al, or Cu) with a mass per unit area ranging from 0.02 to 0.45 g/cm². The middle layer of the target was a smaller (5- × 7-mm) foil of 50-µm-thick Mo. Electrons produced in the front layer transported into this Mo layer, knocking out inner-shell electrons and creating 17.5-keV Kα x rays. Finally, a layer of 1-mm-thick CH (6 × 8 mm) covered the back of the target, which protected the Mo layer from electrons that might return to the target (those pulled back by electrostatic forces). This CH layer stopped electrons with energies less than 300 keV (550-keV attenuation for a double pass), but had a negligible effect on the 17.5-keV x rays. We found that this layer lowered the Mo Kα x-ray signal by a factor of ~2, indicating that most of the Kα radiation was produced by electrons, not x rays.

We chose Mo for our tracer material so that the characteristic 17.5-keV Kα photon energy would be significantly greater than that of the x rays produced by the thermal plasma around the laser focus. This is important for avoiding photopumping of the Kα x-ray line. Spectroscopic measurements of an Al layer buried under a very thin layer of 5-µm CH showed a thermal plasma temperature of 300 to 600 eV in separate experiments with the same laser. Further evidence that thermal x rays were unimportant was that the 20- to 30-keV x-ray spectrum was very similar from both the front and back of pure Al and Cu targets, which were optically thick in this energy range. This result signified that these x rays were predominantly bremsstrahlung photons produced throughout the cold target. Kα x rays from the Mo layer were detected by a 16-bit, charged-coupled-device (CCD) detector situated 2.16 m from the target and 45° from the rear target normal. The CCD was filtered with 75 µm of Sn, limiting the x-ray flux and making it unlikely that two high-energy photons would be absorbed in the same pixel. The counts recorded on each pixel were proportional to the x-ray photon energy. We performed a statistical analysis on each set of data to determine what fraction of the signal was obscured by double hits due to the lower-energy x-ray continuum.

The CCD camera was absolutely calibrated with a Cd-109 (22-keV) source at two different occasions during the experiments. The two calibrations agreed to within 3% and allowed us to calculate the number of incident x rays from the measured hits on the camera. To scale the 22-keV calibration energy to the 17.5-keV Kα x rays, we assumed that the detector response was proportional to the absorption of the 14-µm-thick Si CCD chip.

Theoretical Analysis

The many possible electron trajectories in the target made a comprehensive analytical description difficult. Instead, we used the electron–photon transport Monte Carlo code ITS to interpret the data. The output of the ITS code was the number of Kα x rays per steradian emitted from a given target in the detector direction, normalized to the number of source electrons. In addition to calculating electron transport and ionization, ITS also computed the x-ray continuum produced by bremsstrahlung of fast electrons and the resulting photoionization of Mo atoms. The photopumped Kα x rays were typically 10% of the total.

We assumed that the electron source has the form of a Maxwellian energy distribution, which has been seen in particle-in-cell simulations and in experiments. However, because there is no intrinsic reason for the electrons to be Maxwellian, we also ran ITS simulations of other possible distributions. For a relativistic Maxwellian, the mean electron energy E₀ ranges from 3/2 kT (nonrelativistic electrons) to 3 kT (highly relativistic electrons). We compared this to the case of a purely exponential spectrum \( f(E) = \exp(-E/kT) \), for which \( E_0 = kT \). The ITS results were entirely consistent to within 10% for these different spectra, provided that \( E_0 \) (not \( kT \)) was kept constant. This demonstrated that our technique is not sensitive to the tail of the electron distribution (the slope of which determines \( kT \)), but rather to the mean-energy bulk of the distribution. For this reason, our results are not directly comparable to some previous measurements of bremsstrahlung x rays or the high-energy electron tail. However, our technique is appropriate for measurements of absolute conversion efficiency, which depend on the mean energy \( E_0 \).

One assumption required in ITS concerns the cone angle of the electrons. For now, we assume that the electrons spray forward isotropically from the laser focus into a full hemisphere; we further discuss this assumption later. ITS also assumes that the electrons transport through cold material, and the code ignores collective effects, such as self-consistent magnetic and electrostatic fields. Because of the complexity of the physics involved, our use of ITS is not intended to fully model the experiment, but is used as a benchmark for interpreting the data.

Results

Figure 1 shows the Mo Kα yields from the targets with Al front layers, along with the best fits from the ITS code. The slope of the data (on a log plot) is sensitive to the mean energy \( E_0 \) of the electrons, whereas the absolute magnitude yields the laser-to-electron...
conversion efficiency $\eta$. Error bars were computed from a combination of counting errors and fluctuations in the background x-ray noise.

We fit the data with a series of ITS runs, which computed the $K_\alpha$ x-ray yield as a function of the transport-layer thickness for a given electron mean energy $E_0$ and then found the conversion efficiency $\eta$ that minimized the chi-squared ($X^2$) per degree of freedom. The data at an intensity of $2 \times 10^{19}$ W/cm$^2$ are fit by an ITS run with $E_0 = 330$ keV ($kT = 170$ keV) and $\eta = 31\%$. For this fit, the $X^2$ is reasonably small (0.88). An ITS run for $E_0 = 640$ keV ($kT = 300$ keV) is also shown, although the $X^2$ of this fit is much larger (2.4). Three data points at an intensity of $4 \times 10^{19}$ W/cm$^2$ show a greater $\eta$ (47%), but roughly the same mean energy.

Figure 2 shows the experimental results for CH and Cu targets at a laser intensity of $2 \times 10^{19}$ W/cm$^2$. The CH targets produced the smallest signal, corresponding to $E_0 = 120$ keV and $\eta = 29\%$. The Cu data have the largest error bars, due to higher x-ray noise, but are best fit by $E_0 = 640$ keV and $\eta = 29\%$. Higher and lower energy fits to the Cu data are shown as well. The lower-intensity Al data from Figure 1 are at the same intensity, namely $2 \times 10^{19}$ W/cm$^2$; recall that these data were fit by $E_0 = 330$ keV and $\eta = 31\%$. The data show a change of mean electron energy with target material, although the conversion efficiencies remain roughly constant.

**Electron Cone-Angle Measurements**

The assumption that electrons are spraying into a full hemisphere might artificially increase the apparent conversion efficiency. To measure the directionality of electrons, a stainless-steel razor blade 750 $\mu$m thick was placed between the back of the target and the CCD detector, creating a 1D penumbral image of the x-ray source on the CCD.$^{11,26}$ Using this configuration, $2 \times 10^{19}$ W/cm$^2$ laser pulses were shot at some of the previously
described targets: CH front layers (varied thicknesses), Mo middle layers, and optional CH back layers to prevent electron double hits. The lack of measured x rays above 6 keV from pure CH targets, along with the opacity of the razor blade to x rays under 25 keV, meant that the size of the 6- to 25-keV x-ray source was a good measure of where the electron beam intersected the Mo layer. Varying the depth of the Mo gave us an estimate of the electron cone angle.

Figure 3 shows the measured spot size of the x-ray source plotted against the buried depth of the 50-µm Mo layer and compares these values to ITS calculations of the predicted measurements for electron beams with 30° and 90° half-cone angles. The large error bars result from the derivative that is required to extract the spot size from the data. For Mo layers buried 100 to 250 µm into the target, the data roughly corresponds to an electron cone half-angle of 90°, a full hemisphere. However, for the thicker targets, the x-ray source corresponds closer to an electron beam of a 30° half-cone angle. Although the error bars are large, these data suggest some beaming of high-energy electrons (>200 keV) that penetrate through the thicker targets. The bulk of the lower-energy electrons seem to be spraying into a full hemisphere. Using ITS to recalculate the conversion efficiencies based on a 30° half-angle electron source lowers η to 0.7 of the 90° values given above. The mean electron energies were not affected.

Applying this beaming effect to the earlier data, our measurements correspond to η = 21% ± 5% for all materials at a laser intensity of 2 × 10^19 W/cm^2, and η = 33% ± 5% for the high-intensity (4 × 10^19 W/cm^2) shots on Al targets.

**Discussion**

The measurements of average energy seem to vary with target material rather than intensity. Our data shows that Cu-produced electrons are the most penetrating, although the error bars on the measurements still allow the possibility that the Al and Cu spectra could be equivalent. The CH electrons are less penetrating and apparently colder, although they seem to have roughly the same conversion efficiency as that for the Al and Cu targets. The conversion efficiency in CH, however, has an additional systematic error because the range of an E₀ = 120-keV electron is smaller than the typical target thickness, which means that in CH we are not measuring the bulk of the electron distribution as we do in Al and Cu.

Bell, Davies, and collaborators have pointed out that strong material-dependent effects may result from differences in target conductivity. Conductivity has long been known to play an important role in shielding the resistive electrostatic field via a return current. In our experiment, the return current also serves as the primary source of hot electrons, because the number of fast electrons we infer from our experiment is much greater than the number of electrons in a cubic laser spot size.

We have performed 1D LASNEX simulations in which a high-energy Maxwellian distribution of electrons transport from the center of a solid-density sphere. The return current, heating, conductivity, and electrostatic fields are calculated self-consistently, and they show an ~40% loss of electron energy to resistive electrostatic fields. Other simulations have put this number at 30% (Ref. 25). This loss implies that our measurements of fast electrons place lower bounds on the original electron parameters, ideally requiring a correction for electrostatic effects.

However, electrostatic effects cannot fully explain the observed material dependence because η is not lowered by the same factor as E₀ in the different target materials. Another difference between the target materials is the underdense plasma that the ASE and prepulse form in front of the target. Our 2D calculations with LASNEX show a larger standoff between the critical and solid
densities in CH (40 µm), compared to Al (22 µm) and Cu (18 µm). The difference is due to the variation in the Z of the target, and it will affect the intensity distribution of the laser through filamentation instabilities and relativistic self-focusing.\textsuperscript{18,19}

Summary

We have demonstrated a 20 to 30\% conversion efficiency from laser energy into forward-propagated electrons in solid targets. The conversion efficiency seems to be a function of intensity, but not target material. A material dependence of electron temperature has been demonstrated for the first time at intensities greater than \( 10^{19} \) W/cm\(^2\). Although this work will need to be extended to intensities of \( 10^{20} \) W/cm\(^2\) to draw firmer conclusions on the feasibility of the fast ignitor fusion concept, this sizable conversion into forward-propagated electrons is an important validation for future research.
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Introduction

Most of the glass, laser-based inertial confinement fusion (ICF) systems around the world today employ nonlinear frequency conversion for converting the 1.053-µm light at the fundamental frequency (referred to as 1ω light) to either its second harmonic (2ω) at 527 nm or to its third harmonic (3ω) at 351 nm. Shorter wavelengths are preferred for laser fusion because of the improved coupling of the laser light to the fusion targets due to reduced fast-electron production at shorter wavelengths. The frequency conversion process, however, is only about 60 to 70% efficient, and the residual 30 to 40% of the energy remains at 1ω and 2ω frequencies. The unconverted light, if permitted to interact with the plasma surrounding the target, could seed the production of fast electrons and could also stimulate the scattering processes in the plasma, scattering the 3ω light into light of longer wavelengths. These processes could prove detrimental to the ICF process itself. It is therefore desirable to move the unconverted light away from the ICF target.

Different strategies have been adapted for diverting the unconverted light away from the fusion target. On the Nova laser system at Lawrence Livermore National Laboratory (LLNL) and on the Phebus laser system at Limeil, France, the chromatic aberration in the focusing lens is used to cast a shadow of a 15-cm-diam circular obscuration at the center of the near-field profile to prevent the 1ω and 2ω light from hitting the target located at the 3ω focus. Here, different focal lengths at the 1ω and 2ω wavelengths lead to scaled-down, quasi-far-field profiles of the input beam at the 3ω focal plane. The shadow of the obscuration then prevents the unconverted light from hitting the target. At the OMEGA laser system at the University of Rochester, the unconverted light is filtered out using the differing reflectivities of a multilayer turning mirror. In the proposed French Laser MegaJoule (LMJ) design, the unconverted light is prevented from entering the target chamber altogether by the use of high-efficiency diffraction gratings.

Earlier designs for the proposed National Ignition Facility (NIF) at LLNL employed a wedged final focusing lens to divert the unconverted 1ω and 2ω light away from the laser entrance hole and the outer surface of the hohlraum. The increased thickness of the glass in the ultraviolet (UV) beam path leads to a larger nonlinear B-integral, which can degrade the beam quality and focusability of the 3ω light. In addition, larger deflections of the 1ω and 2ω light (if needed) would demand an even thicker wedge on the lens, further exacerbating the B-integral problem.

Recently, we have proposed the use of a color-separation grating (CSG) to move the unconverted light away from the target in the NIF laser. CSGs offer a versatile approach to reducing and possibly eliminating the unconverted light at the target region. A CSG (shown schematically in Figure 1) consists of a three-level lamellar grating designed so that nearly all of the 3ω light passes through undiffracted while the residual 1ω and 2ω energy is diverted with high efficiency into higher diffraction orders. The diffraction angle is determined solely by the grating period. Because a CSG profile is only a few wavelengths deep, the CSG can be fabricated on a thinner optic. The reduced amount of fused silica in the beam path lowers the B-integral,
thereby reducing the nonlinear effects and consequently increasing the safety margin in the operation of high-power fusion lasers such as the NIF. The current NIF baseline employs a CSG for diverting the unconverted light away from the target. Typical grating periods for NIF color separation are in the 300-µm range. The actual CSG grating period and the orientation of various CSGs on the NIF beams are still being determined. However, to demonstrate the technology of these CSGs, we have fabricated a 345-µm period CSG at the full-NIF aperture using a lithographic process similar to that used in the kinoform phase plate fabrication. This CSG will be fielded in the upcoming experimental campaign on LLNL’s Beamlet (a prototype of a single NIF beamline).

**CSG Theory**

In this section, we briefly outline the theory of CSGs and discuss the sensitivity of the CSG efficiency to various fabrication parameters. A schematic diagram of a CSG is shown in Figure 1. It consists of a three-level, staircaselike lamellar structure. Although CSGs consisting of more than three levels can be designed, a minimum of three levels is required to achieve the color separation functionality desired on the NIF. The height of each step is chosen so that a relative phase delay of $2\pi$ is introduced for the $3\omega$ light. If $d$ denotes the period of the grating, and $\lambda$ the operating wavelength, then the angle of diffraction for the $m^{th}$ order when light is incident normal to the CSG is given by the standard grating equation

$$\sin[\theta_m(\lambda)] = m \frac{\lambda}{d}.$$  \hspace{1cm} (1)

Within the approximations of the scalar diffraction theory, the diffraction efficiencies in various orders are given by the following equation

$$\eta_m = \left|\sum_{j=1}^{3} e^{-i\phi_j} \frac{n(\lambda_j) - 1}{n(\lambda_0) - 1} \frac{\lambda}{\lambda_0} e^{2\pi n j \delta_j} \delta_j \sin(m \pi \delta_j)\right|^2,$$  \hspace{1cm} (2)

where $\phi_j$ denotes the phase delay introduced due to the step $j$ at the design wavelength $\lambda_0$ (351 nm), and $\epsilon_j$ and $\delta_j$ denote the locations of the center and the width of each zone within one CSG period. $\epsilon_j$ and $\delta_j$ are normalized to the grating period. For a regularly spaced grating, $\delta_j = 1/3$ for all $j$ and $\epsilon_j = 1/6, 1/2,$ and $5/6$ for $j = 1, 2,$ and $3$. The factors multiplying the phase $\phi_j$ account for the material dispersion and the chromatic dispersion due to the CSG profile.

If $\phi_j = 0, 2\pi,$ and $4\pi$ for $\lambda_0 = 351$ nm, then the grating appears transparent to the $3\omega$ light, and all the $3\omega$ light passes through undiffracted in the zeroth-transmitted order. Interestingly enough, this three-level lamellar profile also implies a theoretical zeroth-order efficiency of zero for the $1\omega$ and $2\omega$ light in the absence of any material dispersion. The variation of the refractive index with wavelength leads to a small zeroth-order diffraction efficiency for $1\omega$ and $2\omega$. Table 1 lists the theoretical diffraction efficiencies for a few orders around 0 and for $1\omega$, $2\omega$, and $3\omega$ wavelengths. These results are based on the scalar

<table>
<thead>
<tr>
<th>Diffraction order</th>
<th>$1\omega$ efficiency</th>
<th>$2\omega$ efficiency</th>
<th>$3\omega$ efficiency</th>
</tr>
</thead>
<tbody>
<tr>
<td>-4</td>
<td>0.0002</td>
<td>0.0422</td>
<td>0</td>
</tr>
<tr>
<td>-3</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>-2</td>
<td>0.169</td>
<td>0.001</td>
<td>0</td>
</tr>
<tr>
<td>-1</td>
<td>0.003</td>
<td>0.675</td>
<td>0</td>
</tr>
<tr>
<td>0</td>
<td>0.005</td>
<td>0.006</td>
<td>1.0</td>
</tr>
<tr>
<td>1</td>
<td>0.678</td>
<td>0.005</td>
<td>0</td>
</tr>
<tr>
<td>2</td>
<td>0.0007</td>
<td>0.169</td>
<td>0</td>
</tr>
<tr>
<td>3</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>4</td>
<td>0.0422</td>
<td>0.0003</td>
<td>0</td>
</tr>
</tbody>
</table>

FIGURE 1. Schematic description of a CSG. For the sake of clarity, we have shown only the dominant diffraction orders for $1\omega$, $2\omega$, and $3\omega$ wavelengths. In reality, the unconverted light is diffracted into several orders. (70-00-0598-1196pb01)
theory (Eq. 2), which is valid for grating periods much larger than wavelength. In this limit, the diffraction efficiencies are independent of the CSG period and are also insensitive to the polarization of the light.

It is clear from this table that about 88% of the $1\omega$ light is diffracted into +1, −2, and +4 orders with the remaining energy distributed into many diffraction orders. The three-fold “skipping” of the diffraction efficiency is a consequence of the three-step structure in the CSG period. It is also interesting to note that, while the $2\omega$ efficiencies are approximately the same as the $1\omega$ efficiencies, the sign of the diffraction order is switched between $1\omega$ and $2\omega$. This symmetry reversal results from the apparent reversal of the “blaze” between $1\omega$ and $2\omega$. This can be understood as follows. Ignoring, for the simplicity of the argument, the material dispersion effects, the 0, 2π, and $4\pi$ phase delays at $3\omega$ appear as 0, 2π/3, and 4π/3 at $1\omega$ and 0, 4π/3, and 8π/3 at $2\omega$. Because integral multiples of 2π phase can be arbitrarily added to each step without affecting the optical performance, it can be shown that the step structure within a CSG period appears reversed for $2\omega$ wavelength as compared to that for the $1\omega$ wavelength. This is illustrated in Figure 2. This reversed “blaze” leads to a switching of the diffraction efficiencies to opposite orders among the $1\omega$ and the $2\omega$ light, as shown in Table 1.

### Table 1

<table>
<thead>
<tr>
<th>Actual phase at $3\omega$</th>
<th>Effective phase at $3\omega$</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>$4\pi$</td>
</tr>
<tr>
<td></td>
<td>$2\pi$</td>
</tr>
<tr>
<td></td>
<td>0</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Actual phase at $1\omega$</th>
<th>Effective phase at $1\omega$</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>$4\pi/3$</td>
</tr>
<tr>
<td></td>
<td>$2\pi/3$</td>
</tr>
<tr>
<td></td>
<td>0</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Actual phase at $2\omega$</th>
<th>Effective phase at $2\omega$</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>$8\pi/3$</td>
</tr>
<tr>
<td></td>
<td>$4\pi/3$</td>
</tr>
<tr>
<td></td>
<td>$2\pi/3$</td>
</tr>
<tr>
<td></td>
<td>0</td>
</tr>
</tbody>
</table>

**Figure 2.** Effective CSG phase for the converted ($3\omega$) and the unconverted ($1\omega$ and $2\omega$) light. Note that by adding multiples of $2\pi$ phase, it can be shown that the “blaze” of the staircaselike CSG profile appears reversed for $2\omega$ light compared to $1\omega$ light. (70-00-0598-1198pb01)

### Split Color-Separation Gratings

Eq. 1 indicates that the $1\omega$ diffracted orders will have twice the angular spread as the $2\omega$ diffracted orders. Unconverted light management on systems such as the NIF requires that the $1\omega$ and $2\omega$ light be moved a certain minimum distance away from the center. An improvement in the CSG designs can be achieved by reversing the lamellar CSG profile over half of the beam aperture, as shown in Figure 3. Such CSG profiles will be referred to as split CSGs. In this case, the dominant order for the $2\omega$ light from each half of the beam is diffracted towards the same side, while that for the $1\omega$ light “crosses” over to the opposite side. The larger deviation required to accommodate the crossover for the $1\omega$ orders is provided by the larger $1\omega$ diffraction angles. This translates into higher CSG periods for split CSGs to achieve a certain color separation compared to standard CSGs. For example, the CSG period required for moving the unconverted light footprints 1 cm away from the center is 243 µm for a standard CSG, while it is 381 µm for a split CSG. These CSG periods assume a 7.7-m focal length lens and a 400-mm near-field aperture for the beam. Larger CSG periods lead to lower fabrication errors, thereby leading to a higher CSG performance.
CSG Sensitivity to Fabrication Errors

The three-level CSG profile has to be fabricated using a two-mask lithographic process with either a wet etch or a dry etch into fused silica. The fabrication errors consist of errors in the etch depth and errors due to mask misalignment. Although the theoretical calculations above predict zeroth-order diffraction efficiency of unity for the $3\omega$ light and nearly zero for the residual $1\omega$ and $2\omega$ light, fabrication errors in a practical application reduce the throughput at $3\omega$ and increase the $1\omega$ and $2\omega$ zero-order light. Figure 4 displays the variation of the diffraction efficiency in the zeroth order with the etch depth error in the two steps. From these results we see that the etch depth has to be controlled to within $\pm 20$ nm to maintain desirable $3\omega$ focusing (>98% without accounting for Fresnel losses) and color separation (<1%) characteristics.

The absolute etch depths required for each step of the CSG depend on its angle of use. In high-power laser systems, the diffractive optics are often used at off-normal angles of incidence to minimize ghost reflection issues. On the NIF, the CSG is planned to be used at $14^\circ$ angle of incidence, whereas on Beamlet it will be used at $20$ to $22^\circ$. The optical phase difference (OPD) between the etched and the unetched regions increases at small angles of incidence according to the formula

$$\text{OPD} = (n - 1)t\left(1 + \frac{\theta^2}{2n}\right)\frac{2\pi}{\lambda},$$

where $\theta$ is the angle of incidence, $n$ the refractive index of the substrate relative to air (which is assumed to have refractive index 1.0), and $t$ the relative step height between the etched and the unetched regions. This implies that diffractive optics, when used at oblique angles, have to be etched thinner than for normal incidence use. This is illustrated in Figure 5, where we plot the $3\omega$ zeroth-order efficiency vs the CSG use angle for various etch depths for the first step (the second step etch depth is assumed to be twice the first step for simplicity). A $14^\circ$-use-angle CSG, for example, has to have an etch depth of 700 to 740 nm to maintain >98% $3\omega$ zero-order efficiency, while for a $20^\circ$-use-angle CSG it has to be in the range 680 to 720 nm.

An additional effect of using the CSG at an off-normal angle is a reduction in the effective grating period by the cosine of the angle of incidence. At a $14^\circ$ angle of incidence, the effective CSG period is reduced by 3%, while at $22^\circ$ it is reduced by 7%. This leads to a corresponding increase in the diffraction angles for various orders. If the diffracted orders are required to be propagating at specific angles, then the effect of the CSG tilt can be compensated for in the actual CSG period fabricated.

Mask misalignment and problems associated with undercutting during the lithographic fabrication of a CSG lead to an erosion of the sharpness of the edge between the various steps in the CSG. Types of erosion consist of a rounding off of the edge of the CSG grooves, a lateral shift in the location of the edge, a misaligned overlay, etc. Often more than one type of error occurs in a given fabrication process. The dominant effect of these
edge erosion errors is a loss of the $3\omega$ zeroth-order efficiency. This loss can be simply estimated as the fractional area loss due to the edge degradation. Detailed calculations confirm this. The $3\omega$ zeroth-order efficiency can then be written as

$$\eta_0 = \left[ 1 - \frac{\Delta_1 + \Delta_2 + \Delta_3}{d} \right]^2 = 1 - 2 \frac{\Delta_1 + \Delta_2 + \Delta_3}{d},$$  \hspace{0.5cm} (4)$$

where $\Delta_1$, $\Delta_2$, and $\Delta_3$ denote widths of the eroded edges. Thus, good alignment and edge definition control are required for maintaining high $3\omega$ throughput. For example, for a CSG with a $300\mu$m period, a $1\mu$m-wide edge rounding at each step leads to a $2\%$ loss of efficiency due to edge erosion. It should be mentioned that the $1\omega$ and $2\omega$ zeroth-order efficiencies are less sensitive to the effects of edge degradation and etch depth errors.

### Fabrication of a Full-Aperture CSG for the Beamlet Laser

To demonstrate the concept of unconverted light management using CSGs, we fabricated a standard CSG having a $345\mu$m period in a Beamlet-size fused silica substrate ($\sim400 \times 400$ mm) using a lithographic process and wet-etching process.\(^7\)\(^9\) This particular CSG period was chosen because we had previously fabricated CSGs at this period at smaller apertures\(^1\) and also because this period is of the same magnitude required for the baseline NIF operation. The CSG fabrication method is schematically illustrated in Figure 6. The CSG substrate is first coated with a thin layer of chrome, and a layer of photoresist is deposited over it. This photoresist layer is then exposed to UV light from an arc lamp through a binary (in transmission) photomask. The exposed photoresist is developed away, and the chrome layer in these areas is removed using a chrome etch. This clears areas on the fused silica substrate that are subsequently etched in a buffered hydrofluoric acid solution. The etch depth is controlled by the time duration of the etch. Following the etching to a desired depth, the remaining photoresist is washed off. At this step, one set of the CSG grooves has been fabricated. This entire sequence of steps is repeated for a second time with a second photomask to etch the second set of steps in the CSG substrate. The second mask pattern is aligned carefully to the first etched pattern in the substrate by using a set of precisely located alignment fiducials. Finally, at the end of the sequence of steps using the second mask, the remaining chrome (over the grooves corresponding to zero phase) is etched off.

![Figure 6](70-00-0598-1201pb01)

The binary photomasks required for the CSG fabrication were patterned in a chrome layer coated over a fused silica substrate using the large-aperture photoplotter developed at our laboratory. The available plotting area for the photoplotter is about $1 \times 1$ m sq. The pixel positioning and the pixel size are accurate to ~0.5 µm each over the entire plotting area. We believe that the edge definition through the sequence of the lithographic steps mentioned above erodes to ~$1.5$ µm. This leads to an ~2.5% reduction in the $3\omega$ zeroth-order throughput.

We tried to achieve the desired etch depths of 720 and 1440 nm for the two CSG steps by first etching to 80% of the desired value, measuring the step height in a few selected places on the substrate, and then completing the remaining etch using an adjusted (if needed) etch rate. The etch depths on the finished parts were in the range of 704 to 743 nm (for the $2\omega$ steps) but varied somewhat over the 40-cm part. We believe this is due to a variation in the surface quality on the substrate that, as we shall see below, affects the uniformity of the $3\omega$ diffraction efficiency.

### Optical Performance

We characterized the optical performance of the CSG by measuring the zeroth-order transmission efficiencies $1\omega$, $2\omega$, and $3\omega$ light. These measurements were carried out by scanning the full-size optic across an ~$5$-mm collimated beam and collecting the transmitted light. The optic was not antireflection (AR) coated for these...
measurements. The measured transmission efficiencies are shown in Figure 7. We see from this data that excellent 1ω and 2ω suppression (<1% for each color) is achieved while the 3ω zero-order transmission is in the range of 86 to 89%, with an average value of 88%. Note that the 3ω transmission of an uncoated fused silica flat substrate is 92.5%. When normalized to this value, we can deduce that the normalized CSG efficiency is about 95%. Considerable variation of the 3ω zeroth-order transmission is observed across the 40-cm aperture. Through the measurements of the etched step heights using a white light interferometer, we have been able to qualitatively correlate the transmission efficiency nonuniformities to variations in the etch depth. We believe that the physical reason for this variation is an etch rate nonuniformity across the sample possibly introduced during the finishing process. The measured etch depths together with the data in Figure 5 indicate that at the NIF use angle of 14°, the expected variations in the 3ω zeroth-order transmission efficiency would be reduced. This was verified by measuring the transmission of this CSG at 13°. The results, shown in Figure 8, indicate that diffraction efficiencies at this angle are in the range of 89 to 91%, with an average value of 90.7%. When normalized to the uncoated fused silica transmission (92.5%), we obtain a CSG efficiency of 98%.

**Effect of Sol-Gel AR Overcoating on the CSG Performance**

Optics used in high-power fusion lasers such as Nova and NIF are AR coated with an LLNL-developed sol-gel colloidal silica coating10 to increase the transmission efficiency. We AR coated a previously fabricated CSG using the dip-coating process normally used to coat Nova and NIF parts. We observed that when the CSG surface was AR coated, the transmission efficiency in the zero order was reduced compared to leaving the CSG surface bare. We found that the AR overcoating the CSG surface causes light to be scattered into the higher-transmitted diffractive orders to a greater extent than it reduces the back-reflection losses. This effect is shown in Figure 9. Approximately 7 to 10% of the total incident light is
directed into the higher-transmitted diffracted orders by this coating, whereas losses into these orders are 2 to 3% for the bare surface. It is worth noting, however, that the zero-order transmission of 1\(\lambda\) and 2\(\lambda\) light is not affected by the AR coating.

Optical microscopy and detailed photometric examination of the amount of light scattered into individual higher-transmitted orders lead to the conclusion that these losses are due to a partial planarization effect of the coating. The coating is applied from liquid suspension by dip coating, a process in which liquid surface tension plays a crucial role. In the vicinity of the edges of the CSG pattern, surface tension effects cause a lateral flow of the liquid film during drying, which partially fills in and rounds the edges of the coated layer, as illustrated in Figure 10. This nonuniformity extends for several micrometers out into the grating line, in effect introducing a net sidewall slope error that, according to calculations, is sufficient to account for the measured zero-order losses.

This surface-tension effect is inherent in the dip-coating process and cannot be mitigated by, for example, changing solvents. The effect of surface tension on planarization is much less, however, for application of the AR coating by a spin-coating process. Preliminary data suggests that spin-coating of the same sol-gel AR coating can achieve zero-order transmission efficiencies equal to or slightly better than the 95% NIF specification, although it is not as good as a completely conformal AR coating would be. Conformal coatings are possible if applied by vacuum deposition processes using refractory dielectric materials. Historically, these coatings have not been shown to have the required laser damage resistance, but improvements in the damage resistance of these types of coatings is ongoing. We are continuing to investigate the potential of spin coating the full-aperture CSG using the sol-gel system as well as evaluating the laser damage thresholds of possible hard-coat AR coatings.

**Conclusions**

In summary, we have designed and fabricated a CSG at NIF aperture sizes for use on the Beamlet laser. When the CSG is uncoated, its normalized optical performance is close to the expected values (>97% transmission in 3\(\lambda\) zeroth order without accounting for Fresnel losses and <1% in the 1\(\lambda\) and 2\(\lambda\) zeroth orders). We have observed an ~7 to 10% degradation in the 3\(\lambda\) transmission when the substrate is AR coated, and we are currently investigating its causes and possible solutions.

**References**

Nova/Beamlet/NIF Updates
October–December 1997

R. Ehrlich/S. Burkhart/S. Kumpan

Nova Operations

Nova Operations performed 180 full system shots resulting in 197 experiments during this quarter. These experiments supported efforts in ICF, Defense Sciences, university collaborations, Laser Science, and Nova facility maintenance. At the beginning of the quarter the operation of Nova was reduced to 1.5 shifts. Toward the end of the quarter, Bechtel Nevada agreed to provide support for the operation of the target bay. This increase in staffing will allow Nova to again operate for two shifts per day later in the year, increasing the original goal of 700 experiments in FY98 to 900 experiments.

The final shots were fired into the two-beam target chamber this quarter. The two-beam facility was turned over to the NIF project as scheduled. (This process began in mid-November and was completed by the middle of January.)

The Petawatt system underwent a major reconfiguration to add a deformable mirror to the front end of the beamline. In preparation for focal-spot control test shots early in the next quarter, the deformable mirror was installed in conjunction with Hartmann sensors in the Petawatt master oscillator room (MOR), the beamline 6 output sensor, and the compressed beam diagnostic station. Many new diagnostics were installed on the Petawatt target chamber in preparation for the fast ignitor and radiography experiments that will be performed with focal-spot control.

Beamlet Operations

Beamlet completed a total of 40 shots in 16 shot days this quarter. Pinhole closure experiments were performed in October to evaluate the performance of a conical and pyramidal pinhole design of several sizes. Later in the month we prepared for a beamline reconfiguration of the National Ignition Facility (NIF) baseline centered lens, because Beamlet had been originally laid out for a wedged lens which diverted the beam by 2.2°. This required us to offset and repoint the beam in a 4-mirror “mirror tower,” which carried the risk of beam rotation and depolarization. Thus the month of November was consumed measuring these beam properties prior to and following the mirror tower installation. In December, we ramped up the 10 σ fluence on the mirrors to near their planned operating point, performed an additional week of pinhole closure tests, and assembled, installed and aligned the NIF prototype integrated optics module (IOM) and final optics cell (FOC). The operational and experimental highlights are as follows:

• The pinhole closure campaign was concluded in October, following tests with conical 100-μrad pinholes, conical 150-μrad pinholes, and the new truncated pyramid (square conical) 100-μrad pinhole. The pulse shape at the transport spatial filter was that calculated for the NIF cavity spatial filter in a nominal NIF red line pulse. It required a 20-ns pulse with a contrast of 90:1 at the MOR. The round 100-μrad pinhole showed initial signs of pinhole closure (contrast ratio increases) above 8 kJ, while the pyramidal pinhole closed hard at 7.0 kJ, and even closed for a 2.2-kJ “foot only” pulse. Fortunately these conical pinholes have virtually no backscatter. The conical 150-μrad pinhole remained open with no signs of closure to 12.9 kJ.

• One week was dedicated to measuring the depolarization of Beamlet at the focal plane prior to mirror tower installation. An extensive setup was assembled at the focal plane, and we measured the continuous wave (CW), rod-shot, and system-shot depolarization. We measured 0.18% CW, and only slightly greater for rod and system shots. Following mirror tower installation, the depolarization loss went up to 1%, which is
insignificant for Beamlet. In any case, we attributed the increased loss to alignment issues in the cavity and not the mirrors alone.

- Beamlet was reconfigured for the centered 3σ lens tests in the month of November. All previous 3σ experiments into the focal plane diagnostics (FPD) vessel used the old NIF baseline, the wedged lens, which required the FPD canted by 2.176° counterclockwise from the 1σ output beamline. Rather than move the FPD, which would have been expensive and time consuming, we shifted the 1σ beam using the Beamlet mirror tower. This required an 18.5-cm beam offset to the south, and involved mixed “s” and “p” reflections.

- The last of the thin (35-mm) lenses (L2) and one of the tilted 41-mm-thick lenses (L4) were replaced with 46-mm-thick normal-incidence fused-silica lenses. This was in preparation for the high fluences planned with the centered final focus lens tests commencing in January. Slight damage was found on the vacuum surface of L4, leading to the discovery of FOC back-reflection damage within the transport spatial filter, which has since been corrected.

- We executed 10 shots for the mirror testing, ramping up the fluence on the mirror tower transport mirrors to 8 J/cm² in a 3-ns pulse. The ultimate goal to be achieved on a later shot series is 12 J/cm². We are testing mirrors with 45°, “s” polarization from four different vendors.

- Problems associated with FOC assembly caused us to insert a pinhole closure series in the third week of December. The goal for this short series was to confirm the Optical Science Laser (OSL) result that Ta leaf pinholes close slower than an equivalent configuration of stainless steel pinholes. This experiment had to be performed on Beamlet because of the higher axial intensity at focus compared to OSL. As expected, the ±100-μrad Ta pinholes closed about half as fast as the stainless steel.

- FOC assembly problems were resolved by the end of the third week in December, and we were able to successfully assemble the cell. Several procedures were revised to accomplish this goal, including the main FOC assembly procedure. The cell and IOM were installed with initial alignment during the week before Christmas, and high-fluence 3σ experiments are planned for January. The rest of December was spent on focal-plane-diagnostics alignment and on activation of the Schlieren On-Line Imaging of Damage (SOLID) system, which uses dark field imaging of damage sites. It is our primary damage detection system for the final optics damage tests.

---

**National Ignition Facility**

Overall progress on the NIF Project remains satisfactory for the first quarter of FY98. Despite some delays resulting from unanticipated site conditions, the discovery of mammoth bones, and the rains in November, the overall Conventional Facilities construction schedule slippage was minimized through the use of overtime work. Work-around plans are now being developed to determine what future work to accelerate over the duration of the construction, through the use of accelerated performance contracts and change orders, to recover the original schedule. In Special Equipment, the Title II reviews are proceeding on schedule, and in Optics, the progress on facilitization contracts and development activities remains satisfactory.

There were no Level 0, 1, 2, 3 milestones due during the first quarter. There were 12 Department of Energy / Oakland Office (DOE/OAK) Performance Measurement Milestones due, and all but one (Conventional Facilities, Complete Target Bay Foundation Walls & Pilasters) were completed. One milestone in the Optics area—awarding the polarizer substrate contract—was completed four months ahead of schedule.

Key Assurance activities during the first quarter included provisions to support litigation activities and the recovery of mammoth bones included: providing support to the DOE for the settlement of 60(b) (Agreement to prepare a Programmatic Environmental Impact Study supplement analyses and to conduct specific evaluations and surveillance of potential buried hazardous materials), initiating the NIF Construction Safety Program, interfacing with institutional surveillance for buried hazardous/toxic and/or radioactive materials, initiating the Final Safety Analysis Report, conducting assurance audits, interfacing with the Safety Management Evaluation team on construction safety, and supporting environmental permits. All activities are on schedule.

**Site and Conventional Facilities**

The Title II design effort on the NIF Conventional Facilities continued to wind down during the first quarter, with all Construction Subcontract Packages (CSPs) at either Title II 100% design complete or already Bid and Awarded. CSP-9 (Laser Building Buildout and Central Plant) was awarded in December to Hensel–Phelps of San Jose, California, for $65.5 million. CSP-6 and CSP-10 (Target Building Shell and Target Building Finish) will be bid as one contract CSP-6/10 (Target Area Building) in February 1998. Parsons Title II engineering design effort will also be complete in February 1998.

Construction of the retaining wall footing at the west end of the Laser Bay was adversely impacted by unanticipated site conditions, design delays in final configuration of the Environmental Protection System,
Walsh Pacific performance problems, and periods of heavy rain during November (see Figure 1). The Target Building portion of the retaining wall footing was remediated and concrete placed in December. Sverdrup (Construction Manager contractor) initially projected a slippage of 10 to 12 weeks in the Conventional Facilities construction schedule, if no activities were accelerated. The current assessment of Project status is that there will be no change to the fourth quarter 01 Level 2 milestone for the end of conventional construction, nor to the fourth quarter 03 Project completion date. However, it is anticipated that there could be a 3 to 6 week impact to the fourth quarter 01 Level 4 milestone for the start-up of the first bundle. There may also be a 6 to 8 week impact to other internal milestones for construction. These impacts are currently being assessed by the construction team and the integrated project scheduling group. Sverdrup is developing a recovery schedule that will require accelerated performance in contracts now being issued and will require change orders to contracts already issued.

Significant work was performed on site to recover and seal rain damaged subgrades, to protect the site by diversion and storage of water during high rainfalls, and to provide all-weather construction access to the jobsite. This site work was performed based upon recommendations from Earth Tech, specialists in wet weather construction from the Seattle area. Sverdrup directed the site remediation activities, and Teichert, a construction subcontractor, performed the work.

Bids were received for CSP-9 (Laser Building Buildout and Central Plant), and the contract was issued to Hensel-Phelps. Competitive bids were received from three bidders with an approximately 2% difference in bids between the two lowest bidders.

**Mammoth Bones.** Mammoth bones were discovered in the NIF excavation (Switchyard 1 near the Target Area). The bones were recovered by a multidisciplinary team under the direction of a paleontologist who was recommended by the University of California Museum of Paleontology. A permit for the dig was issued by the Department of the Interior, and in accordance with the National Environmental Policy Act, a Supplemental Analysis was issued by the DOE. The bones were preserved in place, encased in fiberglass reinforced plaster, and carefully removed to safe and secure storage at the LLNL site. The work was accomplished in a manner that minimized delays to construction.

**Special Equipment**

This quarter the Special Equipment FY'98 planning was completed, and the Integrated Project Schedule (IPS) has been updated to include the detail Title II plans. Title II guidance for design deliverables has been issued, and Title II design reviews continue to be held on schedule. Procurement reviews were also held. The reliability, availability, and maintainability (RAM) group is helping to produce prototype test plans and procedures.

**Laser Systems.** During the first quarter there was substantial progress in design and prototyping efforts in Laser Systems. A key accomplishment was resolving the lack of margin in the gain of the amplifier in the baseline design. This was noted at the Title I review and at the NIF Council review in August 1997. An Engineering Change Request (ECR) to allow 23% explosion fraction operation of the NIF amplifier, resulting in provision for increased capacitance in the pulsed power system, was submitted and approved by the NIF Level 4 Change Control Board (CCB) and by the Level 3 Baseline Change Control Board. This change provides for the addition of capacitors at a later date to provide additional gain in the main amplifier if needed. The change provides important contingency in the event of degradation or failure to meet requirements of the amplifier, flashlamps, pulsed power system, and/or main cavity optics.

**Optical Pulse Generation.** The 17-GHz phase modulator system required for smoothing by spectral dispersion was assembled and tested this quarter. The primary issues are operation of the modulator system and the appearance of amplitude modulation on the laser pulse due to FM to AM conversion of the modulation frequency. The significant modulation observed when the modulation frequency is applied to the fiber-optic system is substantially reduced when the modulation is applied directly to the preamplifier. In addition, assembly of the low-power side of the PAM prototype is under way, and the PAM optical support structure is in procurement with delivery expected in February.

**Amplifier.** Several meetings were held this quarter to freeze key elements of the amplifier design that must
be detailed in the next six months. The major action items generated at the Title I Review and the NIF Council Amplifier Status Review have been resolved and documented. Gain and wavefront measurements on AMPLAB during the last quarter have so far validated the Amplifier design. An ECR was drafted and submitted to reflect a proposal to adopt slab sizes negotiated with the French Atomic Energy Commission (CEA). This will assure that the laser glass vendors will produce interchangeable slabs for both projects (NIF and Ligne d’Integration Laser [LIL], France’s 8-beam prototype of their Laser Megajoule). Subscale tests validated the proposed blast shield seal design, and a decision was made to incorporate removable blast shields in the NIF amplifiers. A full-scale prototype design has been completed and parts ordered for testing on AMPLAB. Preferred blast shield glass and coating methods were chosen based on analysis and tests during the past quarter. The 40-flashlamp lifetime test fixture has been activated and successfully fired under manual control with a full complement of 40 flashlamps.

**Pockels Cell.** Assembly of the $4 \times 1$ operational prototype plasma electrode Pockels cell (PEPC) was completed during the past quarter, and testing of the device has begun. Two apertures (one-half of the device) have demonstrated switching performance that exceeds the NIF specification. Components for the $4 \times 1$ PEPC mechanical prototype have arrived, and assembly is in progress. Mounting, vibration, and other mechanical tests will be performed using this prototype over the next several months. A successful Mid-Title II (65%) design review was held for the PEPC in December. No significant issues were identified.

**Power Conditioning:** The NIF prototype module was assembled and activated during the past quarter at Sandia National Laboratories, Albuquerque. The module was operated at up to 15 kV for 10s of shots. A prototype embedded controller was installed and tested successfully during operation of the prototype. A request for quotations was issued for procurement of the capacitors for the first article module since these are long-lead components. Bids were received and will be evaluated for an award in January 1998. Test runs were completed on several switches, including two tests of the ST-300 and testing of the Russian reverse-switched-dynistor. In addition, arc-drop measurements were made on the ST-300 switch operating at full current. In response to the approval of ECR 189, preliminary planning and scheduling were done to estimate the ECR’s impact on the Title II design process. Tests are now under way on NIF capacitors from four vendors with promising results on each to date.

**Beam Transport System.** After an intensive campaign to resolve all interface control documents and Mid-Title II action items for the Beam Transport System, over 500 prerelease drawings for the Title II Final Design Reviews (Part 1) were completed in December. These drawings will undergo final checking and approval in the next quarter. Final Design reviews were held for three major subsystems that are on or near the critical path for laser installation, the Laser Bay structures, spatial filter vacuum vessels, and the Switchyard 2 structure. Construction Management began a significant ramp-up in activity, initiating a series of construction planning sessions that will ultimately produce a more detailed Integrated Project Schedule (IPS). A full-time construction planner was hired, and a preliminary laser installation strategy was established and reviewed. Design and environmental assessments of Special Equipment laydown areas were initiated, and construction is set to be awarded in January.

**Integrated Computer Control System (ICCS).** All Mid-Title II (65%) Reviews for WBS 1.5 are now completed. The Mid-Title II Review for Integrated Safety Systems, which includes the Personnel Access Control System and t-1 Abort System, Communications System, and Facility Environmental Monitor were completed in a joint session; no major issues were raised by reviewers. The Mid-Title II Review for Integrated Timing System was held; reviewer comments are pending. The testbed front-end processors, prototype console, network switches, and Software Engineering Computer System were moved into the new ICCS Testbed Facility in B481/R1206. Network modeling tools were evaluated for use in simulating the ICCS computer network of approximately 800 processors. The MIL3 Opnet Modeler tool was selected because of its flexibility and its adoption for use at other DOE sites. The prototype front-end processor was upgraded from the original Datacube processor to the NIF configuration comprised of a Sun Enterprise 3000 server, which promises to be far more scalable to NIF requirements than the previous implementation.

**Optomechanical Systems Management.** The Optical Mounts group held the Mid-Title II review in November. Drawing packages for the optical mount prototypes were completed and released for fabrication. Prototype testing activity increased in the Final Optics group, and substantial optical design and analysis work was performed (e.g., ray tracing for optical configuration and ghost analysis). The frequency conversion verification system design was completed (prototype), and all parts are in order, with some parts received. Optical design accomplishments included completion of the target chamber damage inspection system, approval of prototype optics drawings for the preamplifier module (PAM), receipt of final design report for the main laser cavity and spatial filter lens design, release of optics drawings for the output sensor prototype, and release of large-aperture window drawings into configuration management. Detailed
product data structures (i.e., drawing trees or indented parts lists) were assembled, collated, and updated to a uniform format for all line-replaceable units (LRUs) within Opto-Mechanical Systems.

**Optical Design.** Detailed lens design for the multi-pass amplifier for the PAM prototype to be built in FY98 was completed this quarter. Fabrication drawings for the prototype were generated, reviewed, approved, and released. The target chamber damage inspection system optical design was also completed, and a comprehensive design report prepared. Optical element fabrication drawings for the output sensor prototype lenses, beam-splitters, and prisms were completed and released through the NIF Product Data Management System for fabrication. A previously reported problem (second-order ghost reflection focusing very close to the Pockels cell) was resolved by shifting the entire periscope structure 120 mm towards the target. In addition, the second stray light workshop was held in November. An update of issues from workshop #1 were presented, the main laser ghosts (including high-order and pencil beams) were reviewed, and the latest results from the extensive modeling of ghost reflections in the final optics were discussed.

**Optical Components.** The efforts for optics components and production continued on track in the areas of Mirrors, Small Optics, Processing, and Metrology/QA. Some key developments were the completion of efforts to identify all of the small optics required for the NIF in a single spreadsheet, binned into LRUs and types; the modeling of contamination conditions for sol-gel coatings; the completion of demonstrations to vendors and component engineers of the metrology data management system; and the award of the Phase II contract for the LLNL photometer.

**Laser Control.** The volume of procurements for prototype hardware was increased during the first quarter to provide more opportunities to validate key NIF designs. A few prototypes have already passed NIF lifetime-equivalent tests; others have generated data that led to important adjustments in their design or in assembly procedures; and many are now in fabrication. Increasing numbers of detailed drawings were also completed as the mechanical designers gained familiarity with the Pro-E CAD tools in the context of detail production. A Pro-E model of the central part of the Transport Spatial Filter (TSF) and the space below it was nearly completed. This model is a key part of defining interfaces in the area. Mechanical and optical design of the input sensor was a major effort this quarter also. Improved packaging now separates the main beamline components requiring the highest level of cleanliness from other components with less stringent requirements, placing them in separate modules that can be built, installed, or replaced independently.

**Target Experimental Systems.** Significant accomplishments in the past quarter were the forming of the first two (of 18) plates for the aluminum vacuum chamber at Euroform in France (see Figure 2) and completion of most of the Special Equipment utility designs in the Target Area Building and support pads. The 110-mm-thick aluminum plates were warm-formed (316°C) on a 12,000-ton press between two dish shaped dies, and a preliminary inspection was made using a template. The plates matched contour within 5 mm and no thinning was evident. Prototype testing activity increased in the Final Optics group principally for the actuation system components, debris shield cassette components, and the integrated optics module. Testing of the prototype rail mechanism for debris shield removal was also completed, showing significant particle contamination from the rubbing of the slide mechanism with itself. Particle counts indicated more than 1600 particles of 5 μm or larger over a 4-in. wafer, which equates to a cleanliness level of 600 per Mil Std 1240. An ECR was approved by the Level 4 CCB to add a second “cassette” in the final optics assembly (FOA), and the team began implementing the change. This second removable cassette would be the optical mount for the diffractive optics. A major factor in the decision was a significant reduction in out-year operating costs for a highly flexible target physics program. A complete set of ghost analysis runs was completed for the optical elements within the FOA consistent with the configuration as required by ECR 180. Of the three million ghosts analyzed through 4th order, 6000 had fluences at focus of greater than 1 J/cm². Of those, only two families were at or near optical elements. These were mitigated by adjusting the element spacing in the final optics system. Metrology measurements were made of the mounted crystals used in the recently completed frequency conversion experiments. The 18-in. phase-measuring interferometer in Building 298, with an improved setup, was able to record high-quality transmitted wavefront data that can be used for modeling degradation of frequency conversion due to Δn (change in index of refraction) effects.

![FIGURE 2. Forming of Target Chamber plates at Euroform in France.](05-00-0398-1025pb01)
Operations Special Equipment

During the first quarter, Title II design progressed well. Key activities were the preparations for the Mid-Title II (65%) review of the Optics Assembly Building (OAB) Optical Assembly and Alignment Systems and the Transport and Handling 35% Title II Review. A key milestone was completed by getting the LRU and installation schedule under configuration management, including the addition of refurbishing several LRUs per month. In October NIF Procurement awarded two contracts for the Phase 1 Conceptual Design of the Laser Bay Transport System. By the end of the first quarter, the Phase 1 designs were complete at both contractors (RedZone Robotics, Inc. and Mentor AGVS), and the Conceptual Design documents were received. The assembly of the hardware for the cover removal mechanism for the Bottom Loading (BL) Universal Canister was completed, and “dirty testing” of the cover removal has been initiated. The BL canister nitrogen gas purge testing has also started. Eighty percent of the OAB Special Equipment prototype equipment has been procured, and cleanliness and function testing is beginning.

Start-Up Activities

The updated IPS database was functional on October 31, with over 10,000 activities, and is now being used to status the Project each month. The IPS includes Level 0–4 Project milestones, interfaces, and detailed activities; integrates key technology activities and milestones; and includes FY98 Cost Account Plan schedules. To supplement the IPS, a detailed LRU installation plan (in the form of a chart) has been developed, which describes the number of LRUs of each type to be installed on a monthly basis throughout the Special Equipment installation phase of the Project. Early in the quarter the first bundle working group progressed through an initial discussion and flow diagram of all integrated operational test procedures for first laser bundle start-up. Procedures reviewed during October include the Diagnostic Target Shot procedures, the Precision Diagnostics, the Computer Controls System requirements, Target Area Beam Transport, Final Optics Assembly, beam alignment to Target Chamber Center, and an update on the Main Laser activation steps. Several first quarter Start-Up weekly meetings discussed the coordination with NIF/ICF Program ignition planning efforts. An update on hohlraum energetics experiments and backscatter diagnostics planning was presented, followed by a discussion of start-up test criteria and expected laser performance at completion of a laser bundle start-up.

Optics Technology

Key enabling technology areas are coming to critical demonstration points in the second quarter, and the Optics Technology organization is now shifting its focus from the facilitization contracts, which are proceeding without significant problems, towards those demonstrations and preparation for the pending pilot production effort. Tinsley presented its revised facilitization plan based on a delay until March for the beginning of site preparation due to the current weather. To preserve the pilot production schedule, Tinsley has proposed performing its NIF equipment acceptance testing in its existing facility, and then transferring the equipment to the NIF facility in August 1998. Schott’s phase II building is now completely enclosed, which will allow them to complete the construction on schedule without weather delays. Hoya’s new facility has the offices, conference room, and elevator completed except for furnishings. The Zygo facility modifications are 94% complete, with most of the work remaining in the shipping receiving area. Assembly of the first relay plane machine was completed; a Zygo review team conducted an acceptance audit; and the machine was found to be acceptable. The contract to retrofit and refurbish the 160” continuous polisher at Eastman Kodak has been awarded, and the work is expected to be complete by May. Tinsley has completed a second high-speed lapping and polishing machine as part of lens development. This machine is the third and final of its type to be built during NIF development at Tinsley and incorporates advancements learned from the design, build, and operation of the previous machines. Many of the long-lead components for the four new 1000-L tanks have arrived at LLNL. One of the four glass vessels is at LLNL, the other three are expected to arrive in late January. All four water bath housings, all support framework/spider systems, and nearly all of the control and diagnostic equipment are on site. LLNL has selected coating vendors for opening negotiations for the coating facilitization contract awards. The first full-sized color separation grating was completed and delivered on schedule to Beamlet in November. The part exceeded specifications with <1% 1σ and 2σ zero order transmission. At 92% transmission in the 3σ zero order, it missed the specification of >95%. No antireflection coating is currently known to be compatible with the NIF 3σ fluence targets of 14 J/cm². A plan has been defined to evaluate scandia/silica antireflective coatings from the University of Rochester Laboratory for Laser Energetics and spin-coated sol-gel coatings done at LLNL. Also this quarter, initial inspection of existing 7940/7980 shows <80 μm inclusions have existed in significant quantity in at least some Nova
optics. Evidence was also found that <30 μm inclusions have damage in the hottest spot on Nova (input SF7 lens), but these bulk damage sites did not grow to >35 μm at the 1ω fluence of ~15 J/cm².

Upcoming Major Activities

During the second quarter of FY98, Conventional Facilities construction will complete the Target Bay mat foundations and the backfill of the mass excavation around the Target Bay. Work on the Optics Assembly Building will begin, and the “Notice to Proceed” will be given for Construction Subcontract Package 9, Laser Building & Central Plant. Special Equipment will continue with several Mid-Title II (65%) Design Reviews, and Title II (100%) Design Reviews will take place in the area of computer systems. In Optics, the activities for bidding and negotiating the optics facilitization contracts will continue.
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