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<table>
<thead>
<tr>
<th>Abbreviation</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>AHP</td>
<td>analytic hierarchy process</td>
</tr>
<tr>
<td>AVF</td>
<td>additive value function</td>
</tr>
<tr>
<td>ANN</td>
<td>annual optimization model (used by Seattle City Light)</td>
</tr>
<tr>
<td>BPA</td>
<td>Bonneville Power Administration</td>
</tr>
<tr>
<td>DSM</td>
<td>demand side management</td>
</tr>
<tr>
<td>DPU</td>
<td>Department of Public Utilities (of Massachusetts)</td>
</tr>
<tr>
<td>ELOE</td>
<td>expected loss of energy</td>
</tr>
<tr>
<td>EIS</td>
<td>environmental impact statement</td>
</tr>
<tr>
<td>GP</td>
<td>goal programming</td>
</tr>
<tr>
<td>GHG</td>
<td>greenhouse gas</td>
</tr>
<tr>
<td>IRP</td>
<td>integrated resource planning</td>
</tr>
<tr>
<td>LOLP</td>
<td>loss of load probability</td>
</tr>
<tr>
<td>LP</td>
<td>linear programming</td>
</tr>
<tr>
<td>MCDM</td>
<td>multi-criteria decision making</td>
</tr>
<tr>
<td>NEPA</td>
<td>National Environmental Policy Act</td>
</tr>
<tr>
<td>NRC</td>
<td>Nuclear Regulatory Commission</td>
</tr>
<tr>
<td>SCL</td>
<td>Seattle City Light</td>
</tr>
</tbody>
</table>
ABSTRACT

This report is intended as a guide to the use of multi-criteria decision-making methods (MCDM) for incorporating environmental factors in electric utility integrated resource planning (IRP). Application of MCDM is emerging as an alternative and complementary method to explicit economic valuation for weighting environmental effects.

We provide a step-by-step guide to the elements that are common to all MCDM applications. The report discusses (1) how environmental attributes should be selected and defined; (2) how options should be selected (and how risk and uncertainty should be accounted for); (3) how environmental impacts should be quantified (with particular attention to the problems of location); (4) how screening should be conducted; (5) the construction and analysis of trade-off curves; (6) dominance analysis, which seeks to identify clearly superior options, and reject clearly inferior options; (7) scaling of impacts, in which we translate social, economic and environmental impacts into value functions; (8) the determination of weights, with particular emphasis on ensuring that the weights reflect the trade-offs that decision-makers are actually willing to make; (9) the amalgamation of attributes into overall plan rankings; and (10) the resolution of differences among methods, and between individuals.

There are many MCDM methods available for accomplishing these steps. They can differ in their appropriateness, ease of use, validity, and results. This report also includes an extensive review of past applications, in which we use the step-by-step guide to examine how these applications satisfied the criteria of appropriateness, ease of use, and validity. Case material is drawn from a wide field of utility applications, ranging from project-level environmental impact statements to capacity bidding programs, and from the results of two case studies conducted as part of this research. In these case studies we examined the incorporation of environmental factors in the IRP process of Seattle City Light, and Centerior Energy (of Ohio). Each case study is available as a more detailed separate report (B. Hobbs and P. Meier, Multi-criteria methods for resource planning: A case study of Seattle City Light, IDEA, Inc., Washington, DC, May 1994; and P. Meier and B. Hobbs, Multi-criteria methods for resource planning: A case study of Centerior Energy, IDEA, Inc., Washington, DC, May 1994).
EXECUTIVE SUMMARY

Many states have now implemented, or are considering, the inclusion of environmental externalities in resource acquisition decisions by electric utilities. Some states are also considering whether to ask utilities to factor externalities into operating decisions, such as dispatch. Some states have already settled on a particular approach on how environmental factors are to be considered in integrated resource planning (IRP) – Massachusetts, for example, requires explicit monetization of air emissions using values determined by its utility regulatory agency.

Other States are still exploring how this should be done. For example, the Ohio Public Utility Commission, which has jurisdiction over one of the case study utilities examined in this study1, is at an early stage of this process. They have directed Centerior Energy to consider externalities in their next resource plan submission to the Commission, without yet specifying in detail how this should be done. Seattle City Light, the other case study entity, is, as a municipal utility, not subject to the jurisdiction of the Washington Public Service Commission; however, it stands under the directive of the City Council, which has required consideration of environmental issues in its resource plans for some years.

Approaches for considering environmental factors in IRP.

Any proposed method of incorporating externalities needs to meet three criteria: validity, appropriateness, and practicality. A valid method is one that is scientifically rigorous and arrives at results that accurately reflect the values held by decision-makers, while a practical method is one that can be implemented with reasonable time and effort. But how this balance is to be achieved is in fact critical. On the one hand it is not too difficult to propose a practical method that uses values of damage costs determined by perceived consensus and compromise in a regulatory proceeding. Yet arbitrary values are no substitute for rigorous analysis and documentation of a system's environmental impacts. On the other hand, a rigorous method that is perceived as too complicated or academic will simply not be implemented.

Four major approaches to the incorporation of environmental factors in IRP can be identified in current practice: (1) qualitative approaches; (2) rule-based approaches; (3) monetization, and (4) multicriteria decision methods. Each strikes a rather different balance between the criteria of validity, practicality, and appropriateness.

Qualitative approaches: Qualitative approaches take a number of forms, ranging from a simple listing of externalities associated with each option, to one in which some subjective judgment is applied to the severity of the impact in question (such as "high", "medium", "insignificant", etc.). Such approaches have long been a standard part of project level environmental impact statements: their advocates claim their inherent simplicity and flexibility is a major advantage.

In this study we worked with two utilities: Seattle City Light and Centerior Energy of Ohio – with a primary focus on whether different methods yielded different results, and how utility planners judged appropriateness and ease of use.

1
given the danger that basic issues can quickly get bogged down in complex details. But whether the obvious practicality of the approach compensates for the troubling lack of precision, quantification, and validity is subject to question.

Rule-based approaches: The "rule based" approach is nothing more than a euphemism for arbitrary adjustment: here the emphasis is again almost entirely on practicality. Several States have adopted such methods under such labels as "percentage adders". To be sure, such seemingly arbitrary adjustments in fact reflect the very real frustrations of obtaining credible and defensible estimates of actual environmental damages; and may be justified largely on the intuitive ground that demand side management (DSM) programs avoid environmental costs associated with supply side resources, and therefore require some special consideration. But there is little discussion of the actual effects of such quantitative consideration measures in the literature, perhaps because the procedures appear so far removed from rigorous cost/benefit analysis that nobody has bothered to examine them systematically.

Monetization: The third approach, namely monetization of environmental externalities and their subsequent incorporation into traditional cost-benefit evaluation, is the obvious preference of environmental economists, with its seeming emphasis on validity. Yet the approach is beset with practical difficulties, not least of which is the limited ability of economists to make realistic estimates of actual damage costs. Because of these difficulties, many have advocated the use of control costs as a proxy for damages, yet this too can readily be shown to violate the axioms of benefit/cost analysis. Perhaps a more important problem with the monetization approach is that only those environmental impacts for which a monetization calculation proves convenient are included. In practice this means that air emissions are so quantified, while the impact of other emissions, and different types of impacts, tend to be ignored.

A further issue is that not everyone accepts the premises of benefit cost analysis, namely (1) that only people's preferences matter (i.e. that other species or natural areas do not have rights); and (2) that the distribution of benefits and costs does not matter. Moreover, when different options have very different impacts (dollars, human health impacts, loss of biodiversity), many individuals prefer to consider each in their natural units, rather than obscure the trade-offs by putting them into common units (particularly when there may be sharp disagreements about exactly how such a conversion is undertaken in practice).

Multi-criteria decision methods: Finally there are the multicriteria methods. Because of the problems inherent in the explicit valuation of externalities, multicriteria methods have been used for some time -- indeed, they have long been part of environmental impact assessments and power plant siting studies. More recently, they have come into widespread use in bidding systems used by utilities to acquire resources from independent power producers (IPPs). Typically in such systems alternative options are scored (or ranked) on some scale for a number of environmental and cost attributes, the attributes are given weights, and an overall ranking derived by adding the weighted scores. Multi-criteria methods have at least five purposes:

1. To communicate information about tradeoffs among attributes

2. To help decision makers make more consistent and rational evaluations of these tradeoffs. When alternatives have many attributes (ten or more are common in utility planning; e.g., cost, land use, endangered species, flexibility, reliability, water quality, emissions of CO₂, NOx, particulates, SO₂...), psychological research has shown that decision makers are inconsistent in their subjective evaluations of alternatives. Generally, the mind focuses on two or three attributes and ignores the others, or it flits
inconsistently among the attributes. Multi-criteria methods ask questions of decision makers to determine their priorities, and use the answers to systematically weed out undesirable alternatives and to indicate what alternatives might be most preferred.

3. To help decision makers make more consistent and rational evaluations of risk and uncertainty. Psychological studies show that decision makers have a difficult time evaluating risk in a consistent manner. Some multicriteria risk methods attempt to measure decision makers' attitudes towards risk (e.g., risk seeking, risk averse) and to consistently apply them to the problem. Other methods for initial screening of plans attempt to preserve a range of choice so that if the detailed engineering phase finds one alternative to be infeasible, other feasible plans will still be available.

4. To help understand the values and perspectives of different interests. Multicriteria methods provide a framework for measuring the priorities of different groups, and for showing what the implications of each group's values would be for the decision.

5. To document how decisions are made. The use of multicriteria methods in federal decision making was spurred by the National Environmental Policy Act and the subsequent court rulings (Calvert Cliffs) which required agencies to document the rationale for decisions.

A final point to emphasize at the outset is that very often people do not know what they want: and it is therefore naive to view MCDM as simply a problem of eliciting preferences firmly established in someone's head — as if these were eternal, constant and well defined. In reality, during the course of a planning exercise, people's attitudes will evolve in response to new information, interactions with others, and viewing the problem from different perspectives.

Indeed, when a decision is difficult because it involves a unique problem along with strongly held and conflicting values, most people will be unsure of their priorities. There is ample evidence that in such situations, the value judgments they articulate will depend strongly on supposedly irrelevant details of methodology, such as the exact phrasing of questions. In this case, a critical role of MCDM is to help people understand the problem better.

THE APPLICATION OF MCDM METHODS

In Chapter 2 we present a discussion of the sequence of steps necessary to apply an MCDM method to a decision problem. These steps are largely independent of the particular application involved, and apply not just to the incorporation of environmental factors in IRP but to a whole host of other potential utility applications from power plant siting to bidding programs. We begin with an overview of the process, and then discuss each of the steps in turn.

The application of MCDM methods involves the following steps:

1. Selection and definition of attributes, say $A_i, i=1, \ldots, N$, selected to reflect important planning objectives and/or environmental concerns. System cost, reliability, impact on rates, air quality impacts, or impact on fisheries are examples: in this step we select which of these will be used in an application, and precisely how they should be defined. There are many issues to be considered here, including the need to avoid proliferation of attributes, and to avoid double counting.

2. Definition of the alternatives to be analyzed. Very often this also involves definition of alternative futures that capture factors over which utility planner have little or no control (such as natural gas prices, or the price of SO$_2$ allowances)
3 Quantification of the levels \( A_i \), of the \( i \) attributes estimated for each of the \( j \) alternatives. This generally requires the application of some model to predict the impacts. Uncertainty and risk in attribute levels is quantified at this time.

4 Preliminary screening of alternatives. However, it is important that the options that remain for further analysis reflect a sufficiently diverse set of attribute values so that trade-offs can be examined in a meaningful manner. If, say, all ten plans that survive a preliminary screening exhibit very small differences in environmental impacts, it is not likely that environmental groups would accept the end-result.

5 Construction and analysis of trade-off curves

6 Dominance analysis, in which an alternative is screened out if it is dominated by another option. An alternative is dominated if there exists another plan that is just as good in all attributes, and strictly better in at least one.

7 Scaling of attributes, in which the level of an attribute is translated into a measure of value, \( V(A_i) \) (also known as an attribute value function).

8 Selection of weights for each attribute. There are a large number of different techniques to elicit weights, each of which has advantages and disadvantages. How questions are asked about individuals preferences proves to be very important.

9 Determination and application of an amalgamation rule. Such rules combine the weights and value functions into a single overall value or ranking of the available options, or which reduces the number of options for further consideration to a smaller number of candidate plans. For example, the widely used "weighting-summation" rule ranks options by the score:

\[
\text{maximize } w_i V(A_i)
\]

where \( w_i \) is the weight, and \( V(A_i) \) is the value function of attribute \( A_i \).

10 Resolution of differences between methods, and between and among individuals.

While the steps appear conceptually straightforward, in general most applications give relatively little attention to a number of theoretical requirements for the results to be valid. Equally important, even though we present these elements in the form of a sequential list, in any actual application a certain amount of iteration between these steps will be necessary. The inter-relationship between these steps is indicated on Figure 1. Each of these steps is discussed in detail in Chapter 2.
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Figure 2.1: Steps in a MCDM problem
Trade-off curves, in which the values of two attributes are displayed graphically, are a particularly useful tool for an understanding of the relationships among attributes: on Figure 2 we show a trade-off curve between CO₂ emissions and system cost for Seattle City Light: this displays what price must be paid to lower emissions, and what technology options are available to achieve CO₂ reductions: each point on the graph represents a particular resource mix: for example, "cvhi", which has the highest costs and the lowest CO₂ emissions, includes 181 Mw of new wind capacity, 50Mw of geothermal, and 200Mw of fuel cells, as well as a high level of DSM. At the other end is the basecase, with the highest CO₂ emissions, but the lowest costs.

**Figure 2: Trade-off curve**

```
\begin{figure}[h]
\centering
\includegraphics[width=\textwidth]{trade-off_curve.png}
\caption{Trade-off curve}
\end{figure}
```

Whatever the method used, however, resolving differences among individuals is one of the central issues in MCDM methods. Ultimately, of course, it is the regulatory commission who decides what trade-offs are to be made, and what modifications must be made to a utility's proposal for the future resource mix. Nevertheless, MCDM methods make explicit these differences, because weights are expressions of individual's values. This is illustrated on Figure 3, in which we show the average weights given to different environmental and non-environmental attributes in the two case studies we conducted as part of this study. In each case we have sorted the individuals from left to right by the total weight given to environmental factors: in Seattle this ranges from a minimum of 10% to a maximum of 92%; whereas at Centerior, the range is from 18% to a maximum of 40%. The greater variation in the Seattle case study is a reflection of the much greater diversity of individuals, which included representatives from a business group, and an NGO, while in the Centerior case study, all individuals were members of the utility (albeit including the utility's environmental department). Thus the latter is clearly a more homogenous group in terms of their values.
Figure 3: Average weights by individual
REVIEW OF MCDM APPLICATIONS

There are literally hundreds of MCDM applications in a very wide range of fields. Even in the electric utility planning area there have been numerous applications -- ranging from screening of power plant sites to weighting-summation methods used to evaluate bids for providing additional supply resources from Independent Power Producers (IPPs). In this report, in Chapter 3, we review a representative sample of MCDM applications in electric utility planning or fields very closely related to it, by examining each application in terms of the ten-step process developed in Chapter 2. The following applications are reviewed:

- Environmental impact assessment
  - Puget Sound reliability Plan EIS
  - FERC system for evaluating pipeline proposals
- Resource bidding
  - Niagara Mohawk (New York)
- Transmission and distribution system planning
- Supply capacity planning
  - Netherlands
  - Taiwan
- IRP
  - Wisconsin
- System dispatch
  - Ohio
- National energy planning
  - Israel
- Applications in other countries
  - Japan
    - Power plant siting in Sri Lanka
    - Power plant siting in Indonesia

SELECTING AN MCDM METHOD

How then does one proceed with selecting an appropriate method for a particular application? Given the focus in this report on how environmental factors can be brought into IRP, what practical guidance can be offered to a utility planning department charged with actually implementing the IRP process? We propose three criteria for selecting a technique, examined in detail in Chapter 4:

1. Is a method appropriate? That is, does it provide the information that is needed, does it mesh with the decision making style of the organization, and is it compatible with the data that are available?

2. How easy is the method to use? How much time is required to apply it, what training is needed to understand it, and what computer facilities, if any, are needed? (This is the practicality criterion noted in the introduction)

3. How valid is the method? Do the results of the method (e.g., rankings of alternatives) accurately reflect the values held by the decision makers? Are the method's assumptions and the evaluations it yields consistent with the values of the decision makers? Evaluations by an invalid method might bear little relationship to the tradeoffs decision
makers and the public are willing to make, and the chosen alternative might be preferred by no one. Finally, do the decision makers trust the method and its results?

The last criterion is important if different methods result in different decisions; if so, one needs to worry about which method more accurately captures the priorities of decision makers. If different methods lead to the same results then a method can be chosen on the basis of appropriateness and ease of use alone.

Appropriateness

What characteristics should an "appropriate" method have? Most follow from the real reasons for applying an analytical method to the decision process in the first place:

Display of trade-offs: For public-sector decisions, the primary purpose of multicriteria methods should be to present information on tradeoffs. A method should show, in a vivid and easily digestible manner, how different alternatives perform on different attributes and, by doing so, make it easier for fully informed decisions to be made. An important by-product of displaying tradeoffs is the elimination of alternatives that are "dominated" (that is, perform no better on all attributes than another alternative, while performing strictly worse on at least one attribute).

Risk and uncertainty: An appropriate method should recognize that information about risks and uncertainties regarding the impacts of electric utility projects is crucial to choices among alternatives. A method should display information on how alternatives affect the risks associated with each of the attributes.

Understanding: An appropriate method should be easily understood, since people with a wide variety of backgrounds will be applying it and interpreting its results.

Simplification: An appropriate method should simplify the decision for those who have the final responsibility for it, but without oversimplifying it. It is desirable to simplify the problem by avoiding presenting too many alternatives or too many criteria at once. Psychologists cite the famous "7 plus or minus 2" rule for how many facts that a decision maker can keep in mind at once. If there is too much information, much of it will be ignored or inconsistently applied. But oversimplification can occur if too few options representing too narrow a range of tradeoffs are presented. An appropriate method will screen out alternatives using, as examples, the following procedures:

- drop dominated alternatives;
- drop alternatives whose performance in one or more attributes is so poor that they are likely to be rejected on that basis alone ("exclusionary screening");
- keep alternatives which are robust; that is, which do well under a wide range of assumptions concerning weights, risk attitudes, and probability distributions of inputs; and
- keep alternatives that emphasize different attributes so that the decision makers are presented with a real choice. (Otherwise, the real decision is being made by analysts, not those who should be responsible.)

Ease of Use
Ease of Use

Ease of use is an empirical question for which it is hard to set firm guidelines, and which is highly dependent upon the particular set of users. If the users are limited to just utility planners one may come to one set of conclusions; if, as we advocate, the user group includes representatives from interest groups and the public, one may come to an altogether different set of conclusions. Indeed, the two case studies that follow support this particular contention: in Seattle, the user group was much broader (and included members of local interest groups) than in the case of Centerior, where participation was limited to utility planners. The findings about ease of use of methods did indeed differ somewhat.

The time available proves to be an important issue. The effort that can be put into explaining a method (and of course the effectiveness of that training effort) will certainly affect how participants feel about ease of use. A number of studies have contrasted the time and effort required of decision-makers to use a variety of weighting and value-scaling techniques. Even the most difficult methods, such as indifference trade-off weighting or risky utility function scaling, have rarely taken more than three hours for individuals. However much less is reported in the literature about groups that include larger numbers of non-technically trained people. The Seattle case study, however, tends to suggest that the members from the citizen and environmental groups who participated were just as able to understand the methods as utility planners.

Validity

Of the three criteria, validity is the most difficult to determine in practice, because there are so many dimensions to the concept. The literature distinguishes between (1) predictive validity; (2) estimative validity; (3) construct validity; (4) convergent validity; (5) inter-expert validity; (6) inter-temporal validity, and (7) normative validity. Each of these addresses a different dimension, and is reviewed in some detail in Chapter 4.
1. BACKGROUND

Many states have now implemented, or are considering, the inclusion of environmental externalities in resource acquisition decisions by electric utilities. Some states are also considering whether to ask utilities to factor externalities into operating decisions, such as dispatch. Indeed, some states have already settled on a particular approach on how environmental factors are to be considered in integrated resource planning (IRP) -- Massachusetts, for example, requires explicit monetization of air emissions using values determined by its utility regulatory agency.¹

Others are still exploring how this should be done. For example, the Ohio Public Utility Commission, which has jurisdiction over one of the case study utilities examined in this study, is at an early stage of this process. They have directed Centerior Energy² to include consideration of externalities in their next resource plan submission to the Commission, without yet specifying in detail how this should be done. Seattle City Light, the other case study entity, is, as a municipal utility³, not subject to the jurisdiction of the Washington Public Service Commission; however, it stands under the directive of the City Council, which has required consideration of environmental issues in its resource plans for some years.

What motivates this trend towards explicit consideration of environmental externalities in integrated resource planning? Certainly over the past three decades numerous Federal and State statutes have been enacted that are directly aimed at reducing the environmental impacts of power generation -- ranging from the Clean Air Act and its amendments to legislation on water and solid waste. But even when in compliance with such laws, there are residual emissions that merit consideration in utility decision-making. Moreover, as evidenced by the new market-based concepts introduced by the 1990 Clean Air Act Amendments, traditional command-and-control mechanisms to limit key pollutants have not been totally successful. Some important air pollutants are not now regulated, such as greenhouse gas (GHG) emissions, and some toxics. Finally, and perhaps most importantly, there are many other environmental concerns and community preferences not explicitly regulated as such, but which ought to be given some consideration -- witness the high value placed on whitewater recreation opportunities in the Pacific Northwest. Indeed, it is the very essence of IRP that the proper criterion for planning is not the narrow one of minimizing the utility's costs, but of minimizing a much broader definition of social cost.⁴ Moreover, despite evident progress in considering

---

¹ For recent reviews of state actions to include externalities in utility planning, see e.g. Haites and Hashem (1993) or Niemi et al., (1993).

² Centerior Energy is the holding company for Cleveland Electric and Toledo Edison

³ Seattle City Light (SCL) is technically a department of the City Government.

⁴ The central concept of IRP is not just that demand-side resources need to be considered consistently with supply-side resources, but that a much broader range of criteria be applied to evaluation procedures. Least cost planning has been defined a process which "...explicitly includes..."
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environmental effects at the project level -- forced largely by the environmental impact statement (EIS) requirements introduced by the National Environmental Policy Act (NEPA) -- project level mitigation measures have a rather local impact, whereas consideration of environmental considerations at the resource planning stage -- where basic decisions about the resource mix are taken -- have a much more profound impact.\(^5\)

1.1 Approaches for considering environmental factors in IRP.

Any proposed method of incorporating externalities needs to meet three criteria: validity, appropriateness, and practicality. A valid method is one that is scientifically rigorous and arrives at results that accurately reflect the values held by decision-makers, while a practical method is one that can be implemented with reasonable time and effort. But how this balance is to be achieved is in fact critical. On the one hand it is not too difficult to propose a practical method that uses values of damage costs determined by perceived consensus and compromise in a regulatory proceeding. Yet arbitrary values are no substitute for rigorous analysis and documentation of a system's environmental impacts. On the other hand, a rigorous method that is perceived as too complicated or academic will simply not be implemented.

Four major approaches to the incorporation of environmental factors in IRP can be identified in current practice.\(^6\) (1) qualitative approaches; (2) rule-based approaches; (3) monetization, and (4) multicriteria decision methods. Each strikes a rather different balance between the criteria of validity, practicality, and appropriateness.

**Qualitative approaches:**

Qualitative approaches take a number of forms, ranging from a simple listing of externalities associated with each option, to one in which some subjective judgment is applied to the severity of the impact in question (such as "high", "medium", "insignificant", etc.). Such approaches have long been a standard part of project level environmental impact statements\(^7\): their conservation and load management programs as capacity and energy resources; it considers environmental and social factors as well as direct economic costs; it involves public participation; and it carefully analyzes the uncertainties and risks posed by different resource portfolios and by external factors (Goldman et al., 1989.)

In fact, the proposition that environmental factors must be considered in decision-making is not new, for the National Environmental Policy Act has required such consideration in the case of major federal actions since 1970. However, the requirement that environmental externalities need not merely be identified, but also be quantified and valued in economic terms, is more recent; The Pacific Northwest Electric Power Planning and Conservation Act of 1980 appears to contain the first statutory requirement that environmental costs and benefits need to be explicitly incorporated in benefit-cost analysis when evaluating new power resources. But by the late 1980s, many state regulatory commissions outside the Pacific Northwest had begun to take an active interest in assessing environmental externalities (Weil, 1991; Wood and Naill, 1992).

This corresponds to the categories in the EPRI guide (Temple, Barker & Sloane, *op. cit.*, 1991). The Pace University Study (Ottinger et al., 1990) uses a somewhat different classification based on regulatory practice rather than methodology, namely: quantitative consideration, rate of return consideration, qualitative consideration, avoided cost consideration, environmental dispatch, and collaborative consideration.

We review one such recent example, the EIS for the Puget Sound Reliability Study, in Section 3.1.

---
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advocates claim their inherent simplicity and flexibility is a major advantage given the danger that basic issues can quickly get bogged down in complex details. But whether the obvious practicality of the approach compensates for the troubling lack of precision, quantification, and validity is subject to question.

Rule-based approaches:
The "rule based" approach is nothing more than a euphemism for arbitrary adjustment: here the emphasis is again almost entirely on practicality. Several States have adopted such methods under such labels as "percentage adder". To be sure, such seemingly arbitrary adjustments in fact reflect the very real frustrations of obtaining credible and defensible estimates of actual environmental damages; and may be justified largely on the intuitive ground that demand side management (DSM) programs avoid environmental costs associated with supply side resources, and therefore require some special consideration. But there is little discussion of the actual effects of such quantitative consideration measures in the literature, perhaps because the procedures appear so far removed from rigorous cost/benefit analysis that nobody has bothered to examine them systematically.

Monetization:
The third approach, namely monetization of environmental externalities and their subsequent incorporation into traditional cost-benefit evaluation, is the obvious preference of environmental economists, with its seeming emphasis on validity. Yet the approach is beset with practical difficulties, not least of which is the limited ability of economists to make realistic estimates of actual damage costs. Because of these difficulties, many have advocated the use of control costs as a proxy for damages, yet this too can readily be shown to violate the axioms of benefit/cost analysis. However, the encyclopedic review of electric utility environmental damages by Ottinger et al. (1989) tends to suggest that the uncertainties that surround actual damage estimates lead to valuations that are probably no more uncertain than those associated with the use of control costs.

And as we shall see later, the subjective judgments involved in these techniques are very often derived by the PSAT method -- literally "people sitting around a table" -- in which group discussion attempts to reach a consensus about the severity of a particular impact.

For example, Vermont gives a 15% adder to DSM; Montana gives a 2% adder for DSM. Wisconsin gives a 15% credit to resources that are not combustion based. See Ottinger et al. (1990) for a review. All of such rules presently in force discriminate in each case just between two categories; those resources that qualify, and those resources that do not. Thus such rules have limited ability to select among marginally cleaner or dirtier resources (Temple, Barker and Sloane, 1991, p.IV-2).

This approach is based on the proposition of a "revealed preference", that Congress would indeed impose standards up to the point where, implicitly, the marginal cost equals the marginal benefit. But see, e.g., Joskow (1992) for a critique of this theory. Massachusetts has adopted this approach, despite a great deal of controversy and contentious debate in the literature about its validity. In a recent regulatory proceeding, thousands of pages of testimony were generated that reflected the diversity of views on what are appropriate valuations for externalities (Commonwealth of Massachusetts, Department of Public Utilities, Docket 91-131. November 10, 1992). Nevertheless, whatever the shortcomings, the DPU concluded: "...the Department is reaffirming its strong commitment to the concept of considering environmental externalities in resource decision-making. At times, policy-makers have to accept a 'second best' solution as a means of moving in a desired direction."

And as we shall see later, the subjective judgments involved in these techniques are very often derived by the PSAT method -- literally "people sitting around a table" -- in which group discussion attempts to reach a consensus about the severity of a particular impact.

For example, Vermont gives a 15% adder to DSM; Montana gives a 2% adder for DSM. Wisconsin gives a 15% credit to resources that are not combustion based. See Ottinger et al. (1990) for a review. All of such rules presently in force discriminate in each case just between two categories; those resources that qualify, and those resources that do not. Thus such rules have limited ability to select among marginally cleaner or dirtier resources (Temple, Barker and Sloane, 1991, p.IV-2).

This approach is based on the proposition of a "revealed preference", that Congress would indeed impose standards up to the point where, implicitly, the marginal cost equals the marginal benefit. But see, e.g., Joskow (1992) for a critique of this theory. Massachusetts has adopted this approach, despite a great deal of controversy and contentious debate in the literature about its validity. In a recent regulatory proceeding, thousands of pages of testimony were generated that reflected the diversity of views on what are appropriate valuations for externalities (Commonwealth of Massachusetts, Department of Public Utilities, Docket 91-131. November 10, 1992). Nevertheless, whatever the shortcomings, the DPU concluded: "...the Department is reaffirming its strong commitment to the concept of considering environmental externalities in resource decision-making. At times, policy-makers have to accept a 'second best' solution as a means of moving in a desired direction."
Perhaps a more important problem with the monetization approach is that only those environmental impacts for which a monetization calculation proves convenient are included. In practice this means that air emissions are so quantified, while the impact of other emissions, and different types of impacts, tend to be ignored.

A further issue is that not everyone accepts the premises of benefit cost analysis, namely (1) that only people's preferences matter (i.e. that other species or natural areas do not have rights); and (2) that the distribution of benefits and costs does not matter. Moreover, when different options have very different impacts (dollars, human health impacts, loss of biodiversity), many individuals prefer to consider each in their natural units, rather than obscure the trade-offs by putting them into common units (particularly when there may be sharp disagreements about exactly how such a conversion is undertaken in practice).

Multi-criteria decision methods:
Finally there are the multicriteria methods. Because of the problems inherent in the explicit valuation of externalities, multicriteria methods have been used for some time -- indeed, they have been part of environmental impact assessments and power plant siting studies since the early 1970s (as a result of NEPA and the Calvert Cliffs decision) (Hobbs and Rowe, 1979). More recently, they have come into widespread use in bidding systems used by utilities to acquire resources from independent power producers (IPPs). Typically in such systems alternative options are scored (or ranked) on some scale for a number of environmental and cost attributes, the attributes are given weights, and an overall ranking derived by adding the weighted scores. Multi-criteria methods have at least five purposes:

1. To communicate information about tradeoffs among attributes (Cohon, 1978). An example of a tradeoff between two attributes is: "in order to decrease the emissions of SO₂ by 10,000 tons, we would have to accept an increase in cost of $2,000,000."

2. To help decision makers make more consistent and rational evaluations of these tradeoffs. When alternatives have many attributes (ten or more are common in utility planning; e.g., cost, land use, endangered species, flexibility, reliability, water quality, emissions of CO₂, NOx, particulates, SO₂ ...), psychological research has shown that decision makers are inconsistent in their subjective evaluations of alternatives. Generally, the mind focuses on two or three attributes and ignores the others, or it flits inconsistently among the attributes (Shepard, ...)

The EPRI guide, op. cit., calls this "rating and weighting" approaches: but in fact rating and weighting is only one of a much larger set of techniques that can broadly be defined as MCDM methods.

MCDM methods are widely used outside the energy field to quantify environmental implications of decisions (Hobbs, 1985). For instance USEPA uses a rating and weighting approach to prioritize superfund sites (Caldwell and Ortiz, 1989). MCDM methods have also been used extensively for water resource planning by the U.S. Bureau of Reclamation (Brown, 1984) and U.S. Army Corps of Engineers (1975). Even though the "Principles and Guidelines" for federal water planning (U.S. Water Resources Council, 1983) no longer endorses the co-equal objective approach of the old "Principles and Standards" (U.S. Water Resources Council, 1973), multicriteria methods still can and do serve important roles in federal water resources planning (Stakhiv, 1986; Hobbs, Stakhiv, and Grayman, 1989).

11 The EPRI guide, op. cit., calls this "rating and weighting" approaches: but in fact rating and weighting is only one of a much larger set of techniques that can broadly be defined as MCDM methods.

12 MCDM methods are widely used outside the energy field to quantify environmental implications of decisions (Hobbs, 1985). For instance USEPA uses a rating and weighting approach to prioritize superfund sites (Caldwell and Ortiz, 1989). MCDM methods have also been used extensively for water resource planning by the U.S. Bureau of Reclamation (Brown, 1984) and U.S. Army Corps of Engineers (1975). Even though the "Principles and Guidelines" for federal water planning (U.S. Water Resources Council, 1983) no longer endorses the co-equal objective approach of the old "Principles and Standards" (U.S. Water Resources Council, 1973), multicriteria methods still can and do serve important roles in federal water resources planning (Stakhiv, 1986; Hobbs, Stakhiv, and Grayman, 1989).

1964; Slovic and Lichtenstein, 1971). Multi-criteria methods ask questions of decision makers to determine their priorities, and use the answers to systematically weed out undesirable alternatives and to indicate what alternatives might be most preferred.

3. To help decision makers make more consistent and rational evaluations of risk and uncertainty. Psychological studies show that decision makers have a difficult time evaluating risk in a consistent manner (e.g., Krzysztofowicz and Duckstein 1980). Some multicriteria risk methods attempt to measure decision makers' attitudes towards risk (e.g., risk seeking, risk averse) and to consistently apply them to the problem. Other methods for initial screening of plans attempt to preserve a range of choice so that if the detailed engineering phase finds one alternative to be infeasible, other feasible plans will be still be available (Keeney, 1987).

4. To help understand the values and perspectives of different interests. Multicriteria methods provide a framework for measuring the priorities of different groups, and for showing what the implications of each group's values would be for the decision (Brown, 1984).

5. To document how decisions are made. The use of multicriteria methods in federal decision making was spurred by the National Environmental Policy Act and the subsequent court rulings (Calvert Cliffs) which required agencies to document the rationale for decisions.

There is no question that some MCDM methods are practical to apply, but whether they are also valid has come under increasing scrutiny. For example, Hirst and Goldman (1991), in discussing the scoring system used by the New England Electric System, conclude "...the method is easy to understand, but its lack of scientific basis is troubling. Therefore this approach may be useful primarily as an interim method."

A final point to emphasize at the outset is that very often people do not know what they want: and it is therefore naive to view MCDM as simply a problem of eliciting references firmly established in someone's head -- as if these were eternal, constant and well defined. In reality, during the course of a planning exercise, people's attitudes will evolve in response to new information, interactions with others, and viewing the problem from different perspectives.

Indeed, when a decision is difficult because it involves a unique problem along with strongly held and conflicting values, most people will be unsure of their priorities. There is ample evidence that in such situations, the value judgments they articulate will depend strongly on supposedly irrelevant details of methodology, such as the exact phrasing of questions (von Winterfelt and Edwards, 1986; Fischhoff et al., 1979). In this case, a critical role of MCDM is to help people understand the problem better.

1.2 Objectives

This report addresses only the last of these four approaches. It is intended as a guide to the application of multi-criteria decision methods to the incorporation of environmental factors in electric utility integrated resource planning.

We provide a step-by-step guide to the elements that are common to all MCDM applications. We discuss (1) how environmental attributes should be selected and defined, (2) how options should be selected (and how risk and uncertainty should be accounted for); (3) how environmental impacts should be quantified (with particular attention to the problems of
location); (4) how screening should be conducted; (5) the construction and analysis of trade-off curves; (6) dominance analysis, which seeks to identify clearly superior options, and reject clearly inferior options; (7) scaling of impacts, in which we translate social, economic and environmental impacts into value functions; (8) the determination of weights, with particular emphasis on ensuring that the weights reflect the trade-offs that decision-makers are actually willing to make; (9) the amalgamation of attributes into overall plan rankings; and (10) the resolution of differences among methods, and between individuals. Throughout the discussion we stress validity, appropriateness, and practicality, recognizing that a good method necessarily draws a balance among these three criteria.

The primary question addressed by this report is therefore not whether it should be done, but how it should be done. Further, we limit ourselves to the how of MCDM approaches: we do not attempt the much broader task of addressing environmental externalities in general.

1.3 Outline of the report

We begin, in Section 2, with a review of the elements of an MCDM application, and present a discussion of the salient features of the methods that are currently being used in IRP. The discussion is structured around the ten elements of MCDM.

Section 3 then reviews a selection of past applications, in which we use the step-by-step guide to examine how they satisfy the three main criteria of appropriateness, validity, and practicality. Case material is drawn from a wide field of utility applications, ranging from project level environmental impacts statements to capacity bidding programs, and from the results of two case studies conducted as part of this research project. We worked with two utilities: Seattle City Light and Centerior Energy of Ohio -- with a primary focus on whether different methods yielded different results, and how utility planners judged appropriateness and ease of use.

In Section 4 we discuss the criteria for selecting an MCDM technique, given the very large number of methods that are encountered in the literature and in practical applications. In addition to the already-mentioned criteria of practicality and validity, we also examine the extent to which methods are appropriate: that is, does the method provide the information that is actually needed by decision-makers?

There are several reviews that already fill this wider function, ranging from the elementary exposition in the EPRI Guide on Environmental Externalities (Temple, Barker, Sloane, 1991), to the treatise on monetization of environmental impacts prepared for the State of Washington Interagency Task Force on Environmental Costs (Dodds and Lessor, 1992) and the encyclopedic review in the Pace University study (Environmental Costs of Electricity, Ottinger et al., 1990). Perhaps the best recent review of economic valuation techniques (albeit not limited to electric sector impacts), that emphasizes practical guidance and examples rather than theory, is the World Bank guide by Munasinghe (1993).
2. THE APPLICATION OF MCDM METHODS

In this Chapter we present a discussion of the sequence of steps necessary to apply an MCDM method to a decision problem. These steps are largely independent of the particular application involved, and apply not just to the incorporation of environmental factors in IRP but to a whole host of other potential utility applications from power plant siting to bidding programs. We begin with an overview of the process, and then discuss each of the steps in turn.

The application of MCDM methods involves the following steps:

1. Selection and definition of attributes, say $A_i$, $i=1, \ldots, N$, selected to reflect important planning objectives and/or environmental concerns. System cost, reliability, impact on rates, air quality impacts, or impact on fisheries are examples: in this step we select which of these will be used in an application, and precisely how they should be defined.

2. Definition of the alternatives to be analyzed.

3. Quantification of the levels $A_j$ of the $i$ attributes estimated for each of the $j$ alternatives. This generally requires the application of some model to predict the impacts. Uncertainty and risk in attribute levels is quantified at this time.

4. Preliminary screening of alternatives

5. Construction and analysis of trade-off curves

6. L. minance analysis

7. Scaling of attributes, in which the level of an attribute is translated into a measure of value, $v_i(A_j)$ (also known as the attribute value function). This is sometimes combined with a normalization procedure, usually on a scale of zero to one (in which the lowest value of the attribute value function is assigned zero, the highest one).

8. Selection of weights $w_i$ for each attribute.

9. Determination and application of an amalgamation rule. Such rules combine the weights and value functions into a single overall value or ranking of the available options, or which reduces the number of options for further consideration to a smaller number of candidate plans.

10. Resolution of differences between methods, and between and among individuals.

While the steps appear conceptually straightforward, in general most applications give relatively little attention to a number of theoretical requirements for the results to be valid. Equally important, even though we have presented these elements in the form of a sequential list, in any actual application a certain amount of iteration between these steps will be necessary -- as we shall see the subsequent discussions. The inter-relationship between these steps is indicated on Figure 2.1.
Figure 2.1: Steps in a MCDM problem
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### 2.1: Attribute selection and definition (step 1)

Attributes, or measures of goodness, express the planning objectives to be considered in a given problem. Unfortunately, the need for care in the selection of attributes is not very evident from much of the literature of application of multi-attribute methods to power sector problems. Four main issues need to be addressed in the selection and definition of attributes:

#### Double counting

There are several types of double counting that need to be considered in a MCDM problem. The first relates to double counting in the attributes: for example, there ought not to be a separate attribute for the miles of associated transmission line if there are already other attributes that capture the relevant land use impacts. Provided one is always cognizant of precisely what impact a particular attribute is supposed to capture, this is not too difficult to avoid in practice.

Indeed, the attribute "land use" is one that is frequently encountered, often expressed as "acres", or "acres/Mw". Why this should be a separate attribute is generally unclear. The cost of land is (or should be) included in the system cost attribute, as should any costs associated with resettlement and compensation (often an issue in hydro projects). The opportunity costs of lost production are also easily calculated (say in the case of land in agricultural use). Therefore, it is only the non-market values of land that need to be captured. Yet if there are unique historical, ecological or archaeological resources that need to be explicitly considered, then they are surely not captured by a value for acres per Mw.

A more difficult double counting issue concerns the extent to which those pollutant emissions that are subject to tradable emissions allowances -- such as SO$_2$ -- ought also to be treated as an attribute (or, in monetization approaches, also assigned some externality value). The practical question is whether or not there should be an attribute for SO$_2$ emissions in an MCDM analysis, given (1) that the total quantity of SO$_2$ emissions in the US is fixed under the emissions allowance system established under the 1990 Clean Air Amendments, and (2) that the cost of purchasing the necessary allowances is already included in the cost attribute. At first glance the answer to that question might seem to be negative.

However, the argument that the allowances system has internalized the cost of SO$_2$ emissions is valid only as long as it does not matter where and when the emissions takes place. But the damages SO$_2$ emissions inflict do depend strongly on location. Emissions upwind of urban areas and sensitive ecosystems, such as New York's Adirondack lakes, are more harmful.

---

15 For example, acres/Mw appears in the rating system of Niagara Mohawk in New York, reviewed below in Section 3.1

16 NO$_x$ emissions in non-attainment areas are subject to "offset" provisions that can have much the same effect.

17 The SO$_2$ control program is implemented in two stages, Phase I and Phase II. Phase I will run from 1995 to 1999. During this time, allowances will only be issued to the 110 so-called Phase I plants which the title enumerates. These are generally larger coal-fired facilities whose emission rates exceed 2.5 lb/mmBtu. Allowances will be allocated to each at approximately that rate times the 1985-87 average heat input (in mmBtu) of the unit. The SO$_2$ emissions of other sulfur-emitting generating units, called Phase II units, will not require allowances at that time. In Phase II, starting in the year 2000, all generating units will come under the allowance system and, at most, 1.2 lb/mmbtu of allowances will be allocated to each. The total allowances issued nationwide during Phase II will be 8.95 million tons/year, approximately half of the emissions occurring in the 1980's.
than releases in areas with predominantly alkaline soils or few people downwind, such as Florida and Nevada.\textsuperscript{18}

Elsewhere (Hobbs, 1992, 1993), it is shown that the social cost of an additional ton of SO\textsubscript{2} emissions at a particular location X is the sum of two quantities: (1) the price of an allowance, plus (2) the external cost resulting from the emissions at X, minus the external costs avoided because emissions at other locations will decrease. That is, the social cost accounts for how an emissions allowance would otherwise be used, and the resulting damage if it were not consumed at X. Since allowances are an internal cost anyway -- utilities must either buy allowances or forego selling them -- the appropriate adder is just the second of the two quantities. This adder might in fact be negative.\textsuperscript{19}

In practice, therefore, whether or not there should be an attribute for SO\textsubscript{2} emissions would depend upon whether a case can be made that there is a differential locational effect -- \textit{in addition to} the cost of allowances that should have been included in the system cost attribute. If such a case can be made, and SO\textsubscript{2} emissions are included as an attribute, it is likely that participants should be repeatedly reminded, particularly during the scaling and weighting elements of the MCDM process, that the attributes refers to only the \textit{differential} impacts.

\textbf{Value independence:}

Attributes should be conceptually distinct, i.e. preference independent\textsuperscript{20}. For example, the attributes CO\textsubscript{2} emissions and SO\textsubscript{2} emissions would be preference independent if one were willing to spend $15/ton to avoid a ton of CO\textsubscript{2} emissions regardless of whether SO\textsubscript{2} emissions were low or were high. Decision analysis differentiates between statistical independence and preferential independence; the former refers to the correlation structure of the alternatives, the latter to structure of the user's preferences -- a distinction that might be characterized as "facts" v. "values".

Additive value functions -- such as those used in weighting and summation methods -- assume certain type of value independence, but statistical independence is irrelevant to the validity of the additive form. For example, whether alternatives with high CO\textsubscript{2} emissions also tend to have high SO\textsubscript{2} emissions is a question of statistical, not preference, independence.

A good illustration of the importance of value independence is illustrated by the poor criteria definition adopted by the New York State hazardous waste facility siting board, which established "danger of fire and explosion" and "population near site" as separate criteria to be

\textsuperscript{18} For example, as noted by Joskow (1992), the net damage of an additional ton of SO\textsubscript{2} emitted in Massachusetts might be negative if that ton might otherwise be emitted upwind in Ohio, as much of the emissions at, for example, Massachusetts's Brayton Point plant, are blown out to sea.

\textsuperscript{19} The social cost of an incremental ton of SO\textsubscript{2} under the Title IV allowance system equals the increase in control costs that one or more utilities bear in order to free up the one allowance needed to cover that ton, plus the net increase in environmental damage stemming from the rearrangement of emissions. Under a well-functioning allowance system, the former cost equals the price of allowances. The theoretically appropriate adder is then the latter quantity--which is generally neither zero nor the difference between the gross damage caused by a ton emitted within its jurisdiction and the allowance price. Whether the net external cost is positive or negative depends on two variables: the relative magnitudes of marginal damages of emissions in different locations, and who would buy or sell allowances on the margin. If marginal damages in all locations are equal, then the net cost is zero.

\textsuperscript{20} A set of attributes \{X\textsubscript{i}, X\textsubscript{j}, ..., X\textsubscript{n}\} is preference independent of its complement (i.e. the other attributes \{X\textsubscript{n+1}, X\textsubscript{n+2}, ..., X\textsubscript{m}\}) if the trade-offs a decision maker is willing to make among the \{X\textsubscript{i}, X\textsubscript{j}, ..., X\textsubscript{n}\} do not depend upon the levels of its complement. (Keeney and Raiffa, 1976).
added together. (New York Department of Environmental Conservation, 1980). But these are
not preferentially independent -- a high likelihood of explosion would motivate a user to put a
higher weight on the criterion "population near site". One possible approach to avoiding this
kind of problem is to define a new attribute as the product of the two.

**Specificity**
The rationale for selecting a particular attribute needs careful consideration. For example one
frequently finds a criterion "solid waste disposal" expressed as tons of waste generated. Precisely why the quantity of solid waste is relevant is unclear, except that it is easy to estimate. Since a large part of the total land area required for a coal-fired power plant may be for solid waste disposal, there may in any event be double counting if there is also a criterion for "land use" (expressed in acres). Moreover, the quantity of solid waste is perhaps primarily related to the cost of disposal (higher quantities correlate very well with higher disposal costs): yet again, such costs themselves should be included in the system cost attribute.

In fact the relevant environmental risk associated with ash and scrubber sludge disposal is the risk of toxic leachates contaminating nearby aquifers, which has very little relationship to the quantity of waste produced, but rather to characteristics such as soil permeability, depth to the groundwater table, and rainfall.

The problem, of course, is that actual environmental risk may not be very well determined at the long range planning stage: even if the general locations are known, site studies are unlikely to be available in the sort of detail necessary. Yet choosing the most convenient proxy, or even one with seeming precision, such as volume of solid waste generated, may in fact not be the most appropriate. In this particular case, the number of solid waste sites that have to be opened may be much more suitable.

**Proliferation of attributes**
Many applications of MCDM methods suffer from the same malady that afflict environmental impact statements: in their desire to be comprehensive, they become tedious recitations of all possible impacts, with not much thought given to what is really important. For example, in the scoring system used in testimony in a Vermont proceeding -- which attempted to deal with the question of the relative environmental impacts of hydro imports from Canada, demand-side management measures, and decentralized renewable -- 36 different attributes were used (Mintzer et al., 1990). These included separate attributes for each of the following material uses: steel, concrete, aluminum, silicon, glass, plastics and non-ferrous metals. Exactly what environmental concerns the consumption of these materials implies, that is not already reflected by other attributes, is unclear.

21 Elsewhere we argue that arbitrary "scoring" of impacts can be particularly misleading, particularly if a more rigorous quantification through modeling is possible (see discussion below under step 3). However, in this particular case, we see the dangers of using inappropriate -- and indeed quite spurious -- quantification: using the number of new solid waste sites to be opened as the attribute, if properly justified, is a lot less arbitrary than tons of waste.

22 This study also proposed an interesting approach to the determination of weights, based on the reversibility of the impact as the most important factor: high level radioactive waste from a nuclear power plant would be assigned a high weight because it remains radioactive for thousands of years; while thermal pollution of a river during low flow periods would be assigned a low weight. However, what is critical to validity is whether or not the weights actually reflect the trade-offs that decision makers would actually be prepared to make in practice.
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A proliferation of attributes tends to make weighting more difficult, and may introduce a bias simply because one is reluctant to weight any particular attribute as near zero. Moreover, trade-offs become difficult to understand and display to decision-makers in comprehensible form if there are too many of them. The guiding principle ought to be that one starts from what are the most important impact issues (greenhouse gas emissions, health effects of fossil fuel pollution, the risk of groundwater contamination, the risk posed to aquatic ecosystems from thermal plumes, etc), and then select one attribute for each of these concerns.

In some sense, obviously, the definition and quantification of attributes goes hand in hand; MCDM methods require that attributes be quantified. However, there is the danger that what is difficult to quantify -- yet important -- may get ignored.

Two ways can be used to deal with this issue. First, in some cases, indirect valuation methods can be used without direct quantification: for example, some of the so-called hedonic pricing methods can be used to estimate the impact of a power facility. By examining real estate prices in the vicinity of a large generating facility, and comparing them to a comparable location without a generating plant in its vicinity, one may assess how individuals value the perceived environmental impacts -- without necessarily having to quantify the actual impact such as incremental air pollution (at a fossil plant) or incremental radiation or probability of catastrophic accident (at a nuclear plant).

A second way of dealing with impacts difficult to quantify is to use scenarios. For example, the health impacts associated with EHV transmission lines may be viewed as significant. Yet there is presently no basis for quantifying that effect. One way to include an assessment of the issue is to define a technology scenario that eliminates the need for additional EHV lines (by dispersed siting, or reduced reliability), and then asking whether one is willing to incur the incremental costs involved.

---

23 All these points have long been established in the decision sciences literature, and were validated in a large number of applications in the 1970's to power plant siting particularly by Keeney and his colleagues (see e.g. Keeney and Raiffa (1976); Keeney and Nair (1977). Keeney et al. (1981) is one illustration of a well-founded application of decision theory to utility resource planning (a coal/nuclear choice).

24 For a good review of the issues and uncertainties involved, see e.g., Florig (1992).
2.2: Define options (Step 2).

Decision-makers like to be presented with some reasonable number of options that they can weigh against each other. What is reasonable in any set of circumstances may of course vary, but 20 may be too many, and two is likely to be too few. But whatever the number, the most important criterion is that the set selected show meaningful differences in resource mix choices and impacts. An analysis that looks, say, only at five different nuclear plant choices and a single level of DSM program implementation will satisfy nobody. At the same time, at the outset of an IRP process, one may not know which alternatives are the interesting ones to examine. In short, the definition of the options is likely to be part of an iterative process, rather than something determined irrevocably at the outset.

This problem is well illustrated by the Centerior case study (Meier and Hobbs, 1994). The possible combinations of different levels of DSM, unit career planning, dispatching method, and new generation and purchase options ran into several hundreds. This had to be reduced down to some manageable number. The question is how many, and by what criterion is the reduction process to take place?

Moreover, these plans had to be evaluated in light of many different uncertainties. A number of combinations of external circumstances beyond Centerior's control -- the purchase price of electricity from neighboring utilities, nuclear availability, DSM effectiveness, natural gas prices, to name a few -- all complicate the process.

This of course describes the classical problem of decision-making under uncertainty, for which decision trees make an excellent representation. But with many chance nodes (representing the outcomes of the uncertain variables) and many decision nodes (which represent the alternative actions that can be taken), such trees often become very complex ("bushy") which may make them difficult for management and decision-makers to absorb.

Centerior Energy uses a somewhat different approach for its IRP, in which the various elements of uncertainty are combined into "futures". With management concern strongly focused on rate impacts, the futures defined for our case study represented the extremes that would combine into very favorable, or very unfavorable circumstances, for the evolution of rates. Thus, as shown on Table 2.1, Centerior defined "low stress", "reference", and "high stress" futures. These cases correspond to the likelihood that the utility would require rate relief, which in Centerior's case is the dominant concern of management (and of its relationship with the regulatory commission).

The process of defining such futures can stimulate thinking about what options might "work" in different futures, or be robust across these futures. This can lead to the addition of more plans to the initial list.

There is probably some danger of leaving option selection entirely to utility technical analysts: if the analysis is to be representative of the issues likely to come before the regulatory proceeding, it is better that options of interest to likely intervenor groups be included in the analysis, however unpalatable that may be, or however improbable that be viewed, by the utility resource planners. Thus we cannot stress too much the desirability of as broad, and as early a public participation in this process as possible – a point that is hardly new.

---

25 There is a growing literature on utility decision-making under uncertainty that is far too extensive to be reviewed here in any detail. Practical examples of such techniques include Hirst and Schweizer (1989); Merrill and Wood (1991); Hobbs and Maheshwari (1990); and Keeney and Sucherman (1986).
In any event, there also needs to be broad participation among different utility departments at this stage, with at a minimum representation from the environment, rate and DSM departments in addition to those directly involved in the IRP process and the preparation of the regular cycle of submissions to the regulatory commission.

As an example of the results of such an option definition process, in Figure 2.2 we show those branches of the total decision tree that represent the set of 15 options used in the Centerior case study (Reference, plus cases A through N, indicated on the far right hand side of this figure). The options were chosen to be representative of the diversity of resources and economic and environmental outcomes. The specific assumptions for these plan options are summarized on Table 2.2.

A different approach is represented by our Seattle case study. There, a mathematical programming-based IRP model was used to generate a range of resource mixes. This was accomplished by varying the relative weight of CO₂ and utility cost in the model's objective function, and by adding and deleting certain options. For instance, in one run a CO₂ penalty of $20/ton was applied while new hydroelectric capacity was prohibited in response to fish concerns. The result of this process was 36 tentative resource plans which were then narrowed down to 12 using some of the methods described under step 6, below.
Figure 2.2: The Centerior case study decision tree

Abbreviations:
EmD = emissions dispatch
EcD = economic dispatch
UCP = unit career planning
CT/CC = combustion turbine/combined cycle
Table 2.2: Plan options in the Centerior Case Study

<table>
<thead>
<tr>
<th>ref</th>
<th>Option Description</th>
<th>DSM [Mw]</th>
<th>UCP [units]</th>
<th>New capacity [Type]</th>
<th>Percent reserve [%]</th>
<th>dispatching method</th>
</tr>
</thead>
<tbody>
<tr>
<td>a</td>
<td>reference with emissions dispatch</td>
<td>360</td>
<td>11</td>
<td>CT/CC</td>
<td>20</td>
<td>economic</td>
</tr>
<tr>
<td>b</td>
<td>reference with 10% reserve</td>
<td>360</td>
<td>11</td>
<td>CT/CC</td>
<td>10</td>
<td>economic</td>
</tr>
<tr>
<td>c</td>
<td>ref with wind as new capacity</td>
<td>360</td>
<td>11</td>
<td>200Mw wind</td>
<td>20</td>
<td>economic</td>
</tr>
<tr>
<td>d</td>
<td>ref. with coal as new capacity</td>
<td>360</td>
<td>11</td>
<td>600Mw coal</td>
<td>20</td>
<td>economic</td>
</tr>
<tr>
<td>e</td>
<td>ref. with Summit as new capacity</td>
<td>360</td>
<td>11</td>
<td>200Mw Summit</td>
<td>20</td>
<td>economic</td>
</tr>
<tr>
<td>f</td>
<td>reduced UCP</td>
<td>360</td>
<td>7(-720)</td>
<td>CT/CC</td>
<td>20</td>
<td>economic</td>
</tr>
<tr>
<td>g</td>
<td>Reduced UCP with emissions dispatch</td>
<td>360</td>
<td>7(-720)</td>
<td>CT/CC</td>
<td>20</td>
<td>economic</td>
</tr>
<tr>
<td>h</td>
<td>Reduced UCP with 500Mw purchase</td>
<td>360</td>
<td>7(-720)</td>
<td>500Mw purchase</td>
<td>20</td>
<td>economic</td>
</tr>
<tr>
<td>i</td>
<td>Reduced UCP with new nuclear</td>
<td>360</td>
<td>7(-720)</td>
<td>600Mw nuclear</td>
<td>20</td>
<td>economic</td>
</tr>
<tr>
<td>j</td>
<td>increased DSM</td>
<td>720</td>
<td>11</td>
<td>CT/CC</td>
<td>20</td>
<td>economic</td>
</tr>
<tr>
<td>k</td>
<td>increased DSM, reduced UCP+ emissions dispatch</td>
<td>720</td>
<td>7(-720)</td>
<td>CT/CC</td>
<td>20</td>
<td>emissions</td>
</tr>
<tr>
<td>l</td>
<td>increased DSM, reduced UCP+ wind and emissions dispatch</td>
<td>720</td>
<td>7(-720)</td>
<td>200Mw wind</td>
<td>20</td>
<td>emissions</td>
</tr>
<tr>
<td>m</td>
<td>load building</td>
<td>+360</td>
<td>11</td>
<td>CT/CC</td>
<td>20</td>
<td>economic</td>
</tr>
<tr>
<td>n</td>
<td>load building+reduced UCP</td>
<td>+360</td>
<td>7(-720)</td>
<td>CT/CC</td>
<td>20</td>
<td>economic</td>
</tr>
</tbody>
</table>
2.3: Quantify impacts (step 3)

How the impacts of the different alternatives are determined is extremely important to the ultimate validity of the method. In this report we stress the use of rigorous mathematical models to predict impacts on each of the attributes: indeed, impacts need to be quantified for each alternative under each future, and often for every year within the planning horizon. One should note, however, that in a number of applications — particularly in power plant siting — there has been a tendency to use "expert judgment" to score alternatives. In such procedures, groups of experts directly "score" different alternatives on some scale; this represents a combination of steps 3 and 4. As we shall see in the next chapter where we review applications of MCDM to siting, such short cuts lead to very questionable results. In our view, whatever the application, there is no valid alternative to a rigorous calculation and quantification of impacts by application of an appropriate model. Even if all models are subject to certain assumptions and limitations, these can always be spelled out very clearly, so that decision makers clearly understand how results were derived.

Models are in wide use by electric utilities for planning, and can be used to estimate total system costs and emissions. Traditionally their principal focus has been to determine the economic and financial consequences of alternative resource plans. Some are optimization models, that seek the least cost capacity expansion path subject to exogenously specified demand forecasts and reliability levels (such as EGEAS). Others are simulation models, in which cost, reliability, and rate impacts are calculated for a series of specific options specified by the user (such as MIDAS). Economic cost (specified as the present value of system costs), reliability (specified as loss of load probability or the present value of unserved energy), rate impact (specified as average cost per kwh), and capital requirements are attributes that will likely be viewed as part of every MCDM application to IRP, and for which these kinds of models are well suited.

Perhaps the most important criterion for selecting a techno-economic model is not theoretical rigor by some abstract academic standard, but the degree to which the analysts and decision-makers have confidence in model results. A model that has been in use for some time for resource planning is likely to be the best choice, for almost certainly the decision-makers will ask what confidence the analyst has in being able to predict the impacts of an option. The discussions are likely to be contentious enough without model validity becoming an additional issue.

Thus, in our two case studies, we used models that had been in use for many years: MIDAS in the case of Centerior, and the ANN model in the case of Seattle City Light. A number of possible shortcomings might have been cited in both models, but everyone seemed confident about their use, and their ability to calculate to within reasonable accuracy the trade-offs that were the principal focus of the exercise. In both cases the participants were confident that the models themselves would not be questioned by regulatory entity (the City Council in SCL's case) that would review the IRP.

---

26 For instance, in the power plant siting example of Section 3.8, a comparison was made between judgmental scores for air quality impacts given by "experts" on a scale of zero to 30, and actual computation of air quality impacts using a dispersion model to estimate population exposure. The model calculations showed variations between the best and the worst site by a factor of 11, whereas the judgment scores showed a variation between the best and worst of less than 3.
Environmental impacts
Much more difficult is the quantification of the environmental impacts. Most of these techno-economic models have been augmented with the ability to calculate pollutant emissions, and to deal with environmental regulations that apply to the quantity of pollutants that may be discharged into the environment. Thus emissions of criteria pollutants, greenhouse gases, land use, and quantities of solid wastes are routinely compiled by such models.

However, the extent to which emissions address regulatory convenience rather than actual impacts is an important question. For some residuals, emissions may be much more appropriate than others as rational proxies for actual impacts. For example, we have already noted that tons of solid waste, easily calculated, is probably a rather poor indicator of the extent to which solid waste disposal actually poses an environmental risk. On the other hand, emissions of greenhouse gases is an appropriate proxy for the incremental contribution to global warming.

In the Centerior case study there was extensive discussion about solid waste, and how that concern would be captured in the process. Initially, almost as a matter of routine, estimates of tons of solid waste were generated by the MIDAS model. But after discussion with the participants, the shortcomings of such a quantification became clear. What was deemed to be a much better proxy for the actual environmental impacts, as well as utility's own transactions costs (the "hassle factor"), was the number of new solid waste disposal sites that had to be opened.²⁷

Environmental impacts and location:
That environmental impacts are a function of location is a generally recognized fact that has few exceptions.²⁸ While emissions matter a great deal from the regulatory perspective, from the perspective of actual impacts it is not emissions that matter, but their fate in the environment. Two things follow from these observations: (1) that it matters a great deal where emissions occur, and (2) that any quantification and/or monetization of impacts are also likely to be dependent upon location. Most monetary valuations of air emissions as adopted by state regulatory commissions thus far, however, are independent of location: as noted earlier, it is entirely unclear why, if the regulatory objective is to minimize impacts, a ton of NOx emitted from a combustion turbine with a relatively low stack in Boston should be subject to the same externality value as a ton emitted from a plant in the less populated areas of central Massachusetts. The values used for air emissions in some states are shown on Table 2.3.

<table>
<thead>
<tr>
<th>Location</th>
<th>CO₂</th>
<th>NOx</th>
<th>SO₂</th>
<th>particulates</th>
</tr>
</thead>
<tbody>
<tr>
<td>New York</td>
<td>1.1</td>
<td>1,832</td>
<td>832</td>
<td>333</td>
</tr>
<tr>
<td>Massachusetts</td>
<td>22</td>
<td>720</td>
<td>1,700</td>
<td>4,400</td>
</tr>
<tr>
<td>Nevada</td>
<td>22</td>
<td>6,800</td>
<td>1,560</td>
<td>4,180</td>
</tr>
<tr>
<td>California (PG&amp;E)</td>
<td>26</td>
<td>7,105</td>
<td>4,060</td>
<td>2,380</td>
</tr>
</tbody>
</table>

²⁷ Recall also the earlier discussion, under step 1, of specificity in attribute definition

²⁸ There are perhaps some pollutants -- such as plutonium -- that are so highly toxic that it is reasonable to assert that any emission at any location must be controlled. But such arguments would be difficult to invoke for most of the pollutants of concern to electric utility resource planning. Even in the case of hydro plants, where one might accept the premise that any hydro plant that eliminates whitewater recreation opportunities, or interferes with salmon migration, is unacceptable, there are certainly some locations where this would not be the case.
There are also situations where the exact opposite is true, most notably in the case of greenhouse gases: in this case it matters not one bit whether a ton of CO₂ is emitted in Manhattan, or rural upstate New York, or in Florida or Colorado. The incremental impact on global warming will be the same. Yet different regulatory commissions have chosen to value CO₂ emissions at very different levels (e.g. in Massachusetts at 2.7 $/ton, in New York at 1.1 $/ton).

To be sure, the distribution of the impacts of global warming will be very unevenly distributed: For example, Boston and Manhattan will be much more susceptible to the impacts of sea-level rise than Colorado. Yet even if the impacts of global warming were assessed by the Massachusetts PUC as more severe than elsewhere in the country, does it follow that imposing a higher externality value on greenhouse gas emissions in Massachusetts than elsewhere is rational? The quantification of environmental impacts requires the following sequence of steps (we use here the example of an air pollutant, but the framework is equally applicable, albeit with some modification, to other types of impacts):

1. **The timing and quantity of emissions.** This can generally be estimated fairly well with the kinds of models in general use by utilities. Models such as MIDAS or EGEAS can be run in a number of alternative dispatching modes to the traditional least cost dispatch, including dispatch to minimize specific emissions.

2. **The location of emissions.** At the IRP stage there may be high uncertainty about where particular new power plants may be located.

3. **The fate of pollutants in the environment.** For most of the important pollutants, enough is known about atmospheric transport to be able to make fairly good predictions of the changes in ambient concentrations resulting from a given quantum of emissions at a given location. Such models are routinely used in Environmental Impact Statements. Modeling the fate of pollutants in surface waters can also be said to be relatively free of substantial uncertainty: and again many water quality models for rivers, lakes and coastal waters are generally accepted by the scientific community as valid. More difficult, and more subject to uncertainty, is modeling the fate of pollutants in the subsurface environment.

4. **Exposure of sensitive populations.** To calculate the aggregate dose requires knowledge of how large the affected population will be. Projecting population for local areas is notoriously difficult, and subject to large uncertainties. Equally important, an existing projection may be affected by the facility itself, for which the classic example is nuclear power plants: because of the uneven distribution of the property tax benefits, in some areas of the country nuclear power plants have attracted additional population far beyond the initial projections.

5. **Estimation of the dose-response function:** Epidemiological studies to estimate dose response functions are subject to great uncertainty because of the need to control for the large number of other factors that affect morbidity and mortality. Indeed, in regulatory proceedings, this is likely to be one of the most contentious issues: and it is quite unclear that Commissions and their staffs have the ability to resolve conflicting testimony presented by parties and their witnesses.

---

29 However, this may be quite difficult for heavy metals and toxic hydrocarbons whose fate in the environment is complex.
6. Valuation of the response: Perhaps most controversial of all is the final step in this sequence, namely a monetary valuation of the impact of the affected populations to the dose in question. The most difficult of all is the economic valuation of human life, subject to such large uncertainties that use of any particular value is likely to be so controversial that attention is focused on validity of the valuation, rather than on the trade-offs that must be made. One of the advantages of MCDM methods, of course, is that this final step need not be taken. The central difficulty in this sequence is that none of steps 3 to 6 can be undertaken unless location (step 2) is known. For this reason, while most project level environmental impact statements progress generally to step 3, to date at the IRP stage, one has been limited to the first step.30

One approach to the problem of unknown location at the long range planning stage is the use of "surrogate sites". This was pioneered by the nuclear energy center studies conducted by the NRC in the mid 1970s (NRC, 1977). Charged by Congress with assessing the feasibility of clustering nuclear power plants into "energy centers", it was quickly recognized that in order to assess their environmental impacts, one would have to hypothesize particular sites. Unfortunately, in this specific instance of nuclear energy centers, residents near the selected sites had a hard time accepting the notion that one might study a site without actual plans to proceed to construction.

Advocates of monetary valuation argue that while it may well be true that location is indeed important, in the absence of practical ways to determine what differences in impact can be attributed to different locations, applying an average value to all locations is better than doing nothing at all; or, alternatively, applying the worst case value to all locations is better than making exceptions or imposing lower values at some other locations in the face of very imperfect information about the spatial variation in impacts.

---

30 Critics of the monetization approach argue that going straight to step 6, without having done detailed studies at steps 4 and 5, is quite arbitrary.
Another way of expressing this is to note that such conclusions in fact tell us something about the risk preferences of utility regulators; and that in turn leads us to a decision analysis framework for examining these issues more scientifically. Rather than always assume the worst case, in the expectation that more detailed study, or resolving scientific uncertainties, takes too much time and money, the proper question is whether in fact developing additional information has value. Decision analysis, and its concept of the value of perfect information, provides just such a framework. 31

Detailed environmental models -- particularly for air and water quality -- are of course routinely applied at the project level environmental impact stage to translate emissions into estimates of changes of ambient concentrations. In other words, Steps 1-5 in the above list can readily be determined at the project level. But at the long range planning stage, the necessary site specific data may simply not be available.

31 A good example of such an approach is the application of decision analysis to the identification of the optimal hedging strategy for the global climate change problem by Manne and Richels (1992). The paradigm they use is that of a portfolio of insurance options: what combination of insurance should be bought, if indeed any at all? "...what portion goes to R&D to resolve scientific uncertainties? What portion goes to the development of new supply and conservation technologies to reduce abatement costs? And what portion goes to immediate abatement of emissions? Particularly they focus on the value of information: how much accuracy is needed in climate modeling and impact assessment? Clearly, with perfect information, the best course of action can be charted immediately, and there is no need to hedge bets. Manne and Richels conclude that the need for precautionary near-term emissions reductions is inversely related to the sustained commitment to R&D to develop better climate information (which reduces the need to hedge against an uncertain and potentially hostile future).
2.4: Construction and analysis of trade-off curves (Step 4)

Any two attributes can readily be displayed in two-dimensional space: Figure 2.3, for example, shows rate impacts versus CO₂ emissions in the Centerior case study. If plan A is better than B in both cost and CO₂ emissions, then plan B is said to be dominated.

The individual points on this curve (a, b, c, etc) represent the plan options identified on Table 2.2 and Figure 2.2. The black line on this figure is the so-called trade-off curve, or non-inferior set: it represents the set of non-dominated solutions (see below, Step 6 for details). This is the set of options "closest" to the ideal (zero cost, zero emissions) at the origin.

![Figure 2.3: Trade-off curve, rate impact v. CO₂ emissions (Centerior case study).](image)

In Figure 2.3, plan c (which emphasizes wind power) has both higher emissions and higher electric rates than plan n (which eliminates some life extension of existing coal plants, and promotes load building). The trade-off curve connects those points which remain after all dominated options (such as h) are eliminated.

---

32 Of course there are more than two attributes of concern in the Centerior study, and plan c may have other advantages compared to n.
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2.5: Screening (Step 5)

In exclusionary screening, one or more attributes are used to screen plans by dividing the range of each into two categories: "acceptable" and "unacceptable". Then, any alternative that is unacceptable in one or more attributes is dropped. Failure in one attribute is assumed to be as bad as failure in all, which is appropriate in the case of legal requirements (the most common), or where there exist unambiguous physical thresholds (less common, because of scientific uncertainty as to what the precise threshold values might be).

In the example below (Figure 2.4) the area to the right of the cutoff point for attribute $A_1$, and above the cutoff point for attribute $A_2$, are unacceptable: this leaves as the acceptable domain the area $XYZO$. The acceptable solutions will then lie to the northeast of the trade-off curve, in the pie-shaped slice $WTV$.

![Diagram of exclusionary screening](image)

Figure 2.4: Exclusionary screening

For some attributes, there exist natural dividing points between "acceptable" and "unacceptable," often due to legal restrictions. Examples might include presence of endangered species (which might preclude development) and regulatory criteria imposed the Nuclear Regulatory Commission (NRC) in the case of nuclear power plant siting (the only acceptable sites being those that strictly conform to the regulatory requirements): here failure in one attribute is indeed as bad as failure in all.

However, analysts are often tempted to treat attributes which lack such natural cutoff points (so called "discretionary attributes") as exclusionary. For instance, in a power plant siting study it might be decided a site must lie within 10 miles of a river. However, such a cutoff is not a natural one -- why is 9.5 miles acceptable but not 10.5 miles? The danger is that a plan might fail such a criterion by a small amount, yet be so good in other attributes that it would be found best in a later decision stage. More importantly, the violation of a particular constraint can often be mitigated through other added features of a selected plan without significantly affecting the benefit-cost ratio or its social desirability. In these cases,
exclusionary screening makes tradeoffs that decision makers would not accept if they could consider them explicitly.

![Figure 2.5. Ratios of weights implied by cutoffs in exclusionary screening](image)

This notion of implied tradeoffs is an important one. Consider Figure 2.5. The axes of the graph represent levels of two different discretionary attributes, both of which are to be minimized. From the point of view of exclusionary screening, plans C and B are "better" than the rest because only they are acceptable in both attributes. Tradeoffs are implied by these cutoffs, as A and D are each better in one attribute than C or B. By rotating the slope of the line segments connecting acceptable and unacceptable alternatives, we can infer what weights are implied for the two attributes. First, the cutoff for attribute 1 implies that C is preferred to D, which means that the decision maker is (implicitly) willing to give up more than one unit of attribute 2 to gain a unit increase in attribute 1; that is, the weight of attribute 2 \( w_2 \) is implied to be less than \( w_1 \).\(^{33}\) Second, the cutoff for attribute 2 implies that B is preferred to A. But if the decision maker's true weights were outside of those ranges, either A or D should actually be preferred to C and B.

Hence, contrary to the assertions of some researchers, attributes are not "weighted" equally in exclusionary screening. A change in the cutoffs can change the implied weights. Consequently, if exclusionary screening is to be used, the exclusionary cutoffs should be chosen carefully and conservatively. One should avoid using discretionary attributes to exclude plans, because the result may be to prematurely drop plans that might actually be preferred by some interests. If discretionary attributes must be used in exclusionary screening, then a sensitivity analysis should be undertaken to ascertain the effect of different cutoffs.

\(^{33}\) As we discuss in Section 2.8, weights should represent the willingness of decision-makers to trade-off attributes.
2.6: Dominance analysis (Step 6)

In dominance analysis, an alternative is screened out if it is dominated by another option. An alternative is dominated if there exists another plan that is just as good in all attributes, and strictly better in at least one.

Dropping dominated alternatives is logical because a valid multicriteria method will never choose a dominated alternative over the option it is dominated by. However, the analyst should recognize that if there are other attributes that decision makers have in mind in addition to those in the model, it is possible that a dominated alternative may actually be preferred. Another consideration is that sensitivity analysis of parameters (such as interest rate, fuel prices, or hydrologic probabilities) may reveal that an apparently dominated alternative is advantageous under some conditions.

Another advantage of dominance analysis is that no value judgments are needed, other than whether each attribute is to be minimized or maximized. A disadvantage is that relatively few alternatives may be dominated. In that case, value judgments and tradeoffs will have to be made, perhaps with the aid of one of the other methods discussed in later sections.

The quadrant criterion:
A first concept is the so-called quadrant criterion (see Figure 2.6), which involves the comparison of selected options with respect to some base case, located at the origin. Assuming that less of each attribute is better, plans that lie in the quadrant III are better than the basecase on both criteria, while those in quadrant I are worse than the basecase on both criteria. In these cases there are no trade-offs to be made, because both interests (i.e., both economic efficiency and environment) are served in adopting options in quadrant III, and both are served by avoiding options in quadrant I. It is in quadrants II and IV where trade-offs must be made -- where an improvement in one objective necessarily implies a worsening in the other.\(^{34}\)

![Figure 2.6: The quadrant criterion](image)

\(^{34}\) In the new lexicon of environmental advocacy, plans in the IIIrd quadrants are the "win -
Strict v. significant dominance

Because of the uncertainty that surrounds quantification, there is a need to distinguish between strict dominance, and significant dominance. To illustrate the difference between these two definitions, let the universe of initial options be denoted $P_1, P_2,$ etc. Suppose for the sake of clarity that there are only two attributes: cost, and an environmental attribute reflecting, for example, the population exposure to SO$_2$. Figure 2.7 depicts the solution space for this problem, in which we plot the values of the two attributes for each plan.

The plan $P_1$ is said to strictly dominate plan $P_2$ if $P_1$ is better than (or equal to) -- i.e. dominates -- $P_2$ in terms of every attribute, and is strictly better in at least one attribute. Thus, as illustrated on Figure 2.6, $P_1$ is better than $P_2$ in both cost and SO$_2$ exposure. In fact, $P_1$ strictly dominates all of the plans northeast of the boundary $APB$. By repeating such comparisons for all pairs of plans, and discarding all dominated plans, the remaining plans constitute the set of the so-called non-inferior solutions -- in our case the set of plans $\{P_6, P_4, P_1, P_{14}, P_{13}, P_{15}\}$. These points in turn define a trade-off or non-inferior curve, as indicated on Figure 2.6.

This procedure will in general provide a means for reducing a very large number of possible plans to some smaller number of plans -- a "short-list" or "candidate list" that is to be presented to decision-makers. In the example shown, using the concept of strict dominance, plan $P_3$ would not appear on the resulting short list. Yet one might argue that while $P_3$ is somewhat worse in both attributes than $P_1$, it is not significantly worse, (as opposed to, say, $P_2$ and $P_3$, which are significantly worse in both attributes). In particular, because of uncertainties associated with the calculations, one may be reluctant to discard a plan that is not significantly worse than another from a final short-list, (especially if such an option involves a generation or demand side measure not included in the other plan).
This idea is captured by the concept of **significant dominance**. \( P_1 \) is said to significantly dominate \( P_2 \) if \( A_i(P_1) + m_i \leq A_i(P_2) \) for at least one \( i \), and if \( A_i(P_1) - e_i \leq A_i(P_2) \) for all \( i \), where \( m \) and \( e \) are significance parameters or tolerances. \( m \) is the smallest difference in values for attribute \( A \), such that one plan is considered to be much worse than the other, and \( e \) is the largest difference between values such that one plant is considered essentially equivalent to one another.

These concepts are illustrated on Figure 2.7. \( P_1 \) significantly dominates all of the plans in the shaded region. Note that \( P_2 \), which is not strictly dominated by \( P_1 \), is significantly dominated. That is, significant dominance also rejects solutions where the improvement in one attribute (in this case in the environmental objective) is bought at great cost in the other (in this case in cost). In other words, from the environmental perspective, for a plan to be significantly better than \( P_1 \), it must have a value less than \( P_1 - e_i \).

---

35 This discussion uses the definitions of Crousillat and Merrill (1992).

36 Given that preferences for attribute levels might be non-linear, it could be argued that \( m \) and \( e \) depend upon the level of \( A_i(P) \), rather than being independent of level. For simplicity, we disregard that complication here.
The knee set is the set of plans which are not significantly dominated by any other alternative. In the example of Figure 2.8, redrawn on Figure 2.9, the knee set is \( \{P_1, P_4, P_6\} \). Note that this set differs from the non-inferior set, defined by the trade-off curve, which is the set \( \{P_2, P_1, P_3\} \). From the practical standpoint of decision-making, the knee set is clearly the more useful, since the non-inferior set also includes solutions where slight improvements in one objective are bought only at great cost in the other -- such as \( P_3 \) and \( P_2 \). Another way of expressing this is that the knee set consists of that set of plans for which decision-makers representing different objectives are most likely to agree upon. In the above example, for example, both \( P_3 \) and \( P_2 \) are unlikely candidates for agreement, even though both lie on the trade-off curve.

Obviously the knee set will be a function both of the values of the significance parameters used, as well as the shape of the trade-off curve. In the situation of Figure 2.9, the knee set is relatively compact, because the trade-off curve exhibits a sharp rate of change of curvature at \( P_2 \). However, in the situation shown on Figure 2.10, there are no sharp changes in curvature of the trade-off curve: here the knee set is the same as the non-inferior set.
All of the mathematical definitions of knee sets and non-inferior sets continue to be valid when there are more than two dimensions. In this case, one should properly refer to the trade-off surface, say $S = S(C, A_1, A_2, \ldots, A_n)$, where $C$ is the cost attribute, and $A_i$ ($i=1,\ldots,n$) are $n$ environmental attributes.

A rigorous definition of the trade-off between any two of these attributes would require that the values of all of the others are held constant. In practice this is rarely possible -- for example, finding a series of plans that all had the same water impact, but varied only in cost and air quality impact would be hard to find. What can be done is to simply plot the values of two attributes (e.g. $C$ versus $A_i$), and to assume that the variations in the other attributes may be ignored. In other words, in the three-dimensional case, the third dimension is in effect projected onto the two-dimensional plane of the two attributes being displayed, ignoring variations in the third dimension.

It might be noted, however, that while looking at attributes only two at a time provides great insight, it may not in fact reveal all of the members of the non-inferior set. This is illustrated in Annex I.

On Figure 2.11 we show some of the actual trade-off curves in the Seattle case study. Figure 2.11A, which shows the trade-off between system cost and $CO_2$ emissions, has the classic shape as we have used in the above presentation: however in this particular case there is no clear knee-set.

Figure 2.11B shows a plot of $CO_2$ v. $SO_2$ emissions. Because $CO_2$ and $SO_2$ emissions are highly correlated, this is of a quite different shape: one may conclude that the two objectives of minimizing $CO_2$ emissions and minimizing $SO_2$ emissions are largely coincident, and no significant trade-offs must be made between them.
Figure 2.11: Trade-off curves in the Seattle case study

A. CO$_2$ emissions v. system cost ($SSCL$)

B. CO$_2$ emissions v. SO$_2$ emissions
2.7: Scaling (Step 7)

The previous steps emphasized the generation and display of trade-off information, which represents the first of the two major purposes of MCDM methods. The second is quantifying value judgments that can lead to a choice (or ranking) from among the non-inferior set. This purpose is the subject of Steps 7-9 of our general MCDM procedure.

Most methods for amalgamation require that the decision maker scale attributes. Value scaling can be viewed as the creation of a value function $V_i(A_i)$ which translates a social, economic, or environmental attribute $A_i$ into a measure of worth or desirability. $V_i(A_i)$ is usually defined so that the best outcome is assigned a value of one, the worst a value of zero.

For example, the widely used weighting summation method of amalgamation (discussed further below in Section 2.9.1), ranks options by the score:

$$\text{maximize } \sum V_i(A_i)$$

where $w_i$ is the weight, and $V_i(A_i)$ is the value function of attribute $A_i$, $i=1,...,I$.

Both the value functions and weights can be obtained by several means, as described below: these methods for weighting and scaling apply also to other amalgamation rules (such as goal programming, discussed in section 3.10). A value function describes a person's preferences regarding different levels of an attribute under certainty. In contrast, utility functions also reflect attitudes toward risk.

In the example of Figure 2.12 we show alternative representations of a value function for damages resulting from the discharge of thermal effluents into an estuary. The simplest representation (attribute value function 1) is a simple linear scale that has the implication, for example, that a 1 degree rise in temperature from 26 to 27 °C produces the same damage as a 1 degree rise from 29 to 30 °C. Attribute value function 2, on the other hand, implies a non-linear relationship, and in particular a threshold at $T^*$. Temperature increases to below this value are

![Figure 2.12: Attribute Scaling](image)
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assumed to cause little or no damage: while any temperature greater than $T'$, all the way to the maximum observed, are perceived as equally bad!

Value functions:
Most amalgamation methods presume that attribute value functions are on an interval level of measurement with respect to value. In a valid interval scale, differences between numbers are meaningful but the zero point is arbitrary. For example, on the interval Fahrenheit temperature scale, it makes sense to say that $10^\circ$ is halfway between $0^\circ$ and $20^\circ$ -- but it is incorrect to state that $20^\circ$ is twice as warm as $10^\circ$. Likewise, in an appropriately scaled attribute value function, the difference between a value of 10 and one of 0 should be the same as the difference between 20 and 10. Only such interval scales can be weighted and otherwise manipulated algebraically.

A number of methods can be used to create interval-scaled value functions (Fishburn, 1967; Hobbs and Voelker, 1978). For example, the decision maker might be asked the following question:

What level of net benefits is halfway between $0/\text{yr}$ (having a value of 0) and $100,000,000/\text{yr}$ (having a value of 1) in value or desirability?

Note that the answer does not have to be $50,000,000; nonlinear value functions are possible and, indeed, likely. If linear, then the answer to that question would be a value of 0.5. Scaling techniques that fail to assure an interval level of measurement are widely applied, however, and are in violation of measurement theory. An example would be to simply ask the decision maker to sketch a value function for reliability, or solid waste impacts.

However, there has been no reported research that shows that interval scaled value functions are significantly different from value functions created using methods which do not guarantee interval scales (Hobbs, 1979). By "significantly", what is meant is that choice of scaling method makes a difference in the ranking of alternatives. Likewise, there has been no significant difference shown between utility functions (which include a decision maker's attitudes towards risk) and deterministic value functions, such as those derived from the methods just discussed (which do not include risk attitudes), although some studies have shown that the shapes of the functions have differed (Krysztofowicz and Duckstein, 1980).

Therefore, it is suggested that scaling be done using any method that the decision makers feel comfortable with. It would be best to allow experts in the relevant fields to scale the attributes they are familiar with (Dyer and Sarin, 1979). For example, a biologist might choose the value function for wetland impacts, while an economist would scale net monetary benefits. It is recommended that the analyst not automatically assume that value functions are linear; there may be thresholds or other nonlinearities.

Indeed, in both the Centerior and SCL case studies some of the functions were strongly non-linear. In both cases the participants were presented with postulated linear value functions, which displayed the individual options and their values on the postulated linear scale (see Figure 2.13), and were then asked about whether linearity reflected their actual assessment of damages and values.

On Figure 2.14 we show some results of the group discussions on scaling in our case studies. Figure 2.14a represents the scaling curve for short-term rate impacts in the Centerior

---

37 The only important exception is utility functions, which, when correctly assessed, are not interval scaled in terms of value: see Dyer and Sarin, (1979). Utility functions are discussed below.
Figure 2.14: Results of the scaling discussions in the case studies

A. Centerior: short term rate impact

B. Seattle: Hydro impacts
study. The sharp threshold at zero reflected the low tolerance in the group for any short term rate increase; whether the rate increase was very small or more significant, in both cases a rate submission would have to be made, which was perceived as having a high transaction cost.

Figure 2.14b represents the scaling curve for the attribute hydro Mw in the Seattle study. The shape of this curve reflected the group consensus that the critical hydro impact was limitation of whitewater recreation opportunities; and that the extent of river affected was unlikely to be a function of the installed capacity (i.e. a 15Mw hydro plant would have the same undesirable effect in terms of miles of river affected as a 30Mw plant).

Utility functions:
This value scaling process described above is closely related to the concept of utility functions. Utility functions, however, are more general because they also capture the user's attitude towards taking risks. The purpose of utility functions is to find some function \( u_i(A_j) \) for each attribute \( A_j \), such that if \( E(u_i(A_j)) \) for plan \( A \) is greater than for plan \( B \), then the decision maker prefers plan \( A \), and vice versa. (\( E(A) \) is the expected value or mean of \( A \).) Such a function can reflect both 1) the innate value of different levels of the attribute and 2) the decision maker's attitudes towards risk (risk seeking, risk neutral, or risk averse). There is a well developed body of theory which describes under what circumstances utility functions accurately characterize decision maker preferences (Keeney and Raiffa, 1976). This approach is recommended by many risk analysts (e.g., Sage and White 1980) and has been used in water resources planning (Keeney and Wood, 1977; Krzysztofowicz, 1986).

If the utility function approach is adopted to deal with risk and uncertainty, the expected value of \( u_i(A_j) \) would be calculated for each plan and subsequently traded off against other attributes. If a decision maker is risk neutral, then he or she will prefer the plan with the best value of \( E(A_j) \), no matter how little or how much risk there is associated with each plan, for example, at the tails of the probability distribution of floods. For example, if \( A_j \) is an attribute for flood risks from a hydro plant, a single rare catastrophic flood might implicitly be weighted far less (by virtue its low probability) than more frequently occurring medium-sized floods. This means that the utility function is linear, and the simplest approach is to directly use the expected value of the attribute. Examples might include: expected generation cost, expected flood damages, expected loss of wildlife habitat.

But decision makers are not generally risk neutral. In that case, utility functions are nonlinear, and the alternative with the best \( E(A_j) \) might not be preferred because it might be riskier than other plans (for example, because it has a higher standard deviation). An example is the exponential utility function:

\[
u_i(A_j) = a + be(cA_j),\]

in which \( a, b, \) and \( c \) are parameters, and \( x_0 \) is the original attribute.

It must be noted, however, that nonlinearities in utility functions arise for two reasons (Dyer and Sarin, 1979; Chankong and Haimes, 1983):

What was particularly noteworthy in both of the case studies was the relative ease with which consensus was attained. As each attribute was discussed, in turn, initially there was often wide disagreement about the shape of the curve, where thresholds might lie, etc. However, after several rounds of letting each participant express their views, with one or two exceptions, where one or more individuals insisted on a dissent, a consensus was reached.
1. The decision maker's preferences for levels of an attribute (as represented by a deterministic value function) are nonlinear. As an example, preferences for levels of dissolved oxygen in a stream are nonlinear because of threshold effects.

2. The decision maker is either relatively risk averse or risk seeking in general. An example involving bets with money might clarify the latter type of preference. Assume that a person's deterministic value function for money is linear. If the person is indifferent between $50 and a 50-50 chance at $100 (expected value = $50), he/she is considered to be relatively risk neutral. If he/she would rather have the bet, he/she is relatively risk seeking. He/she would be risk averse if the certainty of $50 is preferred. Formally, one is said to be relatively risk averse if the expected value of his/her deterministic value function is greater than expected utility. He/she is relatively risk preferring if the opposite is true. It suffices to use deterministic value functions (which are easier to assess than utility functions) if the decision maker is relatively risk neutral or the level of each attribute for each plan is specified as a single number rather than as a probability distribution.

There are serious difficulties with the utility function method. Decision makers may not be able to respond to lottery questions or their answers may be inconsistent, leading to invalid functions. Krzysztofowicz and Duckstein (1980), for example, show that a person's utility function depends very much on purely arbitrary aspects of how the questions needed to calibrate that function are posed. And even if decision makers can choose meaningful functions, whose values and risk attitudes should be used? The utility functions of different people can differ drastically. Of course, this problem is not unique to utility functions. Different people's value functions can also differ as can their weights. In step 10, we address the question of how to resolve such conflicts.
Almost all ranking methods (such as additive value functions) require weights. After introducing several weighting methods below, what constitutes a "valid" weight is carefully defined, and the validity and ease of use of different techniques for picking weights are then contrasted. The methods are discussed as if they would be used in additive value functions; however, the discussion applies equally to other amalgamation methods which require weights. Recommendations concerning which weighting methods should be used conclude the section.

**Equal weights:**
The simplest approach to weighting is to use equal weights. However, to say that two attributes are given equal weight makes them equally important is incorrect. For example, say that \( w_1 = w_2 \). Then if the difference between \( V_f(A_J=0 \) and \( V_f(A_J=1 \) represents only a trivial change in \( A_1 \) but a significant change in \( A_2 \), then, implicitly, a higher importance is assigned to \( A_1 \). This is because a large improvement in \( A_2 \) is required to compensate for a small worsening in \( A_1 \). The relative importance of two attributes depends not just on their weights, but also their ranges, as reflected in the \( V_f(A) \).

**Observer derived weights:**
Observer derived weighting estimates weights using multiple regression or linear programming to analyze unaided subjective rankings of plans in order to determine which weights best predict those evaluations. This method is sometimes called policy capturing, as it calculates the weights implicit in a person's unaided judgments (Hammond, 1986).

**Direct weighting:**
Direct weighting methods, in contrast, ask decision-makers to choose numerical values for weights directly. Examples of direct methods include point allocation (allocate 100 points among attributes in proportion to their "importance"), categorization (assign attributes to different categories of importance, each carrying a different weight), ranking (the least important attribute receives a weight of 1, the next lowest, a weight of 2, etc.), ratio questioning (which asks for ratios of the importance of attributes, two at a time), and rating (each attribute's importance is rated on a scale of, say, 0 to 10). Unfortunately, direct methods often fail to yield weights that correspond to tradeoffs people are willing to make: the reason is that subjective notions of attribute "importance" may have little to do with the rate at which a person is willing to trade off the \( V_f(A_J \) for two attributes.

Direct methods can assign weights to all criteria at once (Figure 2.15a). But if there are many criteria, such as the twelve in our case studies, then a hierarchical approach is often easier. This procedure groups criteria into general categories. In one version, the user first assigns a weight to each general category. Then, the user allocates each category's weight among its criteria. Another approach is to first assign weights within categories and then weight the categories themselves. Hierarchies can also be defined with several levels, as in Figure 2.15b.

---

i.e., to leave the value of \( w \) \( V_f(A_J \) constant.
In figure 2.16 we show the "peakiness" of weights elicited by a variety of different methods in the Centerior case study: "Peakiness" is defined as the difference in weight between the highest weighted attribute, and the lowest weighted attribute: if all were given equal weight this measure would be zero. This measure was defined for each individual, and then averaged across individuals for each method.40

---

Figure 2.15: Hierarchical and non-hierarchical attribute structures

---

Figure 2.16: Peakiness of weights in the Centerior case study

40 Before making the calculations, all weights were normalized by rescaling them so that their sum was 1.0.
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As one might expect (Stillwell et al., 1987) the peakiness of non-hierarchical weighting (p/w=0.29 and 0.37) is significantly higher than for non-hierarchical rating weights (p(w)=0.19 and 0.25). Swing weights are seen to give the "flattest" results; but AHP weights (see discussion below of this method) are also very peaked.  

The Analytic Hierarchy Process:
A popular version of ratio questioning is the Analytic Hierarchy Process (AHP; Saaty, 1980). It asks decision-makers to compare every possible pair of criteria using a scale from 1/9 to 9. For example:

Is criterion A (say air quality impact) 1/7, 1/5, 1/3, 1, 3, 5, 7, or 9 times more important as criterion C (say cost)

A matrix of these ratios is then set up as shown on Table 2.3 for a four-criteria example.

<table>
<thead>
<tr>
<th></th>
<th>A</th>
<th>B</th>
<th>C</th>
<th>D</th>
</tr>
</thead>
<tbody>
<tr>
<td>A</td>
<td>1</td>
<td>1/3</td>
<td>3</td>
<td>5</td>
</tr>
<tr>
<td>B</td>
<td>3</td>
<td>1</td>
<td>7</td>
<td>9</td>
</tr>
<tr>
<td>C</td>
<td>1/3</td>
<td>1/7</td>
<td>1</td>
<td>3</td>
</tr>
<tr>
<td>C</td>
<td>1/5</td>
<td>1/9</td>
<td>1/3</td>
<td>1</td>
</tr>
</tbody>
</table>

This shows, for example, that A is three times more important as C (and, thus, C is 1/3 as important as A). These ratios may not be completely consistent -- for example, A is 3 times as important as C, C is three times as important as D, but A is not 9 (=3 x 3) times as important as D. Such inconsistencies are to be expected, since people's values are often inconsistent, or their quantitative expression may be inconsistent. AHP solves for the set of weights that are, in some sense, most consistent with these ratios by a mathematical procedure called eigenvector analysis. Let R be the above matrix of ratios. The W is the weight set that solves the equation

\[ R W = \lambda W \]

while simultaneously yielding the largest possible value of \( \lambda \) (which is called the eigenvalue of the matrix R). In the above case, \( W = \{0.24, 0.61, 0.10, 0.05\} \), and \( \lambda = 4.09 \). The AHP is used in the Centerior case study (Meier and Hobbs, 1994): Figure 2.17 shows the questionnaire that was used.

Swing weights:
A final variant of direct weighting is swing weighting (vonWinterfelt and Edwards, 1986). In this method, the user considers a hypothetical plan where attributes are all at their worst value. The user is then asked "which of the attributes would you prefer to "swing" from its worst value up to its best value?". Then the user is asked which attribute he or she would swing up second, and so on. After ranking the attributes in this manner, the user is asked to give the most important attribute a weight of 100, and then assign weights to the other attributes in proportion to the importance of their ranges, while being sure that the most highly ranked attributes receive the highest weight. Many decision analysts favor this method over other direct techniques.

In the Seattle case study, trade-off weights were also very peaked.

41 W is unique up to a scaling constant. Usually, the weights are rescaled so they sum to 1.
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Figure 2.17: The AHP weighting questionnaire in the Centerior case study.

The purpose of this questionnaire is to ask you to compare two at a time. A set of weights that are consistent with the results of this question will be used in a weighted utility model.

Criterion “importance” is defined as follows. An attribute X is more important than an attribute Y if alternative A is preferred to alternative B:

A: X is at its best value, Y is at its worst value
B: X is at its worst value, Y is at its best value

The ratios of importance you state should represent your willingness to trade off the criteria. The following scale is suggested for ratio judgments:

The ratio of Criterion X over Criterion Y should be:  

<table>
<thead>
<tr>
<th>Ratio</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>1/9</td>
<td>Criterion Y is extremely more important that Criterion X</td>
</tr>
<tr>
<td>1/7</td>
<td>Criterion Y is strongly more important that Criterion X</td>
</tr>
<tr>
<td>1/5</td>
<td>Criterion Y is moderately more important that Criterion X</td>
</tr>
<tr>
<td>1/3</td>
<td>Criterion Y is slightly more important that Criterion X</td>
</tr>
<tr>
<td>1</td>
<td>The two criteria are equally important</td>
</tr>
<tr>
<td>3</td>
<td>Criterion X is slightly more important than Criterion Y</td>
</tr>
<tr>
<td>5</td>
<td>Criterion X is moderately more important than Criterion Y</td>
</tr>
<tr>
<td>7</td>
<td>Criterion X is strongly more important than Criterion Y</td>
</tr>
<tr>
<td>9</td>
<td>Criterion X is extremely more important than Criterion Y</td>
</tr>
</tbody>
</table>

1/8, 1/6, 1/4, 1/2, 2, 4, 6, 8   Intermediate values between two adjacent judgments
because the user is asked to directly consider each attributes' ranges when ranking them.

Trade-off weights:

An alternative weighting approach which avoids this problem is the indifference tradeoff method. It asks decision makers to state how much of one attribute they would be willing to give up to obtain a given improvement in another attribute; then, the method calculates the weights implied by such indifference judgments, as in Eq.[1], below.

Properties of weights:

No matter which method is used to choose weights, the resulting values must be ratio scaled. If attribute \( A_j \) is twice as "important" as \( A_j \), \( w_j \) should be twice as large as \( w_2 \). Furthermore, weights should represent the relative importance of unit changes in their attribute value functions. If a decision maker is indifferent between a change in \( V_j(A_j) \) of 1 and a change in \( V_j(A_j) \) of 1/3, then \( w_j \) should equal 0.333 \( w_2 \). Only this definition of importance should be used.

Another way to put this is that weights should represent the rate at which the user is willing to tradeoff one criterion for another. This can be seen imagining two alternatives \( A \) and \( B \) that differ in just two attributes, say \( h \) and \( i \). If a decision maker finds \( A \) and \( B \) equally preferable, then from (1) we can derive:

\[
\frac{w_h}{w_i} = \frac{v_h(x_{hi}) - v_h(x_{hi})}{v_h(x_{hi}) - v_h(x_{hi})}
\]

That is, the ratio of the weights of two criteria should be inversely proportional to the rate at which the decision maker is willing to trade them off. For instance, if NO\(_x\) gets three times the weight of CO\(_2\), then an improvement of amount \( X \) in \( v_{NO_x}(NO_x) \) should be valued just as much as an increase of 3\( X \) in \( v_{CO_2}(CO_2) \).

Thus, an attribute's weight is inextricably linked to its value function. One cannot meaningfully choose a weight unless the value function (or at least its upper and lower bounds) has been defined; otherwise, tradeoffs may be made which do not reflect the true preferences of the decision maker. For example, one might assert, \( a \ priori \), that "environment" is just as important as "economics." However, depending on the actual ranges of the environmental and economic attributes and how their value functions are defined, this could imply that each ton of NO\(_x\) emissions from a fossil fuel power plant is worth $200 -- or $2,000,000! Many applications have made the mistake of setting weights without defining or presenting attributes and their value functions (see Hobbs and Rowe, 1979, p. 122 for a number of citations). The resulting additive value functions are, at best, misleading representations of the decision maker's preferences, as there is no way to determine what tradeoffs he or she is actually willing to make.

Validity of weights

Some methods for choosing weights are specifically designed to produce valid weights -- that is, weights on a ratio scale representing the correct type of importance. Others are not. The former group of methods generally ask decision makers to trade off attributes (e.g., "how many dollars are you willing to sacrifice in system cost in order to decrease CO\(_2\) emissions by 1 million tons"), and then calculate weights that are consistent with the tradeoffs they are willing to make. An example is the indifference tradeoff method. In contrast, methods that do not assure valid weights usually directly ask for judgmental assessments of an attribute's importance, where "importance" is ambiguously defined and may have nothing to do with the decision maker's willingness to trade it off against other attributes (Schoemaker, 1981; Goldstein and Beattie, 1990). Direct weighting methods, such as rating, are methods of this
type. Such methods make no effort to determine if weights are consistent with the tradeoffs decision makers are willing to make.

However, differences in the theoretical validity of weighting methods does not matter if, in practice, different weighting methods yield the same weights and rankings of alternatives. If that was true, the most easily applied method could be used. Unhappily, a number of experiments have shown that different methods can choose different weights and, ultimately, yield different decisions (Hobbs, 1986). In general, observer derived (multiple regression) weights differ strongly from those chosen by other methods, perhaps because decision makers tend to focus erratically on just two or three of the attributes when making the holistic evaluations of alternatives that are required by regression (Shepard, 1964). For this reason, we cannot recommend the use of regression methods.

In contrast, different direct methods, such as rating and point allocation, generally yield similar weights and evaluations of alternatives. But weights and evaluations resulting from indifference tradeoff and direct assessment have been shown in several experiments to be significantly different (Hobbs, 1986), a result that is in part confirmed in our two case studies as well. By "significantly", we mean that choice of weighting method can make as much or more a difference in the results as which person chooses the weights.

Conclusions:
Thus our recommendations on weighting methods are as follows. If the decision makers feel comfortable in answering tradeoff questions, then indifference tradeoff weights are to be preferred. Tradeoff questions force decision makers to think about what they value in very concrete terms; as a result, learning takes place and they feel that they know more about the problem.

However, trading off attributes is an unfamiliar task involving conflicting, strongly held values. As a result, decision makers may not know what tradeoffs they are willing to accept and the indifference tradeoff weights they choose may be unstable (Fischhoff et al., 1979). It is therefore important to check for consistency by asking more than the minimum number of questions needed to determine weights. Consistency checks also aid the learning process by encouraging decision makers to reflect on their values and the problem.

On the other hand, our experiments with electric utility planners show that many (perhaps as much as a majority) of decision makers are distinctly uncomfortable with tradeoff questions. As a result of this discomfort, the answers may not be meaningful and the decision makers have little confidence in the results. In that case, weights should instead be chosen by a direct method, such as rating on a scale of 0 to 100. Hierarchical rating is certainly to be preferred over non-hierarchical weighting.

There are several precautions that should be taken if rating is used. First, those who are choosing the weights should be informed about the necessary properties of weights (ratio scales and the correct type of importance). Second, when picking weights, decision makers should keep in mind the ranges of the attributes. For example, if system cost has a range of $0 to $10,000,000 and CO₂ emissions has a range of 1 to 20 million tons, benefits should receive roughly twice the weight as would be the case if the range of system cost was only $0 to $5,000,000. (It is assumed that the value functions are always on a 0 to 1 scale, with 0
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being the value of the least desired outcome and 1 the value of the most one.) Third, some tradeoff questions should be asked as checks upon the weights. For instance:

"You stated that the weight for system cost be 75 and the weight of CO\textsubscript{2} emissions should be 50. Based on the ranges of the attributes, this implies that you would prefer an alternative with a cost of $10,000,000 and 1 million tons of CO\textsubscript{2} emissions to one costing $20,000,000 and 50,000 tons of CO\textsubscript{2} emissions. Is this true?"
2.9: Amalgamation methods (Step 9)

Amalgamation methods can be viewed as methods for approximating decision makers' "indifference curves," which show which alternatives are equally preferred. For example, Figure 2.18 shows a set of hypothetical indifference curves for one decision maker. The figure links the objective of system cost with that of air emissions. Plans P1 and P14 are equally preferred and therefore lie on the same indifference curve. So are P12, P9, and P8. Curves below and to the left represent more preferred combinations of the two attributes (assuming that less of each is better). From this perspective, the problem faced in amalgamation is to measure a person's values (as crystallized by the indifference curves) and then to find the most preferred option (the one that lies on the lowest curve) -- i.e. in the example of Figure 2.18, the curve P1-P14-P13.

Thus most amalgamation methods, in essence, estimate a utility function which represents the decision maker's priorities. The isoquants of such a utility function are indifference curves, and the questions the method asks of decision makers fix the slopes and shapes of those curves. Figure 2.19 shows the functional forms of indifference curves assumed by two amalgamation methods: additive value functions (in which the weighted sum of scaled attributes is maximized) and goal programming (in which the distance to an "ideal" plan or set of goals is minimized; see below, section 2.9.2)

However, this is subject to the caveat made in the introduction: very often people do not know what they want; and their views may evolve during a planning exercise as a result of more information, better understanding, and, most importantly, interaction with others who hold possibly different views.
a. additive value function amalgamation method

b. goal programming amalgamation method (p=2)

Figure 2.19: Indifference curves implied by two amalgamation methods
2.9.1 Weighting summation

We have already made a number of references to the weighting summation method, which ranks options by the score:

$$\text{maximize} \sum w_i V_i(A_i)$$

where $w_i$ is the weight, and $V_i(A_i)$ is the value function of attribute $A_i$. The resulting indifference curves are shown in Figure 2.19a. This is unquestionably the amalgamation method in widest use, and we have already pointed to the need to pay attention to how the weights and the value functions are derived in order for the results to be valid. Unhappily, as we shall see in our review of applications in the next Chapter, many are quite lacking in their understanding of the requirements: the problem seems to be that the concept and algebra of the method seem so simple, that issues of validity may seem esoteric.

Yet in fact they are not, as well documented in a number of studies. Over a decade ago the US Nuclear Regulatory Commission examined the application of such site selection models to nuclear power plant siting (Rowe et al., 1979): ten of thirteen applications of weighting summation violated theoretical requirements (such as use of ordinal scales), eight of 13 violated the requirement for preference independence of attributes, and none acknowledged the existence of any theoretical requirements for validity.

2.9.2 Goal Programming

Goal programming (GP) is another amalgamation method that yields a ranking of plans. The user provides weights that reflect the relative importance of each attribute (using an appropriate weight assessment method discussed earlier), and the target level (goal) of each attribute the user would like to see achieved. These inputs make it possible to rank plans according to the weighted deviation from goal: the smaller the deviation, the more preferred the plan. The idea, therefore, is to choose the plan closest the goal by minimizing a distance measure of the form:

$$\text{Min} \sum ( (w_i |G_i - x_{ij})^P)^{1/P}$$

where: $||$ = the absolute value operation

- $w_i$ = weight for attribute $i$ (normalized so that the sum of the weights equals 1.0)
- $G_i$ = goal for attribute $i$
- $x_{ij}$ = impact (score) of plan $j$ on attribute $i$
- $P$ = a positive constant signifying how much large deviations from goals should be penalized.

An alternative form has the weights $w_i$ located outside the parentheses so that they are not raised to the power $P$, in the case studies we used the formulation shown above.

If $P = 1$, the results represents the absolute value of deviations form ("city block distance"), which penalizes each size of deviations equally. When $P = 2$, the squared deviations form ("Euclidean" distance) results. Here, larger deviations are penalized more than smaller ones since each deviation is, in a sense, multiplied the attribute equal to itself. Figure 2.19b
displays the implied difference curves in that case. Finally, when $P = \infty$, the “minimax” distance results, in which a plan that minimizes the maximum (worst) weighted deviation from any goal is chosen. The choice of $P$ clearly can affect results as different values of $P$ have different implications concerning the tradeoffs among attributes. A guideline for choosing an appropriate value of $P$ is discussed in Hobbs (1979).

The target level $G_i$ of a attribute is often set at the best possible value achievable by any plan. For example, the ideal goals for cost, hydro Mw, and SO$_2$ emissions might be set at, respectively, $\$0$, 0 Mw, and 0 tons. Using these ideal goals, the only inputs required from the user are attribute weights and the choice of $P$, and goal programming can be viewed as a linear additive model with all value functions predetermined (except for the value of $P$). For example, when $P = 1$, goal programming using ideal goals reduces to a weighting summation approach with the value function for attribute $i$ being $v_i(A_j) = A_i$, which implies constant tradeoffs among attributes for all values of $A_i$. The former is clearly subjected to any assumptions, pros, and cons that the latter has (see Hobbs (1979, pp. 105-115)).

Likewise, if $P = 2$, the method is equivalent to an additive model with $v_i(A_j) = (G_i - A_i)^2$ and weights $w_i$, which represents a set of concentric ellipsoids centered at $(G_1, ..., G_n)$. Here, the less of $v_i(A_j)$ one has, the less of it one is willing to give up for a unit of $v_j(A_j)$, and vice versa. This concave indifference curve favors plans with balanced impacts over ones with extreme high and low impacts more than the case where $P = 1$.

Finally, in the extreme case where $P = \infty$, the single attribute value function is similar to when $P = 1$, i.e. $v_i(A_j) = (G_i - A_i)$, but the overall value function is $v = \max \{w_i(G_i - A_i) \ldots , w_n(G_n - A_n)\}$. Here, the user is not is not willing to worsen the attribute furthest from its goal even for large increases in other attributes. With equal weights, each goal will probably be achieved to the same degree, i.e. $w_i(G_i - A_i) = w_j(G_j - A_j)$ for all $i=j$.

In practice, the user is allowed to select target levels that are "acceptable" rather than "ideal". In this case, it is possible that the target levels will be chosen so that the final choice is indeed an dominated alternative (Cohon, 1978). This is particularly likely if the target levels are chosen in the absence of a complete knowledge of the set of choices and their impacts. The problem of dominated alternatives being chosen by goal programming is a well-known and serious drawback of the method.

2.9.3: Multiplicative utility functions

As noted previously, single attribute utility functions capture not only preferences regarding levels of the attributes, but also relative risk attitudes. Multiattribute utility functions do the same for several attributes simultaneously, usually by weighting and amalgamating single attribute utility functions. The expected value of the multiattribute function is then used to rank the alternatives.

The multiplicative form is the most widely applied multiattribute utility function (Keeney and Raiffa, 1976), and has found use in utility planning (Keeney and Nair, 1977; Keeney and Sicherman, 1983; Keeney and von Winterfeldt, 1987). A special case of the multiplicative form is the additive form. The remainder of this section describes in general how such a function is constructed. Two types of information are required from the decision maker:

1. single attribute utility functions $u_i(A_{ij})$ (defined in Section 2.7), and

2. a set of weights $w_i$.
The utility functions $u_i(x_i)$ are scaled from 0 (worst) to 1 (best), and the weights each lie between zero and one. After they are chosen by one of the methods described above, the alternative that maximizes the expected value of one of the following multiattribute utility functions is picked:

Additive form: Maximize $\sum w_i u_i(A_j)$

Multiplicative form: Maximize $\prod (1+Kw_i u_i(A_j)) - 1)/K$

Which form is used depends on the sum of the weights $w_i$. If the sum is 1.0 (indicating multiattribute risk neutrality), then the additive form applies; if not, then the multiplicative form is used (multiattribute risk aversion or seeking). The scaling parameter $K$ is set to the value that causes the value of the multiplicative form to lie between 0 and 1.

The assumptions that both the additive and multiplicative utility functions make are:

1. Utility independence: the answers to gamble questions involving just one attribute do not depend on the levels of the other attributes (i.e., each attribute's utility function $u_i(A_j)$ is not a function of the level of the other attributes); and

2. Preference independence: this holds if the tradeoffs one is willing to make among any two attributes do not depend on the levels of the other attributes (that is, the weights are constant).

There are several ways to determine the $u_i(A_j)$ and $w_i$. SmartEdge, a popular computer package for decision analysis (Haviland-Lee, 1987), determines those functions and weights as follows. It asks the user to choose between a "sure thing" (an alternative whose attributes are known) and a "gamble" (an alternative whose attributes are random). In the case of the $w_i u_i(A_j)$ determinations, SmartEdge adjusts the value of the "sure thing" until the user is indifferent between the "sure thing" and "gamble". (This is called a "certainty equivalent" form of a gamble question.) In the case of the weights $w_i$, SmartEdge adjusts the probabilities in the "gamble" until the user is indifferent between the "sure thing" and "gamble". (This is a "probabilistic equivalence" form of a gamble question.) SmartEdge solves for $w_i$ and $u_i(A_j)$ from the answers to these questions. In the case of the single attribute utility functions, the "gamble" is a plan which has probability 0.5 of obtaining the worst level of attribute $i$ and probability 0.5 of getting the best level.

The "sure thing" has probability 1 of obtaining a level $z$ between the best and worst levels. Because the best level has a utility of 1 and the worst has one of 0, the expected utility of $z$ is 0.5. This type of question is then iterated to determine the utility of other points between the best and worst levels. It is also possible (and, in the opinion of the authors of this report, preferable) that some of the weights instead be determined using indifference tradeoff questions; 45 For the weights, the "sure thing" is a plan with attribute $i$ at its best level, and all other attributes at their worst levels. The "gamble" is an option which has a chance $w_i$ of having all attributes take on their best levels, and chance $(1-w_i)$ of having all attributes realize their worst levels.

45 see Keeney and Raiffa (1976) or Keeney and von Winterfeldt (1987).
2.10: Resolving differences (Step 10).

We know of few if any applications of MCDMs which yielded completely consistent results. If more than one method was used, results may differ. Even given consistency of method, it is not very likely that all participants will arrive at the same ranking of options. Indeed, if they do achieve perfect consistency, the group in all likelihood has been poorly selected. If as we have argued earlier as being desirable, the group reflect very diverse views, including those of NGOs and likely intervenors in subsequent regulatory procedures, one should expect divergence of results. Finally, a participant applying the same method at the beginning and at the end of the process is very unlikely to arrive at the same result: as noted at the outset, one important purpose of the use of MCDM is to educate, to expose members of a diverse group to each other's views, to force people to really think about the issues and problems. The more successfully that objective is attained, the more likely is it that a participant may change some of his initial views.

Resolving differences between people.

This is by far the most important issue. Ultimately, of course, it is the regulatory commission who decides what trade-offs are to be made, and what modifications must be made to the utility's proposal for the future resource mix. One should expect significant differences between individuals in weights, because the weights are expressions of their values.

On Figure 2.20, for example, we show the average weights given to the different attributes for selected participants in the Centerior and Seattle case studies. In each case we have sorted the individuals from left to right by the total weight given to environmental factors: in Seattle, this ranges from a minimum of 10% to a maximum of 92%; whereas at Centerior, the range is from a minimum of 18 % to a maximum of 40%.

The much greater variation in the Seattle case is simply a reflection of the much greater diversity of individuals, which included representatives from a business group, and an NGO, while no non-utility individuals were present at Centerior. Thus the latter was clearly a more homogenous group in terms of their values.

Clearly this is not a matter for resolution by analysts. No amount of massaging of results will change such fundamental differences. Instead, what can be accomplished is two things:

1. Identify agreement. Are there plans that everyone (or nearly so) agrees should be in, say, the top five? Are there plans that are clearly undesirable to everyone? Even when weights differ, some alternatives may appear as attractive on everyone's lists.

2. Identify disagreement. Are there alternatives that some people highly ranked, but other didn't. Because value judgments are explicit in MCDM, it then becomes possible to explore the exact reasons why disagreement occurs.

---

46 The US Bureau of Reclamation has successfully used rating and weighting methods to solicit public input on water project design. Although interest groups chose greatly different weights in both of two studies, the top ranked alternatives were the same for all groups (Brown 1984, 1990).
Figure 2.20: Average weights by individual
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Resolving differences among methods.

Whether different methods produce different results is a major issue. Most studies that have used more than one method, including our own studies of SCL and Centerior, find that results do vary by method. On Figure 2.21 we display this variability by displaying the average rank of different plans by method.

![Figure 2.21: Average rank by different methods, Centerior case study.](image)

Fortunately, however, it appears that the degree of variation among methods is not constant. On Figure 2.22 we display these results in a different way, plotting the standard deviation against the average rank. The variation for the best performing plans (a, ref, b), and for the worst plans (i, l and d) is much smaller than for those in the middle (only g, among the mid-ranked plans, has an unusually low variability).
Whenever several methods are used, looking at the between-methods correlation coefficients provides useful guidance. On Table 2.4 we show the between-method correlation coefficients for the Centerior case study. One of the most striking feature of these results is the very low correlation between all goal programming methods except GP1. At the same time, there are also several methods that give similar results: AHP and the hierarchical rating methods are strongly correlated; this is a reflection that both are characterized by relatively "peaky" weights (recall the earlier discussion of section 2.8).

Table 2.4: Between-method correlations, Centerior case study

<table>
<thead>
<tr>
<th>holistic</th>
<th>rating</th>
<th>rating</th>
<th>rating</th>
<th>rating</th>
<th>swing</th>
<th>swing</th>
<th>swing</th>
<th>swing</th>
<th>AHP</th>
<th>GP1-</th>
<th>GP1+/-</th>
<th>GP5-</th>
<th>GP5+/-</th>
</tr>
</thead>
<tbody>
<tr>
<td>holistic</td>
<td>0.58</td>
<td>0.78</td>
<td>0.73</td>
<td>0.58</td>
<td>0.58</td>
<td>0.57</td>
<td>0.58</td>
<td>0.58</td>
<td>0.76</td>
<td>0.62</td>
<td>0.65</td>
<td>0.4</td>
<td></td>
</tr>
<tr>
<td>rating</td>
<td></td>
<td>0.82</td>
<td>0.79</td>
<td>0.79</td>
<td>0.81</td>
<td>0.8</td>
<td>0.73</td>
<td>0.36</td>
<td>0.58</td>
<td>0.76</td>
<td>0.78</td>
<td>0.8</td>
<td></td>
</tr>
<tr>
<td>rating</td>
<td></td>
<td></td>
<td>0.88</td>
<td>0.83</td>
<td>0.83</td>
<td>0.93</td>
<td>0.93</td>
<td>0.89</td>
<td>0.64</td>
<td>0.69</td>
<td>0.32</td>
<td></td>
<td></td>
</tr>
<tr>
<td>rating</td>
<td></td>
<td></td>
<td></td>
<td>0.86</td>
<td>0.7</td>
<td>0.98</td>
<td>0.91</td>
<td>0.82</td>
<td>0.63</td>
<td>0.62</td>
<td>0.32</td>
<td></td>
<td></td>
</tr>
<tr>
<td>rating</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>0.93</td>
<td>0.84</td>
<td>0.94</td>
<td>0.72</td>
<td>0.63</td>
<td>0.43</td>
<td>0.28</td>
<td></td>
<td></td>
</tr>
<tr>
<td>swing</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>0.87</td>
<td>0.81</td>
<td>0.71</td>
<td>0.48</td>
<td>0.49</td>
<td>0.28</td>
<td></td>
<td></td>
</tr>
<tr>
<td>swing _</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>0.76</td>
<td>0.72</td>
<td>0.41</td>
<td>0.47</td>
<td>0.24</td>
<td></td>
<td></td>
</tr>
<tr>
<td>swing _</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>0.74</td>
<td>0.69</td>
<td>0.51</td>
<td>0.46</td>
<td>0.41</td>
<td></td>
</tr>
<tr>
<td>AHP</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>0.78</td>
<td>0.57</td>
<td>0.6</td>
<td>0.38</td>
<td></td>
</tr>
<tr>
<td>GP1-</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>0.83</td>
<td>0.88</td>
<td>0.59</td>
<td></td>
</tr>
<tr>
<td>GP1+/-</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>0.8</td>
<td>0.75</td>
<td></td>
<td></td>
</tr>
<tr>
<td>GP5-</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>0.73</td>
<td></td>
<td></td>
</tr>
<tr>
<td>GP5+/-</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
Resolving differences for specific individuals.
This type of difference is perhaps the most easy to resolve by the simple method of follow-up interview. In some cases, significant discrepancies prove to be the result of some misunderstanding about how some particular question should be answered. In others, reflection and evolution of thought, as the process brings new information and perspectives to an individual's attention, is the reason for differences. We conducted follow-up interviews with all participants in both case studies, and they proved to be extremely useful.47

It turns out that some individuals find it much easier than others to give quantitative expression to weights. For example, on Figure 2.23 we show the criterion weights expressed by two individuals in the Centerior case study for a variety of different methods. Individual X expressed weights that are highly consistent, whereas individual Y expressed weights that vary significantly across different methods. This does not mean that X's weights are "better"; it simply means that the choice of method matters more in some individuals than in others. Even in a consistent individual (such as X on Figure 2.23), there are some inconsistencies: for example, the weights given to job loss and emergency power in the AHP and non-hierarchical weighting methods are significantly higher than in others. This is the sort of point to be clarified in follow-up interviews.

We found that the process of examining and resolving such conflicts yields additional insight and more confidence in the results. Although more than one method and resolving inconsistencies takes more time, we strongly believe that it is worth the additional effort (approximately two hours more per person).

47 The questionnaires used in these follow-up studies are contained as an Annex in Hobbs and Meier (1994).
Figure 2.23: Weights by individuals
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Annex I

Trade-off analysis for
the three-dimensional case

As an illustration of the caution that needs to be applied when looking only at the two-dimensional representations of the trade-off surface, consider a three-attribute example with attribute values for five plans as shown on Table 2.5.\textsuperscript{48} The two-dimensional plots are shown on Figure 2.24.

<table>
<thead>
<tr>
<th>Table 2.5: A three-dimensional example</th>
</tr>
</thead>
<tbody>
<tr>
<td>cost</td>
</tr>
<tr>
<td>------</td>
</tr>
<tr>
<td>P1</td>
</tr>
<tr>
<td>P2</td>
</tr>
<tr>
<td>P3</td>
</tr>
<tr>
<td>P4</td>
</tr>
<tr>
<td>P5</td>
</tr>
</tbody>
</table>

From Figure 2.24 one might infer that the non-inferior set is \{P1, P2, P3\}, since in two dimensions the members of the trade-off curve are \{P1, P2\} for water versus air; \{P3, P2\} for water versus cost, and \{P1, P3\} for air versus cost. Both P4 and P5 appear to be strictly dominated.

But as inspection of Table 2.8 shows, in fact when one uses the mathematical definition of strict dominance in a simultaneous comparison of all three attributes, only P5 is seen to be strictly dominated (by P1). Option P4 is seen to be preferred over P2 in cost, preferred over P3 in air, and over P1 in water. Indeed, it may in fact be an attractive compromise solution to decision-makers representing different interests because it avoids very bad outcomes.

For example, from the environmental perspective one may accept a second best outcome for, say, water, if one can avoid the worst case outcome for air quality. Such a preference behavior on the part of decision-makers can be captured by an asymmetrical definition of the tolerance parameters in the knee-set definition: if \(e >> m\) (recall Figure 2.8), then it quickly follows by inspection from the above table that P4 is the only member of the knee set! For example, if \(e_i = 0.5\), and \(m_i = 0.1\), then because P1 is no longer significantly better than P4 for the air quality criterion, but is significantly worse than P4 for water, P4 significantly dominates P1, and so on.

None of this invalidates the two-dimensional plots of the trade-off surface: they still provides a useful view of those plans that are closest to the origin (i.e. best) for the two attributes displayed. However, it must simply be recognized that both knee-set and non-inferior sets must be defined on the basis of the simultaneous, multi-attribute inspection of attribute values: looking only at the two-dimensional displays may not uncover all of the solutions of actual interest to decision-makers.\textsuperscript{49}

\textsuperscript{48} A similar example is given in United Nations Environment Programme (1988)

\textsuperscript{49} It is of course also true that we have used a highly contrived example here to make our point!
Figure 2.24: A three-dimensional example
Annex II

Generating trade-off curves

Although a review of the literature reveals a great many different approaches to the problem of identifying the non-inferior set, three methods account for the bulk of practical applications. The first two, the so-called constraint method, and the weighting method, are derived from the theory and practice of multi-objective mathematical programming (Cohon 1978). These approaches are useful if a mathematical programming model is used for IRP, such as EGEAS, or SCL's ANN model. The third approach is simply to analyze defined plan alternatives using a simulation model, and determine the trade-off curve and knee set by inspection -- as described earlier in the Chapter. The latter approach is useful when a limited number of discrete plans are pre-defined -- as in the Centerior case study. 50

Let COST and CO₂ be the two attributes of an analysis. In the constraint method, one solves a series of optimization problems of the type

\[
\text{Min } \text{COST} \\
\text{subject to } \text{CO}_2 < \text{CO}_2(\text{max})
\]

for a series of different values of \( \text{CO}_2(\text{max}) \).

The principle is illustrated on Figure 2.25. In iteration 1, one minimizes cost subject to \( \text{CO}_2 < \text{CO}_2(\text{max}) \), for which the minimum cost plan is clearly \( P_g \). In iteration 2, one tightens the \( \text{CO}_2 \) constraint to \( \text{CO}_2(\text{max}) - \Delta \), for which the least cost

\[
\text{NON-INFERIOR} \\
(\text{PO}, \text{PS}, \text{PF})
\]

Figure 2.25: The constraint method

50 Other methods for generating non-denominated solutions are discussed in Zeleny (1981) and Stevens (1986).
solution is $P_s$. In the third iteration, the least cost solution is $P_{10}$. In this way, by successive tightening of the $CO_2$ constraint, the non-inferior set \{P_9, P_5, P_{10}\} is generated.

In practice, this method has its hazards: as one can see from Figure 2.25, the non-dominated points $P_i$ and $P_j$ have been missed, given the way in which the successive $CO_2(max)$ constraints have been defined. There are two ways of getting around this problem: the first is to make the $\Delta$ value very small, so that the probability of missing a point such as $P_3$ is minimized. For example, with $\Delta$ set at half the previous value, as indicated on Figure 2.26, $P_1$ is found to be non-dominated at the second iteration, and $P_3$ at the 4-th iteration.

![Figure 2.26: Constraint re-definition](image)

A second way of confirming the completeness of the non-inferior set is a two-phase procedure. In the first phase, one determines the non-inferior set, as described above. In the second phase, one reruns a series of optimizations using the $CO_2$ values of the initially defined non-inferior set step as the constraints. Thus, in phase two, the first optimization is subject to the constraint

$$CO_2 < CO_2(max), -\delta$$

where $\delta$ is some very small increment. This optimization yields $P_9$, already identified as being in the non-inferior set. Next one reruns the optimization subject to

$$CO_2 < CO_2(P_9), -\delta$$

which now yields $P_1$, the previously unrevealed member of the non-inferior set. $P_1$ is added to the non-inferior set, and the process continues with the next optimization subject to

$$CO_2 < CO_2(P_1), -\delta$$

---
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which will reveal P as the next member of the non-inferior set. This procedure will ultimately reveal the correct non-inferior set \( \{P_1, P_2, P_3, P_4\} \), as shown on Figure 2.27.

The weighting method solves a mathematical programming problem of the type

\[
\text{Min}(1 - W(CO_2)) \text{ COST} + W(CO_2) \text{ CO}_2
\]

over a range of values of \( W(CO_2) \). When \( W(CO_2) = 0 \), the result is the least cost solution (P9 on Figure 2.28). When \( W(CO_2) = 1 \), the result yields that feasible solution that minimizes \( CO_2 \) emissions (which in practice might be an all hydro generation plan) -- P1 of Figure 2.23. Intermediate values imply different slopes, and, as indicated on Figure 6.20, will yield intermediate points of the trade-off curve.

This method was used in the SCL case study, in which a large scale linear programming model, the Annual Optimization Model (ANN), was applied. Its objective function was defined as \( \text{Min COST} + W(CO_2) \text{ CO}_2 \), and solutions obtained for a range of values for \( W(CO_2) \).
Figure 2.28: The weighting method
3. A REVIEW OF MCDM APPLICATIONS

There are literally hundreds of MCDM applications in a very wide range of fields\(^1\). Even in the electric utility planning area there have been numerous applications -- ranging from screening of power plant sites to weighting-summation methods used to evaluate bids for providing additional supply resources from Independent Power Producers (IPPs). A complete review of this literature would be both tedious and necessarily superficial. Rather what seems indicated given the nature of the likely readership of this report is to review a representative sample of MCDM applications in electric utility planning or fields very closely related to it. In each area we review one or two applications in some detail, with briefer references to other examples: the primary emphasis in this review is to examine how these applications have adhered to the principles set forth in Chapter 2.

3.1 MCDM methods in Environmental Impact Assessment

MCDM methods have been used to derive indicators of environmental quality or impact since the early 1970's (Rau and Wooten, 1980; Hobbs, 1985). For instance, Dee et al. (1973) derived a weighting summation-based index of the environmental impact of water resources projects for use by the U.S. Bureau of Reclamation. Such indices can be used to examine the tradeoffs between environmental effects and economic and other criteria.

Qualitative consideration methods have long been a part of EISs, and range from checklists to more complex impact matrices. In fact, such methods have all the essential ingredients of a MCDM method: attributes, usually represented by the columns of the matrix; a set of discrete alternatives, usually represented by the rows of the matrix, and a value function \(v(A_j)\). However, in such impact matrices, this value function often defined on a simple discrete scale, and also often displayed in shades of grey.

Puget Sound Area Reliability Plan EIS: a greyscale impact matrix

The strategy impact comparison matrix developed for the recent EIS for the Puget Sound Area Reliability Plan is a good example, and is illustrated on Figure 3.1. Four levels of impact are distinguished: high, moderate, low and minimal. These impact designations were developed by group consensus in a series of discussions by the team responsible for the EIS. The major problem with such an approach is perhaps not in the matrix itself -- for it may indeed be the case that a typical group of experienced environmental analysts can relatively easily reach a consensus about the environmental desirability of alternatives -- but in how the environmental rankings are integrated into the overall decision. In this particular study seven evaluation factors were used: the six shown on Table 3.1, and an environmental attribute. In this table, the strategy which ranks best in each attribute (i.e. each row) is shown in bold, and overall strategy

---

\(^1\) See, e.g., the surveys by Chankong and Haimes (1983); Cohon (1978); Goicoechea et al. (1982); Hobbs (1979); United Nations (1988); and Zeleny (1982).
### Strategy Impact Comparison Matrix

#### Impact Magnitude

- **High Impact**
- **Moderate Impact**
- **Low Impact**
- **Minimal Impact**

#### Environmental Evaluation Factors

<table>
<thead>
<tr>
<th></th>
<th>Land Use</th>
<th>Natural Environment</th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Commercial</td>
<td>Industrial</td>
<td>Agricultural</td>
</tr>
<tr>
<td>Residential</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

#### Measures in All Strategies

- Conservation
- Voltage Support 1

#### Alternative Strategy 1

- Transmission Line
  - Option 1: Use Existing ROW
  - Option 2: Expand Existing ROW
  - Option 3: Use New Corridor

#### Alternative Strategy 2

- Voltage Support 2

#### Alternative Strategy 3

- Hot Water Controls
- Time of Use Rates
- Fuel Switching

#### Alternative Strategy 4

- Peaking CT's

#### No Action Alternative

- Voluntary Curtailment
- Contract Curtailment
- Voltage Instability

---

*Source: Bonneville Power Administration, Puget Sound Area Reliability Plan, Final Environmental Impact Statement, DOE/FEIS-0160, April 1992, p.4-21.*
Table 3.1: The Economic and technical evaluation summary

<table>
<thead>
<tr>
<th>EVALUATION FACTORS</th>
<th>Strategy 1</th>
<th>Strategy 2*</th>
<th>Strategy 3</th>
<th>Strategy 4</th>
</tr>
</thead>
<tbody>
<tr>
<td>Net Present Value</td>
<td>$67,000,000</td>
<td>$105,000,000</td>
<td>$128,000,000</td>
<td>$39,000,000</td>
</tr>
<tr>
<td>Sensitivity to Load Growth</td>
<td>$196,000,000</td>
<td>$126,000,000</td>
<td>$84,000,000</td>
<td>$102,000,000</td>
</tr>
<tr>
<td>Near Term Revenue Requirements</td>
<td>$50,000,000</td>
<td>$25,000,000</td>
<td>$50,000,000</td>
<td>$20,000,000</td>
</tr>
<tr>
<td>Long Term Revenue Requirements</td>
<td>$75,000,000</td>
<td>$40,000,000</td>
<td>$110,000,000</td>
<td>$105,000,000</td>
</tr>
<tr>
<td>Deliverability (1=Hi, 4=Low)</td>
<td>1.6</td>
<td>1.5</td>
<td>2.0</td>
<td>1.7</td>
</tr>
<tr>
<td>Reliability (1=Hi, 4=Low)</td>
<td>2.0</td>
<td>2.0</td>
<td>2.0</td>
<td>2.0</td>
</tr>
</tbody>
</table>

* Preferred Alternative


2 was selected as the preferred alternative.

It is interesting that the environmental rankings are not even included in this table. Yet from the environmental analysis, strategy 2 was only second best, and the preferred environmental alternative was strategy 3. There is no discussion at all as to whether the additional environmental impacts between strategies 2 and 3 were considered inconsequential.

Thus, trade-offs are entirely implicit, and nowhere in the EIS -- which runs to several hundred pages -- does the term trade-off even appear. Indeed, the "preferred" alternative was selected by a five-utility Plan Steering Committee, albeit with advice from a citizen review panel. In sum, it is extremely difficult to ascertain whether and how the environmental ranking influenced the actual decision.

The US Federal Energy Regulatory Commission has developed an environmental impact index to be applied to natural gas pipeline proposals (Stewart and Horowitz, 1991). The intention of the system is to fulfill the National Environmental Policy Act's mandate to "utilize a systematic, interdisciplinary approach which will ensure the integrated use of the natural and social sciences and the environmental design arts in planning and decision making." The system includes 64 environmental attributes (Table 3.2). These attributes are combined into an environmental index using weighting summation (Section 2.9.1). The unique aspect of this system is how the weights for each of the attributes was derived.

The weight $w_i$ for attribute $i$ is calculated as follows (Stewart and Horowitz, 1991):

$$w_i = \sum_{k=1}^{g} w_k d_k R_{ik}$$

2 The same Act spurred utilities applying for nuclear plant operating licenses from the US Nuclear Regulatory Commission to use multicriteria approaches to compare alternative plant sites (Rowe et al., 1979)
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Table 3.2: Environmental criteria in the FERC system

<table>
<thead>
<tr>
<th>Water use and quality</th>
<th>Geology</th>
<th>47. new pipeline right-of-way in orchards</th>
<th>48. temporary right-of-way in orchards and vineyards</th>
<th>49. cranberry bogs crossed during pipeline construction</th>
</tr>
</thead>
<tbody>
<tr>
<td>1. potable water supplies</td>
<td>24. active faults crossed by the pipeline</td>
<td>47. new pipeline right-of-way in orchards</td>
<td>48. temporary right-of-way in orchards and vineyards</td>
<td>49. cranberry bogs crossed during pipeline construction</td>
</tr>
<tr>
<td>2. municipal watersheds crossed by pipeline construction</td>
<td>25. areas with the potential for seismic soil liquefaction</td>
<td>50. construction of above-ground facilities in flood plains</td>
<td></td>
<td></td>
</tr>
<tr>
<td>3. toxic sediments at river or stream crossings</td>
<td>26. crossing of karst terrain</td>
<td>51. inactive surface mines crossed by pipeline</td>
<td></td>
<td></td>
</tr>
<tr>
<td>4. major water crossings</td>
<td>27. areas of potential landslide</td>
<td>52. new pipeline right-of-way near essential public facilities</td>
<td></td>
<td></td>
</tr>
<tr>
<td>5. minor stream crossings</td>
<td>53. construction across hazardous waste sites</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>6. crossings of lakes or reservoirs</td>
<td>54. crossing of national and state trails</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Vegetation and wildlife</th>
<th>Soils</th>
<th>55. compressor stations etc. within 1 mile of scenic area</th>
</tr>
</thead>
<tbody>
<tr>
<td>7. privately owned upland forest temporarily converted to open land for new or loop pipeline</td>
<td>28. installing new pipeline in farmland</td>
<td>56. new pipeline R-o-W within 1 mile of scenic areas</td>
</tr>
<tr>
<td>8. privately owned upland forest permanently converted to open land</td>
<td>29. installing pipeline loop in farmland</td>
<td>57. pipeline construction across federal or state wild and scenic rivers</td>
</tr>
<tr>
<td>9. forested or scrub-shrub wetlands converted to open wetland</td>
<td>30. soil with high erosion hazard crossed by pipeline</td>
<td>58. sand dunes disrupted by construction</td>
</tr>
<tr>
<td>10. herbaceous wetlands cleared during construction</td>
<td>31. soil with moderate erosion hazard</td>
<td>59. commercial trawling or shellfish areas crossed</td>
</tr>
<tr>
<td>11. significant fisheries</td>
<td>32. prime farmland converted to non-farm use</td>
<td>60. commercial anchorages and navigation channels crossed</td>
</tr>
<tr>
<td>12. high-quality and cold-water fisheries</td>
<td>33. pipeline installed across annually cultivated fields with stony or clayey subsoil.</td>
<td>61. military reservations crossed by pipeline</td>
</tr>
<tr>
<td>13. significant habitat crossings</td>
<td>34. non-parallel right-of-way</td>
<td>62. NOx emissions from compressor stations</td>
</tr>
<tr>
<td>14. national or state wildlife refuges crossed</td>
<td>35. new pipeline R-o-W within 50 ft of existing or planned residences</td>
<td>63. noise levels at noise sensitive areas</td>
</tr>
<tr>
<td>15. national or state forest crossed</td>
<td>36. compressor stations, etc. within 500 ft of residential areas</td>
<td>64. abandonment and/or removal of pipeline facilities potentially contaminated with PCBs.</td>
</tr>
<tr>
<td>16. federally listed or proposed threatened or endangered species</td>
<td>37. construction R-o-W within 50 ft of homes</td>
<td>65. cultural resources</td>
</tr>
<tr>
<td>17. critical habitat of federally-listed or proposed threatened or endangered species</td>
<td>38. natural or wild area crossed by pipeline</td>
<td>66. areas of high cultural resource sensitivity</td>
</tr>
<tr>
<td>18. state-listed or proposed threatened, endangered or rare species</td>
<td>39. natural or wild areas crossed by pipeline loop.</td>
<td>67. areas of medium cultural resource sensitivity</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>cultural resources</th>
<th>40. active recreation areas crossed by pipeline.</th>
<th>68. areas of medium cultural resource sensitivity</th>
</tr>
</thead>
<tbody>
<tr>
<td>19. listed or eligible resources on the National Register of Historic Places (NRHP) in R-o-W.</td>
<td>41. locally important, passive recreation area crossed by pipeline loop</td>
<td>69. areas of high cultural resource sensitivity</td>
</tr>
<tr>
<td>20. listed National Historical Landmark (NHL) in R-o-W.</td>
<td>42. locally important, passive recreation areas crossed by new pipeline</td>
<td>70. religious sites</td>
</tr>
<tr>
<td>21. cultural resources recommended as eligible for the NHL or NRHP.</td>
<td>43. national parks crossed by pipeline</td>
<td>71. disturbance to native American religious sites</td>
</tr>
<tr>
<td>22. areas of high cultural resource sensitivity</td>
<td>44. state parks crossed by pipeline loop</td>
<td>72. areas of medium cultural resource sensitivity</td>
</tr>
<tr>
<td>23. areas of medium cultural resource sensitivity</td>
<td>45. state parks crossed by new pipeline</td>
<td>73. areas of high cultural resource sensitivity</td>
</tr>
</tbody>
</table>

where:
\( R_{ik} \) = the importance rating of attribute \( i \) in terms of importance dimension \( k \). There are nine importance dimensions:
- regional human environment (short, intermediate, and long term)
- local human environment (short, intermediate, and long term)
- natural environment (short, intermediate, and long term)

\( wd_k \) = weight for importance dimension \( k \)

Thus, the overall importance of an attribute is the weighted sum of nine dimensions of importance. The weights \( wd_k \) were initially assessed by the Analytic Hierarchy Process (AHP, Section 2.8). They were then adjusted so that the resulting \( w_i \) for a subset of twelve attributes were highly correlated with a set of attribute ranks directly chosen by two experts. Most of the resulting weight (62.5%) is assigned to natural environment, with the remainder split between regional and local human environment. In each of those categories, long term impact receives 57% of the weight, intermediate impact gets 29%, and short term effect receives the rest.

The \( R_{ik} \) are assessed for each of the 64 criteria using the following verbal scale: severe (all impacts likely to be considered unacceptable by FERC); considerable (some impacts unacceptable); moderate (impacts acceptable after mitigation and natural recovery); slight (impacts eliminated by mitigation and natural recovery); and none (no change in environmental quality). The verbal assessments for each criterion are then converted into an ordinal scale and multiplied by the \( wd_k \)'s to obtain the criterion's overall weight \( w_i \). As an example, attribute \( i=1 \) (potable water) is judged to have "considerable" impact upon the short-term local human environment and a "moderate" impact upon the short-term natural environment. Its effect on the other seven dimensions is either "slight" or "none."

The main advantage of FERC's approach to weighting is that it provides a systematic way of assessing the importance of a very large number of criteria. Further, the authors made an effort to validate their system by comparing the weights with a ranking of attributes that experts chose directly. The major disadvantage of this system is that it appears that the ranges of the attributes were not explicitly considered when assessing weights. For instance, whether potable water impacts are important or not should depends on the amount of water involved. As another example, "long term", "intermediate term", and "short term" are vaguely defined, making the task of assessing the \( wd_k \) and \( R_{ik} \) ambiguous and difficult to replicate. Importance judgments made in the absence of such information are vacuous, and can be criticized for being arbitrary.
3.2 MCDM methods in resource bidding systems

What in effect are weighting summation MCDM systems have come into fairly wide use over the past few years for capacity bidding systems. Often such systems are referred to as "environmental rating" or "scaled scoring" systems. Mintzer et al. (1990) provide a typical rationale: "...scaled scoring systems are easy to use, facilitate comparisons of environmental impacts measured in different units, and are more comprehensive than economic analysis ... using weighted scaled scores, technologies (or a combination of technologies contained in an energy futures scenario) can be ranked from the least to the highest cost on the basis of all economic, environmental and social costs that can be quantified."

These are very impressive claims, but, unfortunately, many of the applications have paid little attention to methodological issues, with the consequence that the validity of the results is highly uncertain. New York is a typical case, and illustrates some of the issues.

A first general problem is consistency. In some bidding programs approved by the New York Public Utility Commission (NYPUC), the bid prices are adjusted to reflect externalities -- for example SO₂ emissions are valued at $832/ton, and CO₂ at $1.1/ton, valuations that are based on control costs. In others, the bidding programs require the use of so-called "environmental scoring forms". Table 3.2 presents such an example as used by the Niagara Mohawk utility in New York: there the "weight" assigned to SO₂ is 7, and to carbon dioxide 3³. The claim is made that the scoring forms are supposed to reflect "the environmental perceptions in each utility service area" (Putta, 1990); yet it seems fairly clear that "weights" can be manipulated in such a way as to produce almost any desired result.

The problem of validity in scaling is illustrated in Figure 3.2: the scaling function is arbitrary, and is unlikely to have interval properties. It is in fact quite common to encounter systems in which the physical attribute is converted into a step function corresponding to some number of points on a scale -- these are sometimes called "binned ranges". However, in the absence of some specific threshold effects that would justify some deviation from the presumption of linearity, much better would simply be to maintain the original physical attribute values, and simply normalize to a 0-1 scale. The important point here is that transformations ought not to be arbitrary.

---

³ Although at first glance the relative weights (SO₂ to CO₂) of 7 to 3 appear inconsistent with the NYPUC valuations, when one takes into consideration the scales used, the ratios are comparable. A reduction of 7 lb of SO₂ are seen to be worth 7 x 5 = 35 points, while a reduction of 1,500 lb CO₂ is seen to be worth 3 x 5 = 15 points. Thus 1 lb SO₂ is seen to be equivalent to 650 lb CO₂ (which follows from the value w that satisfies the ratio 7/35 = w/1750/15), which is not totally inconsistent with the $1.1 to $832/ton valuations of the NYPUC. The important point here is that the lb to lb trade-offs are not at all obvious when choosing weights!

⁴ Goldman et al. (1992) provide a detailed evaluation of binned v. linear scales (also using the Niagara Mohawk system as an example), and conclude that this may introduce serious distortions when used in bidding systems.

⁵ Uncertainty in bidder performance is explicitly quantified as probability distributions (which has apparently never been done), then the scaling might be non-linear due to risk attitudes (see section 2.7 on utility functions).
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<table>
<thead>
<tr>
<th>Environmental Attributes</th>
<th>Weight (W)</th>
<th>0</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
<th>Score (W x P)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Air Emissions</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Sulfur oxides (lbs/MWh)</td>
<td>7</td>
<td>&gt;6</td>
<td>4.0-6.0</td>
<td>2.5-3.9</td>
<td>1.5-2.4</td>
<td>0.5-1.4</td>
<td>&lt;0.5</td>
<td></td>
</tr>
<tr>
<td>Nitrogen oxides (lbs/MWh)</td>
<td>16</td>
<td>&gt;6</td>
<td>4.0-6.0</td>
<td>2.5-3.9</td>
<td>1.5-2.4</td>
<td>0.1-1.4</td>
<td>&lt;0.1</td>
<td></td>
</tr>
<tr>
<td>Carbon dioxide (lbs/MWh)</td>
<td>3</td>
<td>&gt;1500</td>
<td>1050-1500</td>
<td>650-1049</td>
<td>250-649</td>
<td>100-249</td>
<td>&lt;100</td>
<td></td>
</tr>
<tr>
<td>Particulates (lbs/MWh)</td>
<td>1</td>
<td>&gt;0.3</td>
<td>0.2-0.3</td>
<td>0.1-0.199</td>
<td>0.05-0.099</td>
<td>0.01-0.049</td>
<td>&lt;0.01</td>
<td></td>
</tr>
<tr>
<td><strong>Water Effects</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Cooling water flow</td>
<td>1</td>
<td>80-100</td>
<td>60-79</td>
<td>40-59</td>
<td>20-39</td>
<td>5-19</td>
<td>&lt;5</td>
<td></td>
</tr>
<tr>
<td>Fish protection</td>
<td>1</td>
<td>None</td>
<td>Operational restrictions</td>
<td>Fish protection provided</td>
<td>No public water used</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>NYS water quality classification of receiving water</td>
<td>1</td>
<td>A or better</td>
<td>B</td>
<td>C+</td>
<td>C</td>
<td>D</td>
<td>No water use or municipal water/wastewater utilized</td>
<td></td>
</tr>
<tr>
<td><strong>Land Effects</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Acreage required (acres/MW)</td>
<td>1</td>
<td>0.3-0.5</td>
<td>0.2-0.29</td>
<td>0.1-0.19</td>
<td>0.05-0.09</td>
<td>0.01-0.05</td>
<td>&lt;0.01</td>
<td></td>
</tr>
<tr>
<td>Terrestrial</td>
<td>1</td>
<td>Unique ecological or historical value</td>
<td>Rural or low density suburban</td>
<td>Industrial area</td>
<td>No land used</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Visual aesthetics</td>
<td>1</td>
<td>Highly visible</td>
<td>Within existing developed area</td>
<td>Not visible from public roads</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Transmission</td>
<td>2</td>
<td>New OH &gt;5 miles</td>
<td>New OH 1-5 miles</td>
<td>New UG &gt;5 miles</td>
<td>New UG 1-5 miles</td>
<td>Use existing facilities</td>
<td>Energy conservation</td>
<td></td>
</tr>
<tr>
<td>Noise (Leq - background Lox)</td>
<td>2</td>
<td>5-10</td>
<td>0-4.9</td>
<td>&lt;0</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Solid waste disposal (lbs/MWh)</td>
<td>2</td>
<td>&gt;300</td>
<td>200-300</td>
<td>100-199</td>
<td>50-99</td>
<td>10-49</td>
<td>&lt;10</td>
<td></td>
</tr>
<tr>
<td>Solid waste as fuel (% of total Btu's)</td>
<td>1</td>
<td>0</td>
<td>1-30</td>
<td>31-50</td>
<td>51-80</td>
<td>81-100</td>
<td>91-100</td>
<td></td>
</tr>
<tr>
<td>Fuel delivery</td>
<td>1</td>
<td>New RR spur</td>
<td>Truck &amp; existing RR</td>
<td>New pipeline</td>
<td>Barge</td>
<td>Use existing pipeline</td>
<td>No fuel use</td>
<td></td>
</tr>
<tr>
<td>Kilometers from sensitive receptor area (per 6 NYCRR 225:1.1 (b)(4))</td>
<td>1</td>
<td>&lt;10</td>
<td>10-39</td>
<td>40-69</td>
<td>70-100</td>
<td>&gt;100</td>
<td>Energy conservation</td>
<td></td>
</tr>
</tbody>
</table>

+ Total Score (210 Max.) =

Table 3.3: The environmental scoring form used by Niagara Mohawk

*source: Putta (1990)*
Problems of attribute definition abound. For example, what exactly is the environmental consequence that is expressed by "land use" in acres (or acres/Mw)? As noted previously, differences in market value of the land should be reflected in the cost attribute, and the opportunity costs of lost production (say in the case of agricultural land) are also readily quantified in economic terms. But if the attribute reflects just non-market values, these are already captured in the attribute "terrestrial", in which sites of unique historical or ecological value are penalized. Finally, the "transmission" criterion may also double-count land area consumed. In short, it is unclear why acreage has any relevance.

There are similar problems with the attribute "fuel delivery". The scale used, ranging from new railroad spur to no fuel use, correspond very closely indeed to the costs of the fuel supply connection, which should be incorporated in the system cost attribute. If there are particular air emission problems associated with the construction of such new transportation links, then those should be included in the air emissions attribute. In any event, the requirement for preference independence is unlikely to be present: one might be motivated to put a higher weight on the "fuel delivery" criterion if barge transport takes place in relatively pristine rivers than if the water is instead very polluted.
3.3 MCDM Methods in Transmission and Distribution System Planning

T&D planning involves tradeoffs among system cost, reliability, and environmental considerations. Although MCDM methods have been applied less frequently in this area than to other aspects of utility planning, the following two examples illustrate how such methods can help the T&D planner. One focuses on tradeoffs between cost and reliability in system design, and the other looks at cost-environment tradeoffs in transmission line routing.

Analyzing Cost-Reliability Tradeoffs
Tradeoffs between cost and reliability are critical in T&D design, yet are rarely examined explicitly. Reasons for this include engineers' lack of training in probability and reliability and the absence of accepted methodologies for estimating the reliability of transmission or distribution network. Generally, standards based upon accepted engineering practice are used to determine when, where, and what type of circuits need to be added. AC load flow models are often used to simulate system performance under a set of system contingencies to see if standards are violated. For example, would voltages remain within an acceptable range if line A was to fail under the proposed system design?

However, we expect greater acceptance in the future of models for exploring cost-reliability tradeoffs. Ramirez-Rosado and Adams (1991) show one way of doing this for a distribution design problem. Below, we fit their procedure into the 10-step procedure of Figure 2.1.

Step 1: attribute selection
Two criteria are considered:

1. the sum over time and buses of weighted deviations of bus voltages from a target voltage (20 kV in this case), where the weights can depend on bus location and time of the deviation. This is similar in spirit to the goal programming amalgamation method of Section 2.9.2, and

2. the cost of line construction

Step 2: definition of options
The options considered are possible combinations of lines connecting seven load points with two substations, and the resulting power flows and voltages. The feasible configurations are defined by a set of constraints in a nonlinear mathematical program. A math programming approach has the advantage that it permits the planner to implicitly consider a very large number of alternatives, lowering the likelihood that very good solutions will be overlooked.

Step 3: quantifying impacts
Impacts of each configuration upon the two criteria are automatically calculated by the mathematical program, which expresses the two criteria as mathematical functions of the decision variables (line locations and bus voltages).

Step 4: screening
Alternatives are not explicitly screened. Instead, a few configurations were directly chosen by two amalgamation methods in Step 9.

Step 5: trade-off curves
Tradeoff curves are not explicitly developed, but could easily be obtaining by weighting and summing the two criteria, minimizing that sum, plotting the resulting solution, and then permuting the weights. However, in Figure 3.3, we display some of the non-dominated solutions they generated using two
different amalgamation methods, described below. A more careful analysis would have generated more points to give the planner a fuller picture of the options that are available.

Examination of the figure reveals that only two of the six plans are truly competitive: those labeled "Final STEM Solution" and "Goal programming, P=1." These two solutions would make up the knee set (see Section 2.6). Although the other solutions are undominated, they would certainly not be in the knee set because their advantages are very weak. For instance, the "Goal programming, P = infinity" point is much worse in cost than the "P=1" point but has only a negligibly better voltage penalty.

**Step 6: dominance analysis**
No dominance analysis is performed. If the mathematical program is correctly formulated, only non-dominated designs will be generated.

**Step 7: scaling**
The only scaling performed is as follows:
- Voltages above 19kV receive a small bonus (in the form of a negative penalty) in the first criterion
- Voltages below 19kV but above 18.6kV are penalized more heavily per unit of deviation
- Constraints in the mathematical program prohibit any bus voltage from falling below 18.6kV

**Step 8: weighting**
Weights are used by the two amalgamation methods applied. They appeared to be arbitrary, as no justification is given for them. In an actual application, planners would want to give careful consideration to the monetary value of additional reliability when choosing weights.
**Step 9: amalgamation**

Two amalgamation methods are applied:

- STEM, an iterative mathematical programming method that generates a solution, asks if the planner likes it, and then, if the planner is dissatisfied, generates another solution based on the criterion that the planner wishes to improve.

- Goal programming (Section 2.9.2), where the goals are set equal to the best possible values of the two criteria (~4 for voltage deviations and 787 for cost). Two values of the exponent P were considered: 1 and infinity. As we point out in Chapter 2, if P=1 and if goals are set equal to the best possible values, then this method will yield the same result as simply minimizing the weighted sum of the two criteria (i.e., weighting summation, Section 2.9.1).

In both cases, a nonlinear programming method must be used to find the feasible configuration which has the best value. The values of the two criteria for the solutions from these methods are shown in Figure 3.3. The two goal programming solutions are very similar, but STEM yields a much more expensive system with a better voltage profile.

**Step 10: resolving differences**

Not addressed in the published study.

The main advantage of the above MCDM approach is that its mathematical programming formulation allows a huge number of alternatives to be implicitly screened and evaluated. The disadvantage of the implementation is that Steps 8 and 9 seem arbitrary, with no justification given for the weights or amalgamation methods chosen. Without such a justification, it is difficult to be confident that the supposedly "best" solution yielded by a method really is the most preferred by the planner. However, since there are just two objectives here, it would be a simple matter to generate a range of options, as in Figure 3.3. Then the options would be presented to the responsible decision makers who could then directly decide what points are most acceptable. This is the approach we would recommend for problems with just two or three criteria.

**Transmission Line Routing**

Weedy (1989) reviews various methods for delineating corridors for new transmission facilities. One method which has found use since the 1970's is the network approach (e.g., Economides and Sharifi, 1978; Guidinger, 1987), in which a route is chosen to minimize a weighted sum of environmental, cost, and other impacts. Below we summarize how this method is typically applied in terms of the nine steps of the general MCDM procedure.

**Step 1: attribute definition**

The criteria may number in the dozens, and can be grouped as follows:

- damage to natural ecosystems
- conflict with existing and proposed land uses
- potential for sharing of right of ways
- impact on culturally significant features
- visual impact
- potential for exposure to electromagnetic fields (EMF), perhaps measured using a proxy such as population density within a certain distance, or population inversely weighted by distance
- cost
- transmission losses
Figure 3.4: Typical network structure showing alternative transmission links between nodes 2 and 39.

*source:* Weedy (1988) p.222
The most salient environmental issue today is EMF (Gulliver and Vito, 1993; DeCicco et al., 1993), although aesthetics are also very important.

**Step 2: definition of options**
Options may be a few discrete routes predefined by planners. However, in network routing methods, they are defined as possible combinations of segments. As an example of the latter, Figure 3.4 shows a network for which there are many dozens of possible routes between nodes 2 and 39.

**Step 3: quantifying impacts**
Impacts are first quantified by tallying the environmental, financial, and other impacts of a line of the prescribed voltage for each segment. Then the total impact of entire route is implicitly defined as the sum of the impacts of the constituent segments.

**Step 4: screening**
Screening occurs in the selection of the segments and connections to be considered (Figure 2); for instance, no segments might be defined for some areas because of their high population densities.

**Step 5: trade-off curves**
Trade-off curves are rarely generated by network methods, mainly because there are so many criteria. However, it might be possible to define a single environmental index that could be plotted against cost; the challenge would be to define an index that could be interpreted meaningfully in that context.

**Step 6: dominance analysis**
Dominance analysis is not explicitly performed. Instead, an amalgamation method is used to generate one or more routes (sequence of segments); these routes will be nondominated if weighting summation is used.

**Step 7: scaling**
Scaling is usually linear in network models. For instance, if segment A has twice as many meters of wetland to be traversed as segment B, then segment A would be penalized twice as much.

**Step 8: weighting**
The various criteria for each segment are assigned weights. All the considerations we outlined in Chapter 2 concerning appropriate choices of weights apply here: i.e., weights should be ratio scaled and represent the willingness of decision makers to trade off one criterion for another.

**Step 9: amalgamation**
A sequence of segments minimizing the weighted sum of criteria scores is chosen, usually by a linear programming or network solution method. This is a weighting summation amalgamation method, but with a difference: because the number of segments is not the same for all routes, the individual criteria scales must be ratio scaled, not merely interval scaled.

The reason for this can be illustrated by an example. Say there are just two routes between nodes 2 and 39. The first route traverses segments A and B, and the second route consists only of one segment, C. The criteria must have a non-arbitrary zero point (be ratio scaled), or else the ranking of the two routes could be changed by altering the arbitrary zero point. Consider, for example, the following scores for environmental impact for the three segments:

\[ I_A = 2; I_B = 4; I_C = 7 \]

The first route would then have the lowest total impact score (2+4=6, versus 7 for the second route). But if these impacts were only interval scaled, we could add an arbitrary constant to each, say 2. Then the new impact scores would be:
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I_A = 4; I_B = 6; I_C = 9

and now the second route would have the lowest score (9, versus 4+6=10 for the first route). This demonstrates that the criteria scales cannot have an arbitrary zero point.

**Step 10: resolving differences**

Not addressed in the published study.

The advantage of the network approach to routing is that it can consider many possible routes. Its disadvantages are:

- with many criteria, it is difficult to plot and visualize tradeoffs
- weighting summation is the most appropriate amalgamation method, but criteria must be measured on a ratio scale.
3.4 MCDM Methods in Supply Capacity Planning

We describe two basic approaches to multicriteria analysis of supply plans. One approach contrasts a few discrete plans and uses amalgamation methods to rank them. The other incorporates a MCDM method within a linear or dynamic programming model for capacity expansion.

Ranking Discrete Supply Plans
Traditional supply-side planning consists of defining alternative supply plans that meet future demands at a given reliability, and then choosing the plan that minimizes the present worth of cost for a given set of assumptions. Today, supply planning is more sophisticated in at least two ways. First, planners consider several criteria other than cost. Second, they explicitly recognize uncertainty in evaluating plans. To handle these complications, multicriteria methods, such as those described in Chapter 2, have been used to rank alternative supply plans.

Lootsma et al. (1990) use such an approach to rank electricity supply plans for the Netherlands. Rankings were made by each of 18 experts from universities, government ministries, and energy companies. This application is summarized below:

Step 1: attribute selection
The nine criteria considered are: average cost (cents/kWh); total cost; total SO₂, NOₓ, and CO₂ emissions; domestic natural gas reserves; profits of the domestic natural gas industry; percentage of total energy supply by gas and oil; and installed nuclear capacity.

Step 2: definition of options
Three general strategies are compared: nuclear, coal, and gas.

Step 3: quantifying impacts
The performance of each strategy on each criterion is estimated for the years 2000 and 2010. Further, three scenarios are considered in each year:
- Low oil prices, GNP, and electricity demand
- Medium, oil prices, GNP, and electricity demand
- High oil prices, GNP, and electricity demand

Step 4: screening
No screening procedures are described in the case study.

Step 5: trade-off curves
The authors explicitly reject using tradeoff curves or other devices to display the tradeoffs, asserting that decision makers would be confused by all that information and would not be able to make a reasoned choice. Instead, the authors emphasize Steps 7, 8, and 9 of the MCDM process. We believe, however, that tradeoff analysis is a useful complement to weighting and amalgamation, because it can help make decision makers more confident in the values they choose for weights, and in the resulting rankings.

Step 6: dominance analysis
No dominance analysis is performed.

---

6 These scenarios are logically similar to the three scenarios considered in the Centerior case study: low stress, reference, and high stress; see Section 2.2.
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Step 7: scaling

An unusual scaling method is used in which decision makers are asked to perform pairwise comparisons of the strategies for each criterion. For example, the total SO\textsubscript{2} emissions of the nuclear strategy in the year 2000 under the low scenario would be 180,000 tons, while the coal strategy would yield 190,000 tons. The decision maker is asked which of the two values he prefers, and whether the preference was absent (score of 0), weak (2), strong (4), or very strong (6).

A scale or value function \( v_i(A_j) \) for the attribute is then derived from those judgments as follows. First, the authors assume that perception is logarithmic; that is, statements of relative value of two alternatives are proportional to the logarithm of their difference. For instance, if a person states that A is twice as preferred as B, but four times as preferred as C, then the actual value ratios are \( e^2 \) for A:B and \( e^4 \) for A:C. The rationale for this is the finding by psychologists that this is how people compare physical magnitudes, such as brightness of light or loudness of sound (Stevens, 1966). This means that \( v_i(A_j) \) is of the form:

\[
v_i(A_j) = \exp(C x_{ij})
\]

where \( \exp(x) \) is 2.71828... raised to the \( x \) power, and \( C \) is an arbitrary constant. Unfortunately, the choice of this arbitrary constant actually changes the ranks of alternatives, a result that understandably disturbs the decision makers!

The \( A_i \)'s were not the original criteria scores (e.g., tons of SO\textsubscript{2}), but rather are a scale that is statistically estimated from the pairwise responses. The \( A_i \) are the values that result in the best (least squares) fit to the responses to all the pairwise comparisons.

Step 8: weighting

Weights are chosen by a procedure similar to Step 7, where each participant is asked to compare two criteria at a time, stating which is more preferred (more important) and to what extent.

Step 9: amalgamation

The resulting scales and ranks are combined by the following amalgamation rule

\[
\text{Score(strategy } j \text{)} = \prod_i V_i(A_{ij})^w_i
\]

where \( A_i \) is the score on criterion \( i \) for strategy \( j \), and \( w_i \) is that criterion's weight. This is called the "power law" method and it assumes logarithmic perceptions of relative importance of criteria. The score for each strategy is then averaged over the three scenarios by a complicated procedure that allows the participants to give the probability of each scenario as a range rather than a single point. For instance, someone could say that the probability of the low scenario was between 0.2 and 0.4. Decision makers may be more comfortable stating ranges than precise values.

Rankings are then produced for each of the eighteen experts. For a value of 0.5 for the arbitrary constant \( C \), ten experts rank the nuclear strategy as best. Gas is ranked first by six experts, while coal is best only for one of the experts. The experts examined the scores, and their sensitivity to the choice of \( C \). Several of the experts expressed their dislike of the dependence of the results on \( C \).

For comparison purposes, weighting summation is also applied with the same scales and weights. Table 3.4 summarizes a set of strategy scores for each scenario and for two different assumed values of \( C \) in the exponential equation. For example, the nuclear strategy receives a weighting summation score of 34 under the medium scenario if \( C = 0.5 \). The sensitivity of the results to the arbitrary constant \( C \) is obvious: nuclear and coal are tied under the power law in the medium scenario if \( C = 0.5 \), but nuclear is far inferior if \( C = 1 \). The weighting summation ranks depend even more strongly upon \( C \). The table also shows that the power law yields very different rank orders than weighting.

---

The actual rule used by Lootsma et al. (1990) is somewhat more complex, but is equivalent to the one we present.
summation. Although the top option is usually the same, the relative ranking of coal and nuclear is often switched.  

Table 3.4 Netherlands Supply Planning: Power law vs. weighting summation scores for each strategy under different scenarios and different scaling constants C.

<table>
<thead>
<tr>
<th>Oil Price/GNP Demand Scenario</th>
<th>Amalgamation Method</th>
<th>Constant C = 0.5</th>
<th>Constant C = 1</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Nuclear</td>
<td>Coal</td>
<td>Gas</td>
</tr>
<tr>
<td>Low</td>
<td>Power Law</td>
<td>29</td>
<td>34</td>
</tr>
<tr>
<td></td>
<td>Weighting Summation</td>
<td>33</td>
<td>32</td>
</tr>
<tr>
<td>Medium</td>
<td>Power Law</td>
<td>31</td>
<td>31</td>
</tr>
<tr>
<td></td>
<td>Weighting Summation</td>
<td>34</td>
<td>31</td>
</tr>
<tr>
<td>High</td>
<td>Power Law</td>
<td>30</td>
<td>33</td>
</tr>
<tr>
<td></td>
<td>Weighting Summation</td>
<td>35</td>
<td>31</td>
</tr>
</tbody>
</table>

source: Lootsma et al. (1990).

Step 10: resolving differences
Not addressed in the published study.

A strength of this MCDM application was a careful laying out of the consequences of each strategy under several scenarios at different times in the future. Another strength was the attempt to measure the preferences of a diverse group of people. The major disadvantages of the methodology used in this case was the complexity and opaqueness of the scaling, weighting, and amalgamation procedures, and the dependence of the results on an arbitrary constant. A complex procedure such as the power law can be justified only if there is evidence that it is more valid than the simpler weighting summation method. However, there was apparently no attempt to confirm whether the participants' preferences conformed to the logarithmic model, or if the calculated weights were consistent with tradeoffs the people were willing to make. We believe that use of a model with unclear assumptions and complex computational procedures is less likely to be accepted by decision makers and the public.

Multiple Criteria Analysis of Supply Plans Using Linear and Dynamic Programming
As an alternative to considering a handful of predefined plans, many utilities use linear and dynamic programming models to sort through a large number of possible sequences of supply additions (Turvey and Anderson, 1977). Most applications of such models have emphasized the minimization of the present worth of cost. However, environmental and other non-cost objectives can be added to such models to allow the planner to generate alternatives representing a range of tradeoffs. For instance, Kavrakoglu and Kiziltan (1983) and Quaddus and Goh (1985) modified linear programming capacity expansion models in this manner (as we do in our Seattle case study (Hobbs and Meier, 1994). The World Bank has also applied MCDM to electric sector planning in Costa Rica and Hungary (see Section 3.8). Below we summarize the dynamic programming-based method of Yang and Chen (1989) which they applied to the Taiwan Power Company system.

However, Lootsma et al. (1990) state that they have found in other projects that which amalgamation method is applied seems to make little difference when there are five or more alternatives.
Step 1: attribute selection
The selected attributes are thirteen in number, and include:

- Present worth of generation cost
- Environmental impact (SO₂, NOₓ, and particulate emissions, in parts per million in the stack gas multiplied by the number of generating units times the number of years each unit is in service)
- Risk of plant disaster (measured as the cumulative capacity, in MW-years, of each fuel type: nuclear, hydro, coal, oil, and gas)
- Fuel import vulnerability (measured as the Mwh production by nuclear, coal, gas, and oil)

As we point out earlier in this report, total emissions are, at best, only a rough indication of environmental impact, as their effect depends on plant location. For instance, a plant located so that prevailing winds blow emissions out to sea might have minimal impact, even if emissions are large. The definitions and rationales of the last two groups of attributes is unclear. For instance, given a fixed nuclear and hydroelectric power capacity, why would additional oil capacity be considered to increase the "risk of plant disaster"?

Step 2: definition of options
The alternatives considered are different capacity expansion paths that could meet assumed demand growth through the year 2005. The alternative paths are implicitly defined by the dynamic programming network, which describes what additions can be made in which years.

Step 3: quantifying impacts
Impacts are automatically quantified by the dynamic program. Production costing runs for each year determine the amount of fuel cost, emissions, and "fuel import vulnerability." The capacity additions along the chosen path determine the capacity costs and "risk of plant disaster."

Step 4: screening
The only screening that is performed occurs when the dynamic programming network is set up. In defining the network, some combinations of generating plants will be excluded in order to limit the size of the problem; the excluded combinations will generally be those that the planner believes are unlikely to be economic (e.g., all baseload plants) or will fail to meet reliability criteria.

Step 5: trade-off curves
Trade-off curves could be generated by solving the dynamic program under several different weight sets. This is what Yang and Chen (1989) do; Figure 3.5 shows an example in which solutions from two different weight sets are compared. Present worth of cost, ppm of SO₂, and total Mwh generated from oil are shown. Perhaps because there are thirteen criteria, the authors do not present explicit tradeoff plots.

Step 6: dominance analysis
No explicit dominance analysis is performed, but the dynamic program guarantees that a non-dominated solution will result from minimizing a weighted sum of the criteria.

Step 7: scaling
Linear scales are used for all attributes.

PROVIEW/PROSCREEN, another dynamic program-based expansion package, allows the user to define several different resource portfolios for the last year of the time horizon, and then uses tables to display the tradeoffs among their costs, rates, emissions, and other criteria (Energy Management Associates, 1993).
**Step 8: Weighting**

The Analytic Hierarchy Process (see Section 2.8) is applied by three different groups: nuclear engineers, power engineers, and energy economists. Each group has six people. First, the participants compare the four categories of attributes against each other using AHP's $1/9$ to $9$ scale. Then the attributes within the risk category are compared with each other. The four import attributes are also compared. Finally, the authors distribute each group's environmental weight among the three pollutants in proportion to estimates of the external costs they impose on the public. In addition, a poll was also taken of members of the public to determine a fourth set of weights.
The disadvantages of the criteria as defined in Step 1 become apparent when the AHP questions are phrased. For example, how can someone respond to the following question meaningfully?

*Is gas $\frac{1}{9}, \frac{1}{7}, \frac{1}{5}, \frac{1}{3}, 1, 3, 5, 7, \text{ or } 9 \text{ times as important as coal in terms of the "plant disastrous risk" objective?}*

This question is too vague to be meaningful. Yet somehow people responded; for instance, the nuclear engineers, on average, found that gas is 80% as important as coal in terms of risk. This may simply mean that people will supply numbers when asked, even if they signify nothing.

**Step 9: Amalgamation**

Amalgamation is done four times by weighting summation, once for each group's weights. The amalgamation is performed by defining the weighted sum of the criteria as a single objective function to be minimized by the dynamic program.

**Step 10: Resolving differences**

As shown on Figure 3.5, the study addresses directly the fact that groups holding different values will arrive at rather different results.

The advantage of this approach to generation planning is that it allows some tradeoffs among various criteria to be considered. For instance, a comparison of Figures 3.5(a) and (b) show that the latter solution's higher weight on "plant disastrous risk" would result in much less reliance nuclear power. Under Yang and Chen (1989)'s assumptions, this decrease in risk would cost over five billion dollars.

However, the use of AHP's ambiguous questions in this context means that we suspect that the weights do not truly represent the values of the groups. If a recommendation for a plan is to be based on this type of methodology, each person should apply more than one weighting method as a check to ensure that the weights are valid. Preferably, a method that forces users to explicitly consider the units of the various criteria should be applied.
3.5 MCDM Methods in IRP

Integrated resource planning considers not only the supply options included in the studies of the last section, but also DSM. As in supply studies, MCDM methods can be used in two general ways:

1. to rank a set of predefined plans

2. to create objective functions for linear programming or dynamic programming models. The models can then be used to generate tradeoff curves and to select an acceptable compromise among the objectives.

As an example of the mathematical programming approach, the dynamic programming package PROVIEW/PROSCREEN, which has been adopted by over 60 utilities, has the capability of generating tradeoff curves and optimizing a mix of objectives (Energy Management Associates, 1993). Cincinnati Gas & Electric used that model to compare several different strategies for complying with the SO2 control program of the 1990 US Clean Air Act (Bloemer and Knue, 1993). A strategy consists of an commitment of resources (DSM, supply expansion, fuel choice, and emissions control) for the first few years of the planning period, followed by later resource commitments that can depend on what scenario of loads and prices for fuel, SO2, allowance prices, and control equipment is realized. The plans are ranked in terms of the sum of their expected costs and emissions, which were equally weighted. The expectation is taken over the possible scenarios, each assumed to have the same probability.

A typical application of MCDM in IRP is the one used by a Wisconsin utility to rank four alternative resource plans (Hanson et al., 1991). The nine steps of MCDM analysis are executed as follows in the Wisconsin study:

Step 1: attribute selection

Nine attributes are selected (Table 3.5). "AFUDC" indicates interest costs accumulated during plant construction; its ratio to net earnings is considered to be an indicator of "earnings quality." One quarrel we have with the list of attributes is that conservation and coal are given as criteria. They are more properly thought of as alternatives; it is more appropriate to define attributes that describe what it is about those options that planners like or dislike (e.g., emissions, public relations, etc.). There is a danger of double counting, in that conservation might be given a high weight because we want to avoid the pollution that results from fossil fuel use, but at the same time high weights are also directly given to SO2 and solid waste.

Table 3.5: Summary of attribute values

<table>
<thead>
<tr>
<th>attribute</th>
<th>alternative</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
</tr>
</thead>
<tbody>
<tr>
<td>1 PV(customer cost, 1986 $million)</td>
<td>16.6</td>
<td>16.49</td>
<td>16.92</td>
<td>16.86</td>
<td></td>
</tr>
<tr>
<td>2 levelized rates, cents/1986 kwh</td>
<td>6.16</td>
<td>6.28</td>
<td>6.54</td>
<td>6.52</td>
<td></td>
</tr>
<tr>
<td>3 AFUDC/net income (average %)</td>
<td>15.7</td>
<td>10.5</td>
<td>6.3</td>
<td>9.2</td>
<td></td>
</tr>
<tr>
<td>4 SO2 emissions (average tons/year)</td>
<td>76.87</td>
<td>74.43</td>
<td>70.42</td>
<td>71.88</td>
<td></td>
</tr>
<tr>
<td>5 solid waste (1000 tons/year)</td>
<td>1,924</td>
<td>1,288</td>
<td>1,168</td>
<td>908</td>
<td></td>
</tr>
<tr>
<td>6 new employment (jobs created)</td>
<td>178</td>
<td>206</td>
<td>395</td>
<td>375</td>
<td></td>
</tr>
<tr>
<td>7 conservation (Mw)</td>
<td>0</td>
<td>150</td>
<td>445</td>
<td>445</td>
<td></td>
</tr>
<tr>
<td>8 baseload plant (in-service date)</td>
<td>1995</td>
<td>2006</td>
<td>2010</td>
<td>2008</td>
<td></td>
</tr>
<tr>
<td>9 coal consumed (million tons)</td>
<td>174</td>
<td>162</td>
<td>154</td>
<td>151</td>
<td></td>
</tr>
</tbody>
</table>


See also Hobbs and Meier (1994) for our own more detailed case study of Seattle City Light, and Meier and Hobbs (1994) for our own case study of Centenor Energy.
Step 2: definition of options
Four alternatives are considered:

1. Retire four existing 130 Mw coal units and implementing no DSM; as a result, a new coal unit will be required relatively soon
2. Retrofit those four units with atmospheric fluidized bed combustion (AFBC) and implement 150 Mw of DSM
3. Same as 2, except implement 445 Mw of DSM
4. Retrofit two units with AFBC and implement 445 Mw of DSM.

Step 3: quantifying impacts
Production costing and financial models are evidently used to quantify the attributes for each alternative (Table 3.5).

Step 4: screening
No screening procedures are discussed by the authors, although presumably some screening approach is used, for example, to determine the amounts and types of DSM in each plan.

Step 5: trade-off curves
With so few alternatives and so many criteria, it is probably easiest to present tradeoffs in the form of a table, rather than graphically. Table 3.5 shows that there are several interesting tradeoffs. Plan 1 has the cheapest rates, but Plan 2 has the lowest present worth of costs (due to its inclusion of relatively cheap DSM). The higher cost DSM plans (3 and 4) yield lower emissions and coal use, more employment, and less AFUDC. Clearly, the relative importance of the attributes will make a difference in the ranking of the plans.

Step 6: dominance analysis
Each of the four plans is non-dominated.

Step 7: scaling
Scaling is accomplished using the risky utility function approach of Keeney and Raiffa (1976) (see Section 2.7). Seven utility managers and outside experts were interviewed to obtain single attribute utility functions, along with the weights in the next step. The authors report that there are considerable differences in the shape of the utility functions for the attributes chosen by different people—consistent with what we find in the Seattle case study (Hobbs and Meier, 1994). As an extreme case, some people think that more conservation is undesirable (has lower utility) because it may be less reliable, while others believe that more conservation has higher utility because of the cost savings and experience that results. (Note that this indicates there is double counting between the conservation and cost attributes!)

Step 8: weighting
The authors say they used the methods of Keeney and Raiffa (1976) to weight the attributes, implying that the indifference tradeoff method was probably used. The weights differ greatly among the participants. For example, one person put most of his or her weight on levelized rates, while non-economic criteria (numbers IV-IX) were given most of the weight by a majority of the other participants.

Step 9: amalgamation
Either weighting summation (Section 2.9.1) or a multiplicative utility function (Section 2.9.3) is used to rank the alternatives. As a result, four of the seven experts rank plan 2 as best. Plan 4 is chosen by two experts, while the expert who placed most of the weight on rates picks plan 1. The heavy weighting of non-economic criteria was the reason for those results; if instead zero weight is assigned to those attributes, then plan 1 would be found best by six of the seven participants.
Step 10: resolving differences
Not addressed in the published study.

This study had the advantage of using a relatively transparent amalgamation method. Different value judgments, such as the expressed willingness to tradeoff attributes, can be easily translated into changes in scales, weights, and plan ranks. Such sensitivity analyses are much more difficult with, for example, the complex MCDM method used by Lootsma et al. (1990).

We have three concerns about the Hansen et al. (1991) study. First, as we mentioned, there is obvious double-counting in the attributes, resulting in a bias towards conservation. Second, a greater range of alternatives should have been explored, perhaps with the aid of a linear or dynamic programming capacity expansion model. For example, an amount of DSM between the extremes of 120 Mw and 445 Mw might be preferred by most of the experts.

Our final concern is that the ranks should have been presented to the experts to see if they agreed with them. Such feedback is useful for two reasons:

1. If the decision makers agree with the rankings, this provides evidence that the method is valid and trustworthy.

2. If the decision makers initially disagree with the ranks, then the reasons for the disagreement can be explored. There are two possible outcomes of this exploration. One is that the users adjust their scales and weights to better reflect their values. As we stated before, scales and weights are often inconsistent and unreliable because the decision makers' values themselves are not fully coherent (Fischhoff et al., 1979). The advantage of a MCDM procedure with these types of checks is that it helps decision makers to think hard and make their values more consistent. The other possible outcome is that, upon considering the reasons for the MCDM method's ranking, the decision maker gains some insight into the tradeoffs and decides that the ranking is reasonable after all.

Of course, there is the danger that a user will arbitrarily adjust the parameters until the results agree with his or her prejudices about which option is best.
3.6 MCDM Applications in System Dispatch

There are several objectives that a power system dispatcher might consider. These include fuel cost, system security, minimization of use load controllers, and emissions. For instance, Mackawa et al. (1992) consider the problem of trading off fuel cost, transmission line overloads, and AFC generator margins (the difference between generator output and its upper and lower limits) in real-time dispatch. They use an amalgamation method based on fuzzy set theory to choose an optimal dispatch schedule. The scales in this method are termed "fuzzy set membership functions", which are then combined using an amalgamation method that the authors do not describe. We criticize this application for the same reason that we criticized the distribution planning method of Ramirez-Rosado and Adams (1991): with only three objectives, we believe that decision makers would appreciate being presented with a range of possible dispatch schedules in the form of tradeoff curves. A single solution resulting from a complex MCDM method would (deservedly) be distrusted.

Figures 3.6 and 3.7 present examples of such tradeoff curves. In Figure 3.6, non-dominated strategies for real-time operation of a power distribution system have been generated for two objectives (Muslu and Anderson, 1989):

1. minimization of fuel cost (in $/day) (variable Z1 on Figure 3.6)
2. minimization of curtailment of air conditioning loads that are participating in load control program (in MWh/day) (variable Z2 on Figure 3.6).

Curtailing load lowers costs, but also results in customer complaints. Presented with the information in this curve, the operator can decide what level of curtailment represents a reasonable compromise between the two objectives.

Figure 3.7 focuses on cost-emission tradeoffs in dispatch (Heslin and Hobbs, 1989). Historically, emissions have not been considered in operating power systems. However, emissions dispatch is increasingly viewed as a cost-effective strategy for decreasing the impacts of emissions.
of power systems, and a number of models have been developed for exploring the tradeoffs between emissions and costs (Talaq et al., 1994). "Emissions dispatch" is the operation of a power system in such a way that emissions are lowered, but costs are increased. Figure 3.7 shows tradeoffs between SO₂ emissions and cost for the state of Ohio, averaged over the year. On the lower right is the least-cost dispatch point, where fuel costs are minimized without regard to emissions. By shifting the plant merit order and, in some cases, changing fuel sources, emissions can be decreased, but at a cost.  
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**Figure 3.7: Ohio emissions-cost trade-off curves, with and without fuel switching**

*source: Heslin and Hobbs (1990), Figure 2.*

However, under the U.S. Clean Air Act, SO₂ emissions will be subject to an allowance system which effectively converts those emissions into just another cost. All a system operator needs to do is multiply each generator's emissions by the appropriate allowance price, add that cost to the generator's fuel expense, and then use traditional least-cost dispatching algorithms. Treating SO₂ as a separate attribute would constitute double-counting (see section 2.1 and Hobbs, 1992).
3.7 MCDM methods in national energy planning

MCDM methods can help governments evaluate energy sector plans and policies. For instance, an expert committee appointed by the Government of Finland evaluated a range of policies using a formal multicriteria procedure (Hamalainen and Karjalainen, 1992). Criteria considered included a range of health and environmental risks, in addition to economic and political factors. The Analytic Hierarchy Process, a version of ratio questioning, was used to select weights (Section 2.8). Earlier, the parliament of Finland applied a similar procedure (Hamalainen, 1988).

As another example, Jones et al. (1990) asked 25 individuals in the United Kingdom to choose weights for 15 different criteria. Examples of the criteria include supply security, cost, contribution to the greenhouse effect, diversity, acid rain, and capital requirements. Weights are chosen by the rating method on a 1-100 scale. These weights are then used to evaluate five distinct energy strategies through the year 2010:

1. free market in energy
2. nuclear power emphasized
3. a mix of coal and nuclear emphasized, plus some DSM
4. an emphasis on DSM, with some additional fossil fuel supplies
5. a primarily DSM and renewable energy plan

Keeney et al. (1987) present another application of MCDM methods to national energy policy.

The application by Karni et al. (1992) to Israeli electricity pricing policy is particularly interesting because they use more than one MCDM method. We summarize the steps they went through below.

Step 1: attribute selection
Fifteen criteria are considered, grouped into six categories: reliability, cost, pricing efficiency, inflationary effects, social equity, and external goals (public acceptance, effects on national budget, and infrastructure).

Step 2: definition of options
Five pricing policies are compared, each with a different theme:
1. average cost-based pricing with no reference to marginal cost
2. price based on short run marginal cost
3. price based on long run marginal cost
4. conservationist pricing, where prices are set higher than cost for some customers
5. current policy, where prices are subsidized for some customers

Step 3: quantifying impacts
The value of each of the fifteen attributes for each policy is determined by panels of experts in the relevant fields. These are all determined on a subjective 1-5 scale, where 5 represents the best possible outcome and 1 stands for the worst.

Steps 4, 5, 6: Not performed

Step 7: scaling
The subjective scales created in Step 3 are directly used in the amalgamation.
**Step 8: weighting**

Nineteen policy makers, representatives of industry, and other stakeholders each choose two sets of weights for the six overall categories of criteria. One set results from direct allocation of 100 points in proportion to the each category's importance. The other set is chosen by the Analytic Hierarchy Process. The two weighting methods yield very similar category weights; the major difference is that many participants directly assigned zero weight to the last three categories of criteria. However, the eigenvector calculation procedure used by AHP always gave those categories non-zero (yet relatively small) weights.

Each person's fifteen individual attribute weights are then calculated by allocating his or her category weight among the attributes in the category using ratios chosen by panels of experts in relevant policy areas. One possible rationale for such a procedure is that policy makers should set priorities for general goals, while experts are better able to prioritize within categories. Another rationale is that policy makers have neither the time nor patience to weight a large number of criteria.

**Step 9: amalgamation**

Weighting summation is used to rank the five policies. In addition, each stakeholder directly and holistically ranks the five policies in terms of overall attractiveness. Some consistent patterns of results emerged from this analysis. Sixteen of the nineteen experts rank the current policy last by both the weighting summation and direct ranking methods. This is true even though the current policy is best in four of the fifteen attributes. Furthermore, seventeen of the experts rank short term marginal cost pricing as best by weighting summation.

However, there are also inconsistencies. Only six of the experts preferred short term marginal cost pricing when asked directly. More would rather choose the long term approach. The correlation between the holistic and weighting summation rankings are actually negative for two of the stakeholders, and are 0.5 or lower for seven of the stakeholders. Unfortunately, the authors apparently did not confront the stakeholders with the inconsistencies between the two ranking approaches. However, the authors do suggest the following possible causes for the disagreements between the weighting summation and holistic ranks:

- the stakeholders disagreed with experts' assessments of the performance of each policy on the criteria (Step 3)
- stakeholders use a definition for "importance" when choosing weights that disagrees with their willingness to trade off the attributes when directly ranking options. (Footnote: In Section 2.8, we argue that this is likely for weighting methods that ask directly for weights because they leave the definition of attribute "importance" ambiguous.)
- when directly ranking options, the stakeholders consider latent attributes, such as implementability, that were excluded from the list (Step 1)

**Step 10: resolving differences**

Not addressed in the published study.

This case study has an important advantage over others we have reviewed in this Chapter; namely, the use of more than one method. Such comparisons promote learning and confidence in the results. For instance, because the point allocation and AHP methods give similar results, the authors can have more confidence in the validity of the weights.\textsuperscript{13} However, the differences between the direct holistic rankings of alternatives and the weighting summation rankings

---

\textsuperscript{13} Yet both methods are direct weighting methods; therefore their results may have converged because in each case the user was using the same—but incorrect—definition of attribute importance. A better check on the validity of the weights would have been a set of tradeoff judgments, as in the indifference tradeoff method. See Section 2.8.
indicated that there might be problems with the MCDM assessment, and that there is a need for further discussion. Unfortunately, as in the other cases in this Chapter, it seems that the stakeholders were not asked to resolve the disagreements.
3.8 MCDM methods in utility applications in other countries.

In this concluding section of our review of MCDM methods we examine the application of MCDM in other countries. With electricity growth rates in many developing countries in the range of 7-10% per year, and with an increasing awareness of environmental issues, how environmental externalities ought to be incorporated into power sector planning has received growing attention. In particular, entities such as the World Bank have been grappling with the issue of how environmental factors should be incorporated already at the planning stage, because the shortcomings of waiting until the project implementation phase before environmental issues are addressed in a project EIS are all too apparent. Moreover, in Asia in particular there is a growing awareness of the greenhouse gas emission problem, given that India and China are expected to add over 50,000MW of coal fired capacity just over the next decade. We thus review four representative areas of application of MCDM methods: (1) trade-off curve studies for analysis greenhouse gas emission reduction options; (2) MCDM methods in resource planning; (3) power plant siting; and (4) incorporating environmental factors in long range power sector planning.

Trade-off curve studies and global warming

Over the past few years many studies have appeared on the costs of reducing greenhouse gas (GHG) emissions (GEF, 1993; Nordhaus, 1991, Manne & Richels, 1991). With electric utilities accounting for a significant fraction of such emissions in the industrialized countries, the search for cost effective ways for utilities to achieve GHG emission reductions has received particular attention. Trade-off curves are much in evidence in such analyses, and a good recent example is the study by Amagai and Leung (1991), who present an analysis of the trade-off between cost and CO₂ emissions in the Japanese power sector. It illustrates a number of important points about the use of such curves, and merits a review. It might be noted that the study only examined generation expansion and dispatch options, and did not examine mitigation alternatives, demand side management, or tax options. The results are displayed on the trade-off curve depicted on Figure 3.8.

Although the display of trade-off curves can be very useful to decision-makers, there are the usual dangers of misinterpretation caused by choice of scales. For example, there may be a great temptation, on intuitive grounds, to assume that the knee set of Figure 3.8 occurs near the point B. However, when one re-draws this figure on a relative scale -- Figure 3.9 -- such that the least cost solution (at A) is given the value of unity, the importance of mathematical rather than intuitive definition becomes clear.

---

14 As evidenced, for example, by the controversy over the World Bank's involvement in the Narmada hydro projects in India, that would displace 170,000 people in order to provide irrigation to 2 million hectares.

15 Integrated resource planning is not a term that is in general use in developing countries, although the need to go beyond the traditional emphasis on supply side expansion to include efficiency improvement and demand side management is receiving increasing attention (see e.g. Nadel (1991) for a study of DSM options in India, or USAID (1991) for a study of DSM options in Costa Rica).
As is obvious from Figure 3.9, if "significantly worse" in cost means anything greater than, say 3% of the least cost solution, then all of the points on the segment BC are equivalent in cost, but do differ significantly in CO₂ emissions: that is, while the least cost and least CO₂ solutions differ by 3.5% in cost, they differ by almost 20% in CO₂ emissions.

Figure 3.9: Trade-off curve for the Japanese Power Sector on a relative scale.

A second caution relates to the interpretation of the slope of the trade-off curve itself. For example, on Figure 3.9, the slope of the trade-off curve changes dramatically from about $10/ton on the right, to 360$/ton on the left. The implication for policy-making would appear obvious: while one can reduce the first 12% of CO₂ emissions for 10$/ton, further reductions incur very sharp cost penalties of 360$/ton.

If CO₂ emissions were the only other attribute of interest, then such an interpretation of the slopes is indeed straightforward. However, if there are n attributes of interest, then the slope of a two-dimensional trade-off curve implies that all other n-2 attributes have been valued at zero. Thus in a three-dimensional case, say in which the third dimension represents population exposure to SO₂, the statement that the slope of the cost-CO₂ emissions curve is x $/ton of CO₂ removed implies that the benefits of any concomitant SO₂ removal (or costs of increased externalities associated with more hydro in the system) are all valued at zero.

Thus, returning to the numerical example of Figure 3.8, since the solutions on the steep part of the curve involve increasing use of hydro and natural gas, CO₂ is not the only pollutant whose emissions are reduced in this portion of the curve. Consequently, the expenditure of the first $360 may not only reduce CO₂ emissions by one ton, but also reduce SO₂ and NOₓ emissions. It may also increase the externalities associated with additional hydro plants.

Capacity expansion planning
Largely at the insistence of the World Bank and other international financial institutions, developing countries have had to demonstrate that facilities proposed for financing are in the "least cost" plan. In practice this has meant the application of sophisticated capacity expansion optimization models -- such as the WASP model which is very widely used in developing countries -- whose objective function is the minimization of the present value of system expansion costs over some planning horizon and for some given level of system reliability.

Perhaps the most important objection to the use of models such as WASP and EGEAS is the difficulty with which they deal with the huge uncertainties currently faced by the sector, ranging from uncertainties in the prices of imported fuels to the impacts of construction cost overruns and droughts. In other words, the so called "least cost" plan may in fact be optimal only for a relatively narrow band of external circumstances assumed, and may deviate from optimality for most other combinations of external factors.

This is illustrated on Figure 3.10, which shows the results of successive annual "least cost plans" derived by use of the WASP optimization model. There are many reasons for the abrupt changes from year to year, including refinement of costs, changes in demand projections, and abrupt changes in fuel price projections. But whatever the explanation, it is clear that the environmental impacts associated with these changes are equally abrupt: in 1990 the expectation was that by 2005 one would need 300 Mw of new coal capacity; by 1991 this had changed to 900 Mw.

Given these kinds of difficulties the World Bank has begun to explore the use of MCDM in electricity supply planning, notably the studies by Crousillat (1989) and Crousillat and Merrill (1992) for Hungary and Costa Rica. These involved trade-off analysis to identify decision sets or "short lists" (using dominance analysis techniques described in Chapter 2), and subsequent risk analysis to measure robustness, quantify exposure, and develop hedges against particular uncertainties. On Figure 3.11 is shown a trade-off curve for total cost v. loss of load probability for the Hungarian power system: a plan was found at the knee of the five-attribute trade-off surface under all futures examined. One of the five attributes was SO₂ emissions. The main uncertainty was the extent to which imports were available from the former Soviet Union, and a number of hedging strategies were then developed.
Figure 3.10: Results of the annual capacity expansion planning studies

Figure 3.11: Trade-off curve for power supply in Hungary
Power plant siting

With US consulting firms very active in the fast-growing countries of Asia it comes as no surprise that the techniques used in the US for power plant siting in the 1960s and 1970s are now being applied to studies in these new markets. For example on Table 3.6 we show the weighting summation of impact score used in a siting study for a gas-fired thermal plant on the Island of Kalimantan, Indonesia. The ratings for each criterion (here the rows of the matrix) were on a discrete step-function scale (similar to that used earlier in New York), with the ratings -3, -2, -1, 0, +1, 2 and 3.

Table 3.6: The rating matrix for the Tanjung Batu gas fired thermal plant in Indonesia

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>Score</td>
<td>Score</td>
<td>Score</td>
<td>Score</td>
<td>Score</td>
<td>Score</td>
</tr>
<tr>
<td></td>
<td></td>
<td>res</td>
<td>res</td>
<td>res</td>
<td>res</td>
<td>res</td>
<td>res</td>
</tr>
<tr>
<td>I. Air Quality</td>
<td>10</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>- Surrounding the</td>
<td></td>
<td>4</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>project site</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>- Industrial Areas</td>
<td></td>
<td>6</td>
<td>3</td>
<td>18</td>
<td>3</td>
<td>18</td>
<td>3</td>
</tr>
<tr>
<td>(power consumer)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>II. Water Quality</td>
<td>10</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>- Mahakam river</td>
<td></td>
<td>6</td>
<td>-1</td>
<td>-6</td>
<td>-2</td>
<td>-12</td>
<td>-2</td>
</tr>
<tr>
<td>- Surface and</td>
<td></td>
<td>4</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>ground water</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>III. Water Quality</td>
<td>10</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>- Mahakam river</td>
<td></td>
<td>6</td>
<td>-1</td>
<td>-6</td>
<td>-1</td>
<td>-6</td>
<td>-1</td>
</tr>
<tr>
<td>- Surface and</td>
<td></td>
<td>4</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>ground water</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>IV. Biological</td>
<td>18</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>- Resources</td>
<td></td>
<td>6</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>- Endangered species</td>
<td></td>
<td>6</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>- Wild Animals</td>
<td></td>
<td>6</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>- Economic Biota</td>
<td></td>
<td>6</td>
<td>-1</td>
<td>-6</td>
<td>-1</td>
<td>-6</td>
<td>-1</td>
</tr>
<tr>
<td>V. Land Use</td>
<td>24</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>- Productive</td>
<td></td>
<td>6</td>
<td>-1</td>
<td>-6</td>
<td>-2</td>
<td>-12</td>
<td>-3</td>
</tr>
<tr>
<td>- Cultivated Land</td>
<td></td>
<td>6</td>
<td>-1</td>
<td>-6</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>- Protection Forest</td>
<td></td>
<td>6</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>- Human Settlements</td>
<td></td>
<td>6</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>- Facilities and</td>
<td></td>
<td>6</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>Infrastructure</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>VI. Socio Economic</td>
<td>18</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>- Number of Population</td>
<td></td>
<td>6</td>
<td>0</td>
<td>0</td>
<td>-1</td>
<td>-1</td>
<td>-6</td>
</tr>
<tr>
<td>- Job opportunities</td>
<td></td>
<td>6</td>
<td>2</td>
<td>12</td>
<td>2</td>
<td>12</td>
<td>2</td>
</tr>
<tr>
<td>- Local Economic</td>
<td></td>
<td>6</td>
<td>1</td>
<td>6</td>
<td>1</td>
<td>6</td>
<td>1</td>
</tr>
<tr>
<td>Activities</td>
<td></td>
<td>6</td>
<td>1</td>
<td>6</td>
<td>1</td>
<td>6</td>
<td>1</td>
</tr>
<tr>
<td>VII. Social Cultures</td>
<td>10</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>- Social Institutions</td>
<td></td>
<td>6</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>-1</td>
<td>-6</td>
</tr>
<tr>
<td>- Historical Heritage</td>
<td></td>
<td>4</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
</tbody>
</table>

| Total                  | 100            | 6      | -6    | -24   | -54   |
Many of the concerns about validity of past MCDM applications noted in Chapter 2 are also illustrated by the siting studies done in Sri Lanka in the mid 1980s in an attempt to find a suitable location for a first coal-fired power plant (with an ultimate capacity of 900Mw). A preliminary screen identified the Trincomalee Bay area as the best location because of the suburb natural deepwater harbor that would permit coal imports at relatively low cost. Within this general area 7 sites were identified as possible candidates, and weighting summation used to rank them: the results are shown on Table 3.7. The most favorable site was assigned rank number 7, the least favorable rank number 1. The ranks were determined by "specialists knowledgeable about each of these siting factors", and consensus weights were estimated by "several siting specialists". The final scores were calculated as follows: "The rank numbers were multiplied by the factor weights for each factor and the products summed to produce a weighted rank total for each site." (Our emphasis). Unhappily this procedure violates most of the principles necessary for validity.

Table 3.7: Site Rankings in the Trincomalee Study

<table>
<thead>
<tr>
<th>site</th>
<th>coal unloading</th>
<th>transmission site</th>
<th>generation facilities</th>
<th>supporting infrastructure</th>
<th>environment</th>
<th>overall ranking</th>
</tr>
</thead>
<tbody>
<tr>
<td>&quot;consensus&quot; weights&gt;</td>
<td>25%</td>
<td>10%</td>
<td>15%</td>
<td>20%</td>
<td>10%</td>
<td>20%</td>
</tr>
<tr>
<td>1</td>
<td>2</td>
<td>1</td>
<td>2</td>
<td>1</td>
<td>4</td>
<td>7</td>
</tr>
<tr>
<td>2a-1</td>
<td>7</td>
<td>3</td>
<td>5</td>
<td>6</td>
<td>4.5</td>
<td>5</td>
</tr>
<tr>
<td>2a-2</td>
<td>6</td>
<td>3</td>
<td>4</td>
<td>7</td>
<td>6</td>
<td>6</td>
</tr>
<tr>
<td>2a-3</td>
<td>5</td>
<td>3</td>
<td>6</td>
<td>6</td>
<td>6</td>
<td>4.5</td>
</tr>
<tr>
<td>3a-1</td>
<td>4</td>
<td>5.5</td>
<td>5</td>
<td>3</td>
<td>2.5</td>
<td>2</td>
</tr>
<tr>
<td>3a-2</td>
<td>3</td>
<td>5.5</td>
<td>7</td>
<td>4</td>
<td>2.5</td>
<td>2</td>
</tr>
<tr>
<td>4</td>
<td>1</td>
<td>7</td>
<td>1</td>
<td>2</td>
<td>1</td>
<td>2</td>
</tr>
</tbody>
</table>


This application illustrates another problem in the application of such methods. Five of the six attributes used here are in fact based on costs: indeed, we are told "capital costs and expected costs of operation were generally used as a basis for ranking the sites". If in fact the purpose of the exercise is to examine the trade-off between "land use and environmental factors on the one hand", and factors related to system costs on the other, then everything related to cost should be subsumed into a single cost attribute.

The Trincomalee EIS proved highly controversial, and in the end the necessary permit from the Coast Conservation department was denied on grounds of unacceptable impacts of

Sri Lanka has no fossil resources of its own, and with few remaining hydro sites, must look to thermal baseload generation by the end of the 1990s to meet strongly growing electricity demand (expected to be around 7% per year).

Black and Veatch, Trincomalee Thermal Power Project, Site Evaluation and Selection Study Phase II Final Report, September 1985. The site selection procedure is described in Section 10 of this Report.

Even more unhappily, the procedure was justified as follows: "Weighted ranking systems are commonly used in Engineering circles in the United States to evaluate factors other than costs: these ranking methods are particularly applicable to siting studies, since at least one of the major siting factors cannot be evaluated with costs. We have prepared many siting studies involving different geographical states in the United States which involved use of this method."
thermal discharges. In a subsequent more broader siting study, weighting summation was again used to rank sites. On Table 3.8 we show, as an example, the "air quality scores". On the 30-point scale used for air quality, 30 is the best, 0 is the worst. The basis for the scoring is described only in very general terms as "number of sensitive receptors and the exposure risk of significant receptors". Even as relative indications these scores are very ambiguous. Finally, it is unclear whether the scores are comparable across the various generation types. One can only speculate, therefore, why a coal plant at Sapugaskanda would have an air quality score of 11, while a diesel plant is scored at 13.

Table 3.8: Air Quality Scores siting study

<table>
<thead>
<tr>
<th>site ID</th>
<th>site</th>
<th>combined cycle</th>
<th>oil</th>
<th>coal</th>
<th>diesel</th>
</tr>
</thead>
<tbody>
<tr>
<td>NC-1</td>
<td>Mundal East</td>
<td>21</td>
<td>20</td>
<td>20</td>
<td>20</td>
</tr>
<tr>
<td>NC-3</td>
<td>Bolawata</td>
<td>21</td>
<td>20</td>
<td>20</td>
<td>20</td>
</tr>
<tr>
<td>NC-5</td>
<td>Ekala</td>
<td>21</td>
<td>20</td>
<td>20</td>
<td>20</td>
</tr>
<tr>
<td>C-1</td>
<td>Mahawetta</td>
<td>6</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>C-3</td>
<td>Kelanitissa</td>
<td>11</td>
<td>6</td>
<td>6</td>
<td>11</td>
</tr>
<tr>
<td>C-6</td>
<td>Peliyagoda</td>
<td>6</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>C-7</td>
<td>Sugathasau</td>
<td>6</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>C-8</td>
<td>Yakbedda</td>
<td>11</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>C-10</td>
<td>Sapugaskanda</td>
<td>13</td>
<td>11</td>
<td>11</td>
<td>13</td>
</tr>
<tr>
<td>C-11</td>
<td>Siyambalape</td>
<td>13</td>
<td>11</td>
<td>11</td>
<td>13</td>
</tr>
<tr>
<td>C-12</td>
<td>Biyagama</td>
<td>13</td>
<td>11</td>
<td>11</td>
<td>13</td>
</tr>
<tr>
<td>G-3</td>
<td>Bope</td>
<td>13</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>G-6</td>
<td>Armitage Hill</td>
<td>13</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>G-7</td>
<td>Haliwate</td>
<td>13</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>G-8</td>
<td>Wakawella</td>
<td>13</td>
<td>9</td>
<td>10</td>
<td>13</td>
</tr>
<tr>
<td>G-9</td>
<td>Bataduwa</td>
<td>13</td>
<td>9</td>
<td></td>
<td></td>
</tr>
<tr>
<td>M-1</td>
<td>Kudawella East</td>
<td>30</td>
<td>28</td>
<td>29</td>
<td>27</td>
</tr>
<tr>
<td>M-16</td>
<td>Weligama</td>
<td>30</td>
<td>28</td>
<td>29</td>
<td>27</td>
</tr>
</tbody>
</table>

The most serious problem with such valuations is not that expert judgment may necessarily be incorrect, but that the relationship between the score and possible mitigation actions is not demonstrable. In other words, there is no way of subsequently performing a sensitivity analysis that might explore the use of alternative fuels, alternative pollution control strategies, or of alternative technologies. Indeed, as we shall note below, actual calculations of the impacts associated with emissions at these sites proved to show differences an order of magnitude different to the relative scores shown in this table.

Incorporating environmental externalities in power sector planning

With the World Bank under heavy criticism for its involvement in power projects that have major environmental impacts, and with project level EIS's under attack for being ex post facto justifications for decisions already made, the Environment Department of the Bank has been examining the use of

The EIS prepared for the proposed coal plant at Trincomalee in Sri Lanka provoked almost as much controversy over the process as it did about actual impacts, with comments such as "...it is therefore evident that the entire feasibility study process, terminating with the EIA, has followed a policy known as "decide-announce-defend... the EIS is an ex-post facto document seeking to environmentally justify a project which was formulated without any environmental considerations whatsoever... this EIA is a post planning exercise, whereas it ought to have been an ongoing exercise..."
MCDM methods to better incorporate environmental concerns at the planning stage. Many of the major environmental impacts of power projects in tropical countries are particularly difficult to monetize, perhaps most notably so in the case of the loss of bio-diversity associated with inundation of forests at major hydro projects. A case study of Sri Lanka (Meier and Munasinghe, 1993) is the first application of MCDM methods to environmental work at the World Bank.

The details of the methodology and the results of this study need not concern us here. Rather what is important and relevant to US IRP practice is the way in which the attributes were defined, and the importance placed upon location. Some care was taken to be sure that attributes reflected actual impacts, rather than measures of regulatory convenience. Moreover, attributes were sparingly selected, on grounds that a proliferation of attributes would needlessly clog the analysis, and cloud the presentation of essential conclusions to decision-makers. Each attribute was associated with an important concern of national importance; in addition to the six environmental attributes shown on Table 3.9 the analysis also included present value of system cost, levelized tariff, and reliability (expressed as unserved energy).

<table>
<thead>
<tr>
<th>attribute</th>
<th>units</th>
<th>impact</th>
</tr>
</thead>
<tbody>
<tr>
<td>emissions of carbon dioxide</td>
<td>[1000 tons]</td>
<td>global warming.</td>
</tr>
<tr>
<td>population exposure to air pollutants</td>
<td>person-ug/m³/yr</td>
<td>human health impacts</td>
</tr>
<tr>
<td>biodiversity index</td>
<td><a href="3"> </a></td>
<td>diminution of biodiversity; impact on habitat of endemic species.</td>
</tr>
<tr>
<td>increase in surface temperature&gt; 1°C</td>
<td>[ha]</td>
<td>ecosystem impacts from thermal plumes.</td>
</tr>
<tr>
<td>employment</td>
<td></td>
<td>discounted incremental employment</td>
</tr>
<tr>
<td>emissions of acid rain precursors</td>
<td>[1000t/y]</td>
<td>potential for acid rain damages</td>
</tr>
</tbody>
</table>

Source: Meier and Munasinghe (1994)

from the inception of the project".

20 The study made extensive use of the dominance and trade-off curve analysis concepts discussed in Chapter 2.
Rather than using SO\textsubscript{2}, NO\textsubscript{x} and/or particulate emissions each as separate attributes, the study derived a health impact index that reflected the population exposure to these pollutants. This was defined as 

\[ X = \sum C_j P_j \]

where \( X \) is the cumulative population exposure to the incremental ambient concentration attributable to the power plant.

\( P_j \) is the population in the \( j \)-th grid square

\( C_j \) is the incremental average annual concentration in the \( j \)-th square, attributable to the emissions from the source in question.

The \( C_j \) were calculated using a simple Gaussian plume model run for some given number of wind direction and wind speed combinations. The total concentration in square \( j \) is then simply the sum of the individual plume contributions:

\[ C_j = \sum c_{jk} \]

where \( C_{jk} \) is the incremental contribution in square \( j \) attributable to the \( k \)-th plume, which is in turn given by:

\[ C_{jk} = \frac{Q}{zu_e \sigma_\nu \sigma_z} \exp \left[ -\frac{y^2}{2\sigma_y^2} - \frac{H^2}{2\sigma_z^2} \right] \]

where \( u \) is the wind speed (in meters/sec) of the \( k \)-th plume

\( Q \) is the source term (in g/sec)

\( H \) is the stack height (in meters)

The use of the health index had the important property that air quality impacts were location specific, and resulted in a number of important policy conclusions. For example, it was shown that it really did not matter very much whether base-load coal plants sited in remote locations and with relatively tall stacks were equipped with FGD systems; far more important to reduction of population impacts was NO\textsubscript{x} and SO\textsubscript{2} control at urban diesel plants with low stacks that burn relatively high sulfur residual fuel oil.

Another interesting finding concerned the difference between calculated values of health impacts and the air quality scoring system used in earlier siting studies. There the air quality scores, on a scale of 1 to 30, for a coal plant located on the South Coast and a diesel plant in Colombo were 29 and 11, respectively, a factor of about 2.7; actual calculation of impact showed a difference between the two by a factor of at least 11.
4. CRITERIA FOR SELECTING MCDM TECHNIQUES

As we have seen in the previous Chapter, the range of methods and applications of MCDM techniques is very large indeed. How then does one proceed with selecting an appropriate method for a particular application? Given the focus in this report on how environmental factors can be brought into IRP, what practical guidance can be offered to a utility planning department charged with actually implementing the IRP process? We propose three criteria for selecting a technique:

1. Is a method appropriate? That is, does it provide the information that is needed, does it mesh with the decision making style of the organization, and is it compatible with the data that are available?

2. How easy is the method to use? How much time is required to apply it, what training is needed to understand it, and what computer facilities, if any, are needed? (This is the practicality criterion noted in the introduction)

3. How valid is the method? Do the results of the method (e.g., rankings of alternatives) accurately reflect the values held by the decision makers? Are the method's assumptions and the evaluations it yields consistent with the values of the decision makers? Evaluations by an invalid method might bear little relationship to the tradeoffs decision makers and the public are willing to make, and the chosen alternative might be preferred by no one. Finally, do the decision makers trust the method and its results?

The last criterion is important if different methods result in different decisions; if so, one needs to worry about which method more accurately captures the priorities of decision makers. If different methods lead to the same results, then a method can be chosen on the basis of appropriateness and ease of use alone. Because there is ample evidence that choice of method can significantly affect decisions (sometimes making more difference than who applies the method) (Hobbs, 1986), the issue of validity should not be ignored.

All of these tests were put to the practical test in the two case studies, reported in the subsequent Chapters. However, before we move to a presentation of those results, each of the three criteria merit some further discussion.

4.1 Appropriateness

What characteristics should an "appropriate" method have? Most follow from the real reasons for applying an analytical method to the decision process in the first place:

Display of trade-offs:
For public-sector decisions, the primary purpose of multicriteria methods should be to present information on tradeoffs (Cohon, 1978). A method should show, in a vivid and easily
digestible manner, how different alternatives perform on different attributes and, by doing so, make it easier for fully informed decisions to be made. An important by-product of displaying tradeoffs is the elimination of alternatives that are "dominated" (that is, perform no better on all attributes than another alternative, while performing strictly worse on at least one attribute). A multicriteria method should not be a "machine" which takes as an input the alternatives and some simple value judgments (such as weights) and then determines which alternative is "best". Such a tool can be misleading and even dangerous in a situation where there are many interested parties who are bound to disagree fundamentally on priorities. No single set of "weights" can be defined meaningfully in that case.

Risk and uncertainty:
An appropriate method should recognize that information about risks and uncertainties regarding the impacts of electric utility projects is crucial to choices among alternatives. A method should display information on how alternatives affect the risks associated with each of the attributes. Risks should be explicitly dealt with in decision making for three reasons (Haines and Stakhiv, 1986, 1989, 1990; Duckstein and Plate, 1987; Hobbs et al., 1988):

First, economic, social, and environmental systems are nonlinear, in that the expected value (mean) of a system's output (e.g., health impact from pollutants associated with fossil fuel combustion) does not equal the output calculated using the expected value of the system's input (e.g., fuel consumption). The mean and distribution of the output can only be estimated by considering the entire range of inputs and their probabilities.

Second, decision makers and the public are not, in general, risk neutral towards system outputs. That is, they do not base decisions solely on expected value. For example, a 10% chance per year of 1 person dying due to inhalation of fine particulates will not be viewed the same as a 0.01% chance per year of 1000 people dying. Decision makers in that case will want to know the entire probability distribution of outputs, not just their mean value.

Third, a number of generation options are dependent upon water resources (hydro plants, cooling water for thermal plants) whose characteristics are essentially stochastic.

Understanding:
An appropriate method should be easily understood, since people with a wide variety of backgrounds will be applying it and interpreting its results.

Simplification:
An appropriate method should simplify the decision for those who have the final responsibility for it, but without oversimplifying it. It is desirable to simplify the problem by avoiding presenting too many alternatives or too many criteria at once. Psychologists cite the famous "7 plus or minus 2" rule for how many facts that a decision maker can keep in mind at once (Morse, 1979). If there is too much information, much of it will be ignored or inconsistently applied. But oversimplification can occur if too few options representing too narrow a range of tradeoffs are presented. An appropriate method will screen out alternatives using, as examples, the following procedures:

- drop dominated alternatives;

---

1 Here, risk is defined as occurring when randomness is present and can be quantified using probability distributions. Uncertainty, by contrast, is defined as occurring when the probability distributions are unknown. Different techniques are used to quantify risk and uncertainty and to include them in decisions.
• drop alternatives whose performance in one or more attributes is so poor that they are likely to be rejected on that basis alone ("exclusionary screening");
• keep alternatives which are robust; that is, which do well under a wide range of assumptions concerning weights, risk attitudes, and probability distributions of inputs; and
• keep alternatives that emphasize different attributes so that the decision makers are presented with a real choice. (Otherwise, the real decision is being made by analysts, not those who should be responsible.)

Another simplification procedure that is often appropriate is to combine the attributes associated with an objective into a single aggregate measure of performance on that objective, if it is possible to obtain a consensus on the relative weight that should be given each attribute. Such an aggregation process would result in a smaller set of criteria that the decision makers would have to consider when making a decision.

4.2 Ease of Use

Ease of use is an empirical question for which it is hard to set firm guidelines, and which is highly dependent upon the particular set of users. If the users are limited to just utility planners one may come to one set of conclusions; if, as we advocate, the user group includes representatives from interest groups and the public, one may come to an altogether different set of conclusions. Indeed, the two case studies that follow support this particular contention: in Seattle, the user group was much broader (and included members of local interest groups) than in the case of Centerior, where participation was limited to utility planners. The findings about ease of use of methods did indeed differ somewhat.

The time available proves to be an important issue. The effort that can be put into explaining a method (and of course the effectiveness of that training effort) will certainly affect how participants feel about ease of use. A number of studies (Adelman et al., 1984; Eckenrode, 1965; Nutt, 1980; Sarin et al., 1980) have contrasted the time and effort required of decision-makers to use a variety of weighting and value-scaling techniques. Even the most difficult methods, such as indifference trade-off weighting or risky utility function scaling, have rarely taken more than three hours for individuals. However much less is reported in the literature about groups that include larger numbers of non-technically trained people. The Seattle case study, however, tends to suggest that the members from the citizen and environmental groups who participated were just as able to understand the methods as utility planners.

4.3 Validity

Of the three criteria, validity is the most difficult to determine in practice, because there are so many dimensions to the concept. The literature distinguishes between (1) predictive validity; (2) estimative validity; (3) construct validity; (4) convergent validity; (5) inter-expert validity; (6) inter-temporal validity, and (7) normative validity. Each of these addresses a different dimension, and is reviewed, seriatim, in the following paragraphs.

Predictive validity:
For behavioral scientists, the purpose of MCDM methods is to understand and simulate decisions: thus predictive validity—which evaluates a method on the basis of how well it replicates unaided, subjective evaluations—is the primary criterion of validity. In our case
studies, the first task we put to the user groups was to make an initial ranking of the options, given all of the data about the options and estimates of the impacts -- which we term the "holistic rankings". Predictive validity was then established by comparing the results of the different methods with those of the initial holistic rankings.

Estimative validity:
The decision scientist's rejoinder to behavioral scientists is that predictive validity is not the appropriate standard, because unaided, holistic judgments may in fact be fundamentally biased and/or inconsistent. One possible way of looking at this problem is to ask whether a method produces a result that is consistent with that actually achieved by experts to evaluate alternatives in an actual situation. A practical approach to estimate validity is to have each participant repeatedly apply each method, alternating between them and contrasting their results, until their rankings converge and the user is satisfied (Lai and Hopkins, 1988). Then the most valid method is defined as the one whose initial rankings were closest to the final ones. This is, we believe, a particularly useful type of validity because a purpose of MCDM methods is to help people form their values; thus, their final rankings of plans are more trustworthy than their initial holistic judgments.

Construct validity: This type of validity is also referred to as empirical validity: a method is said to have construct validity when its evaluations change in appropriate ways when relevant problem characteristics are altered, but do not change when irrelevant characteristics are changed (Stewart and Ely, 1984). Therefore, we looked at this definition of validity in the case studies in some detail. Some observers claim that construct validity is a much more objective test than predictive validity, because the latter depends on unaided evaluations which are themselves untrustworthy and fail to provide an objective standard (Pitz et al., 1980). Convergent validity: If two methods lead to similar parameters or evaluations, then confidence in their validity is increased. Important differences suggest that the methods cannot both be valid. But convergence does not guarantee validity, since both methods could have the same systematic bias. Convergence validity is examined in both of the case studies: and we do indeed find that some methods give quite different results than others.

Interexpert validity:
The assumptions of this criterion is that evaluations by fully knowledgeable and rational people should agree. Invalid methods are presumed to unduly exaggerate differences of opinion or value. For example, Newman (1975) discovered more convergence among evaluations by different judges' weighting summation rules than among their unaided judgments, and therefore concluded that the latter were less valid.

A good example of such a study is Adelman et al. (1984), who compared the accuracy of five weighting techniques with two group discussion methods, adopting as a standard a model actually used by the U.S. Marines to evaluate combat readiness.

Perhaps one of the most obvious tests of construct validity is to change a decision-problem by adding a significantly dominated alternative: rankings ought not to change in a method that meets construct validity.
However, the inadequacy of the inter-expert convergence criterion is evident when one realizes that under this criterion, equal weighting would be the most valid weighting method. Moreover, since differences in values lie at the heart of many utility planning problems, forced uniformity would only bury disagreements that should be made explicit.

**Intertemporal validity:**
A method has inter-temporal validity if, when applied by the same person at different times, its evaluations do not change. Yet differences between a first and a second application may have as much to do with learning, or signal that the application of formal MCDM techniques has indeed achieved one of its aims, namely that it has forced the user to think harder about how he or she feels about the issues, and/or to gather more information, than it does about validity of the method itself.

Balzer et al. (1983) is one of the few studies to have looked at this question in a carefully controlled experiment: their results suggest the not unsurprising conclusion that direct weighting is more trustworthy if the users have been allowed to examine the alternatives and become very familiar with the problem.

**Normative validity:**
A method is said to have normative validity when it is based on the best available information, and is the result of careful thought (Stewart and Ely, 1984). The method must be understood, and judged reliable by the decision-maker -- who would then be committed to the method’s results and willing and able to defend them. This is self-evidently a purely empirical question, because it can be tested only by asking the decision-makers for their opinions.

It may be difficult to treat this question as purely one of validity: the decision-maker’s overall comfort with a particular method, and his willingness to defend decisions reached by that method, are likely to be as much questions of appropriateness and ease of use.
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